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Preface

This volume contains the research papers presented at KI 2005, the 28th German
Conference on Artificial Intelligence, held September 11–14, 2005 in Koblenz,
Germany.

KI 2005 was part of the International Conference Summer Koblenz 2005,
which included conferences covering a broad spectrum of topics that are all
related to AI: tableau-based reasoning methods (TABLEAUX), multi-agent sys-
tems (MATES), automated reasoning and knowledge representation (FTP), and
software engineering and formal methods (SEFM).

The Program Committee received 113 submissions from 22 countries. Each
paper was reviewed by three referees; after an intensive discussion about the bor-
derline papers during the online meeting of the Program Committee, 29 papers
were accepted for publication in this proceedings volume.

The program included three outstanding keynote talks: Ian Horrocks (Uni-
versity of Manchester, UK), Luc Steels (University of Brussels and Sony) and Se-
bastian Thrun (Stanford University), who covered topics like logical foundation,
cognitive abilities of multi-agent systems and the DARPA Grand Challenge.

KI 2005 also included two excellent tutorials: Techniques in Evolutionary
Robotics and Neurodynamics (Frank Pasemann, Martin Hülse, Steffen Wisch-
mann and Keyan Zahedi) and Connectionist Knowledge Representation and
Reasoning (Barbara Hammer and Pascal Hitzler). Many thanks to the tuto-
rial presenters and the tutorial chair Joachim Hertzberg. Peter Baumgartner, in
his role as a workshop chair, collected 11 workshops from all areas of AI research,
which also includes a meeting of the German Priority Program on Kooperierende
Teams mobiler Roboter in dynamischen Umgebungen.

I want to sincerely thank all the authors who submitted their work for con-
sideration and the Program Committee members and the additional referees for
their great effort and professional work in the review and selection process. Their
names are listed on the following pages.

Organizing a conference like KI 2005 is not possible without the support of
many individuals. I am truly grateful to the local organizers for their hard work
and help in making the conference a success: Gerd Beuster, Sibille Burkhardt,
Ruth Götten, Vladimir Klebanov, Thomas Kleemann, Jan Murray, Ute Riechert,
Oliver Obst, Alex Sinner, and Christoph Wernhard.

September 2005 Ulrich Furbach
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Hierarchy in Fluid Construction Grammars

Joachim De Beule1 and Luc Steels1,2

1 Vrije Universiteit Brussel, Belgium
2 Sony Computer Science Laboratory, Paris, France

{joachim, steels}@arti.vub.ac.be
http://arti.vub.ac.be/~{joachim,steels}/

Abstract. This paper reports further progress into a computational im-
plementation of a new formalism for construction grammar, known as
Fluid Construction Grammar (FCG). We focus in particular on how hi-
erarchy can be implemented. The paper analyses the requirements for a
proper treatment of hierarchy in emergent grammar and then proposes a
particular solution based on a new operator, called the J-operator. The
J-operator constructs a new unit as a side effect of the matching process.

1 Introduction

In the context of our research on the evolution and emergence of communication
systems with human language like features[5], we have been researching a formal-
ism for construction grammars, called Fluid Construction Grammar (FCG) [6].
Construction grammars (see [3], [2], [4] for introductions) have recently emerged
from cognitive linguistics as the most successful approach so far for capturing the
syntax-semantics mapping. In FCG (as in other construction grammars), a con-
struction associates a semantic structure with a syntactic structure. The seman-
tic structure contains various units (corresponding to lexical items or groupings
of them) and semantic categorizations of these units. The syntactic structure
contains also units (usually the same as the semantic structure) and syntactic
categorizations.

FCG uses many techniques from formal/computational linguistics, such as
feature structures for representing syntactic and semantic information and uni-
fication as the basic mechanism for the selection and activation of rules. But the
formalism and its associated parsing and production algorithms have a number
of unique properties: All rules are bi-directional so that the same rules can be
used for both parsing and production, and they can be flexibly applied so that
ungrammatical sentences or meanings that are only partly covered by the lan-
guage inventory, can be handled without catastrophic performance degradation.
We therefore prefer the term templates instead of rules. Templates have a score
which reflects how ‘grammatical’ they are believed to be. The score is local to an
agent and based solely on the agent’s interaction with other agents. Our formal-
ism is called Fluid Construction Grammar as it strives to capture the fluidity by
which new grammatical constructions can enter or leave a language inventory.

U. Furbach (Ed.): KI 2005, LNAI 3698, pp. 1–15, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



2 J. De Beule and L. Steels

The inventory of templates can be divided depending on what role they play
in the overall language process. Morph(ological) templates and lex(ical)-stem
templates license morphology and map lexical stems into partial meanings. Syn-
cat and sem-cat templates identify syntactic or semantic features preparing or
further instantiating grammatical constructions. Gram(matical) templates define
grammatical constructions.

So far FCG has only dealt with single layered structures without hierarchy.
It is obvious however that natural languages make heavy use of hierarchy: a
sentence can contain a noun phrase, which itself can contain another noun phrase
etc. This raises the difficult technical question how hierarchy can be integrated
in FCG without loosing the advantages of the formalism, specifically the bi-
directionality of the templates. This paper presents the solution to this problem
that has proven effective in our computational experiments.

2 Hierarchy in Syntax

It is fairly easy to see what hierarchy means on the syntactic side and there is a
long tradition of formalisms to handle it. To take an extremely simple example:
the phrase ”the big block” combines three lexical units to form a new whole.
In terms of syntactic categories, we say that ”the” is an article, ”big” is an
adjective, and ”block” is a noun and that the combination is a noun phrase,
which can function as a unit in a larger structure as in ”the blue box next to the
big block”. Traditionally, this kind of phrase structure analysis is represented
in graphs as in figure 1. Using the terminology of (fluid) construction grammar,

Fig. 1. Hierarchical syntactic structure for a simple noun phrase

we would say that ”the big block” is a noun phrase construction of the type
Art-Adj-Noun. It consists of a noun-phrase (NP) unit which has three subunits,
one for the Article, one for the Adjective and one for the Noun. ”The blue
box next to the big block” is another noun phrase construction of type NP-
prep-NP. So constructions come in different types and subtypes. The units in
a construction participate in particular grammatical relations (such as head,
complement, determiner, etc.) but the relational view will not be developed
here.

Various syntactic constraints are associated with the realization of a con-
struction which constrain its applicability. For example, in the case of the Art-
Adj-Noun construction, there is a particular word order imposed, so that the
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Article comes before the Adjective and the Adjective before the Noun. Agree-
ment in number between the article and the noun is also required. In French,
there would also be agreement between the adjective and the noun, and there
would be different Art-Adj-Noun constructions with different word order pat-
terns depending on the type of adjective and/or its semantic role (”une fille
charmante” vs. ”un bon copain”).

When a parent-unit is constructed that has various subunits, there are usu-
ally properties of the subunits (most often the head) that are carried over to
the parent-unit. For example, if a definite article occurs in an Art-Adj-Noun
construction, then the noun phrase as a whole is also a definite noun phrase. Or
if the head noun is singular than the noun phrase as a whole is singular as well.
It follows that the grammar must be able to express (1) what kind of units can
be combined into a larger unit, and (2) what the properties are of this larger
unit.

The first step toward hierarchical constructions consists in determining what
the syntactic structure looks like before and after the application of the con-
struction. Right before application of the construction in parsing, the syntactic
structure is as shown in figure 2. It corresponds to the left part of figure 6.
Application of the Art-Adj-Noun construction to this syntactic structure should

((top

(syn-subunits (determiner modifier head))

(form ((precedes determiner modifier)

(precedes modifier head))))

(determiner

(syn-cat ((lex-cat article) (number singular)))

(form ((stem determiner "the"))))

(modifier

(syn-cat ((lex-cat adjective)))

(form ((stem modifier "big"))))

(head

(syn-cat ((lex-cat noun) (number singular)))

(form ((stem head "block")))))

Fig. 2. Syntactic structure for the phrase “The big block” as it is represented in FCG
before the application of an NP construction of the type Art-Adj-Noun. The struc-
ture contains four units, one of them (the top unit) has the other three as subunits.
The lexicon contributes the different units and their stems. The precedes-constraints
are directly detectable from the utterance. This structure should trigger the NP
construction.

result in the structure shown in figure 3. It corresponds to the right part of fig-
ure 6. As can be seen a new NP-unit is inserted between the top-unit and the
other units. The NP-unit has the determiner, modifier and head-unit as subunits
and also contains the precedence constraints involving these units. The lexical
category of the new unit is NP and it inherits the number of the head-unit.
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((top

(syn-subunits (np-unit)))

(np-unit

(syn-subunits (determiner modifier head))

(form ((precedes determiner modifier)

(precedes modifier head)))

(syn-cat ((lex-cat NP) (number singular))))

(determiner

(syn-cat ((lex-cat article) (number singular)))

(form ((stem determiner "the"))))

(modifier

(syn-cat ((lex-cat adjective)))

(form ((stem modifier "big"))))

(head

(syn-cat ((lex-cat noun) (number singular)))

(form ((stem head "block")))))

Fig. 3. Syntactic structure for the phrase “The big block” as it is represented in FCG
after the application of an NP construction of the type Art-Adj-Noun. A new NP-unit
is inserted between the top-unit and the other units, which now covers the article,
adjective and noun units.

Let us now investigate what the constructions look like that license this kind of
transformation.

In FCG a construction is defined as having a semantic pole (left) and a
syntactic pole (right). The application of a template consists of a matching phase
followed by a merging phase. In parsing, the syntactic pole of a construction
template must match with the syntactic structure after which the semantic pole
may be merged with the semantic structure to get the new semantic structure.
In production, the semantic pole must match with the semantic structure and
the syntactic pole is then merged with the syntactic structure. Merging is not
always possible. This section considers first the issue of syntactic parsing.

Our key idea to handle hierarchy is to construct a new unit as a side effect
of the matching and merging processes. Specifically, we can assume that, for the
example under investigation, the syntactic pole should at least contain the units
shown in figure 4. This matches with the syntactic structure given in 2 and can
therefore be used in parsing to test whether a noun-phrase occurs. But it does
not yet create the noun-phrase unit.

This is achieved by the J-operator.1 Units marked with the J-operator are
ignored in matching. When matching is successful, the new unit is introduced
and bound to the first argument of the J-operator. The second argument should
already have been bound by the matching process to the parent unit from which
the new unit should depend. The third argument specifies the set of units that
will be pulled into the newly created unit. The new unit can contain additional

1 J denotes the first letter of Joachim De Beule who established the basis for this
operator.
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((?top

(syn-subunits (== ?determiner ?modifier ?head))

(form (== (precedes ?determiner ?modifier)

(precedes ?modifier ?head))))

(?determiner

(syn-cat (== (lex-cat article) (number singular))))

(?modifier

(syn-cat (== (lex-cat adjective))))

(?head

(syn-cat (== (lex-cat noun) (number singular)))))

Fig. 4. The part of the NP-construction that is needed to match the structure in
figure 2. Symbols starting with a question-mark are variables that get bound during
a successful match or merge. The ==, or includes symbol, specifies that the following
list should at least contain the specified elements but possibly more.

((?top

(syn-subunits (== ?determiner ?modifier ?head))

(form (== (precedes ?determiner ?modifier)

(precedes ?modifier ?head))))

(?determiner

(syn-cat (==1 (lex-cat article) (number ?number))))

(?modifier

(syn-cat (==1 (lex-cat adjective))))

(?head

(syn-cat (==1 (lex-cat noun) (number ?number))))

((J ?new-unit ?top (?determiner ?modifier ?head))

(syn-cat (np (number ?number)))))

Fig. 5. The pole of figure 4 extended with a J-operator unit. The function of the ==1
or includes-uniquely symbol will be explained shortly, in matching it roughly behaves
like the == symbol.

slot specifications, specified in the normal way, and all variable bindings resulting
from the match are still valid. An example is shown in figure 5.

Besides creating the new unit and adding its features, the overall structure
should change also. Specifically, the new-unit is declared a subunit of its second
argument (i.e. ?top in figure 5) and all feature values specified in this parent unit
are moved to the new unit (i.e. the syn-subunits and form slots in figure 5.)
This way the precedence relations in the form-slot of the original parent or any
other categories that transcend single units (like intonation) can automatically
be moved to the new unit as well. Thus the example syntactic structure of figure
2 for ”the big block” is indeed transformed into the target structure of figure 3
by applying the pole of figure 5. The operation is illustrated graphically in figure
6. Note that now the np-unit is itself a unit ready to be combined with others if
necessary.
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Fig. 6. Restructuring performed by the J-operator

Formally, the J-operator is a tertiary operator and is written as (variable
names are arbitrary):

(J ?new-unit ?parent (?child-1 ... ?child-n))

The second argument is called the parent argument of the J-operator and the
third the children-argument. Any unit-name in the left or right pole of a template
may be governed by a J-operator. The parent and children-arguments should
refer to other units in the same pole.

Matching a pattern containing a J-operator against a target structure is
equivalent to matching the pattern without the unit marked by the J-operator.

Assume a set of bindings for the parent and children in the J-operator, then
merging a pattern containing a J-operator with a target is defined as follows:

1. Unless a binding is already present, the set of bindings is extended with a
binding of the first argument ?new-unit of the J-operator to a new constant
unit-name N.

2. A new pattern is created by removing the unit marked by the J-operator
from the original pattern and adding a unit with name N. This new unit has
as slots the union of the slots of the unit marked by the J-operator and of
the unit in the original pattern as specified by the parent argument. This
pattern is now merged with the target structure.

3. The feature values of the parent specified in the J-pattern are removed from
the corresponding unit in the target structure and the new unit is made a
subunit of this unit.

4. Finally, all remaining references to units specified by the children are replaced
by references to the new unit.

This is illustrated for the target structure in figure 2 and the pattern of figure
5. The pattern figure 5 matches with figure 2 because the J-unit is ignored. The
resulting bindings are:

[?top/top, ?determiner/determiner, ?modifier/modifier,
?head/head, ?number/singular] (B1)
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The new pattern is given by

((?top
(syn-subunits (== ?determiner ?modifier ?head))
(form (== (precedes ?determiner ?modifier)

(precedes ?modifier ?head))))
(?determiner

(syn-cat (==1 (lex-cat article) (number ?number))))
(?modifier

(syn-cat (==1 (lex-cat adjective))))
(?head

(syn-cat (==1 (lex-cat noun) (number ?number))))
(np-unit

(syn-cat (np (number ?number)))
(syn-subunits (== ?determiner ?modifier ?head))
(form (== (precedes ?determiner ?modifier)

(precedes ?modifier ?head)))))

Before merging, these bindings are extended with a binding [?new-unit/np-unit].
Merging this pattern with figure 2 given the bindings (B1) results in

((top
(syn-subunits (determiner modifier head))
(form ((precedes determiner modifier)

(precedes modifier head)))
(np-unit

(syn-subunits (determiner modifier head))
(form ((precedes determiner modifier)

(precedes modifier head)))
(syn-cat ((lex-cat NP) (number singular)))))

(determiner
(syn-cat ((lex-cat article) (number singular)))
(form ((stem determiner "the"))))

(modifier
(syn-cat ((lex-cat adjective)))
(form ((stem modifier "big"))))

(head
(syn-cat ((lex-cat noun) (number singular)))
(form ((stem head "block")))))

The last two steps remove the syn-subunits and form slots from the top unit and
result in the structure of figure 3.

Note that the application of a template now actually consists of three phases:
first the matching of a pole against the target structure, next the merging of the
same structure with the altered pole as specified above and finally the normal
merging phase between the template’s other pole and the corresponding target
structure (although here too J-operators might be involved).
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((top

(syn-subunits (determiner modifier head))

(determiner

(form ((stem determiner "the"))))

(modifier

(form ((stem modifier "big"))))

(head

(form ((stem head "block"))))))

Fig. 7. Syntactic structure while producing “the big block”, before the application of
an NP-construction

In syntactic production the syntactic structure after lexicon-lookup and be-
fore application of the Art-Adj-Noun construction is as shown in figure 7. As will
be discussed shortly, in production the left (semantic) pole of the construction
is matched with the semantic structure and its right (syntactic) pole (shown in
figure 5) has to be merged with the above syntactic structure. Here again the
J-operator is used to create a new unit and link it from the top, yielding again
the structure shown in figure 3.

It is important to realise that merging may fail (and hence the application
of the construction may fail) if there is an incompatibility between the slot-
specification in the template’s pattern and the target structure with which the
pattern is merged. Indeed this is the function of the includes-uniquely symbol
==1. It signals that there can only be one clause with the predicates that follow.
Whereas if the slot-specification starts with a normal includes symbol ==, it
means that the clause(s) can simply be added. The different forms of a slot-
specification and their behavior in matching and merging are summarised in the
table below:

Notation Read as Matching and merging behavior
(a1...an) equals target must contain exactly the given elements
(== a1..an) includes target must contain at least the given elements
(== 1 a1...an) includes target must contain at least the given elements

uniquely and may not contain duplicate predicates

For example, the syn-cat slot of the determiner unit in the NP-construction’s
syntactic pole (see figure 5) is specified as (==1 (lex-cat article) (number ?
number)). This can be merged only if the lex-cat of the target unit is none other
than article and if the ?number variable is either not yet bound (in which case
it becomes bound to the one contained in the target unit) or else only if it is
bound to the number value in the target unit.

Note also that no additional mechanisms are needed to implement agreement
or the transfer from daughter to parent. Indeed, in figure 5 ?number is the same
for the determiner and modifier units. If these units would have different num-
ber values in the target structure then the merge is blocked. This implements
a test on agreement in number. And because the new-unit has its number cat-
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egory specified by the same variable ?number, it will inherit the number of its
constituents as specified.

provided, in which Art-Adj-Noun specifies that

3 Hierarchy in Semantics

The mechanisms proposed so far implement the basic mechanism of syntactically
grouping units together in more encompassing units. Any grammar formalism
supports this kind of grouping. However constructions have both a syntactic
and a semantic pole, and so now the question is how hierarchy is to be handled
semantically in tight interaction with syntax.

A construction such as ”the big block” not only simply groups together the
meanings associated with its component units but also adds additional meaning,
including what should be done with the meanings of the components to obtain
the meaning of the utterance. FCG uses a Montague-style semantics (see [1]
for an introduction), which means that individual words like ”ball” or ”big”
introduce predicates and that constructions introduce second order semantic
operators that say how these predicates are to be used (see [7] for a sketchy
description of the system IRL generates this kind of operators and how it is
used).

For example, we can assume a semantic operator find-referent-1, which
is a particular type of a find-referent operator that uses a quantifier, like [the],
a property, like [big], and a prototype of an object, like [ball], to find an
object in the current context. It would do this by filtering all objects that match
the prototype, then filtering them further by taking the one who is biggest, and
then taking out the unique element of the remaining singleton.

The initial semantic structure containing the meaning of the phrase ”the
big block” now looks as in figure 8. Lexicon-lookup introduces units for each of

((top

(meaning ((find-referent-1 obj det1 prop1 prototype1)

(quantifier det1 [the])

(property prop1 [big])

(prototype prototype1 [ball])))))

Fig. 8. The initial semantic structure for producing the phrase ”the big block”

the parts of the meaning that are covered by lexical entries and transforms this
structure into the one in figure 9: The challenge now is to apply a construction
which pulls out the additional part of the meaning that is not yet covered and
constructs the appropriate new unit. Again the J-operator can be used with
exactly the same behavior as seen earlier. The J-unit is ignored during matching
but introduces a new unit during merging as explained before: the new unit is
linked to the parent and the parent slot specifications contained in the template
are moved to the new unit.
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((top

(sem-subunits (determiner modifier head))

(meaning ((find-referent-1 obj det1 prop1 prototype1))))

(determiner

(referent det1)

(meaning ((quantifier det1 [the]))))

(modifier

(referent prop1)

(meaning ((property prop1 [big]))))

(head

(referent prototype1)

(meaning ((prototype prototype1 [ball])))))

Fig. 9. The semantic structure for producing ”the big block” after lexicon lookup.
Three lexical entries were used, respectively covering the parts of meaning (quantifier

det1 [the]), (property prop1 [big]) and (prototype prototype1 [ball]).

Hence, the semantic pole of the Art-Adj-Noun construction looks as follows:

((?top
(sem-subunits (== ?determiner ?modifier ?head))
(meaning
(== (find-referent-1 ?obj ?det1 ?prop1 ?prototype1))))

(?determiner (referent ?det1))
(?modifier (referent ?prop1))
(?head (referent ?prototype1))
((J ?new-unit ?top) (referent ?obj)
(?determiner ?modifier ?head)))

Application of this semantic pole to the semantic structure of figure 9 yields:

((top
(sem-subunits (np-unit)))

(np-unit
(referent obj)
(sem-subunits (determiner modifier head))
(meaning ((find-referent-1 obj det1 prop1 prototype1))))

(determiner
(referent det1)
(meaning ((quantifier det1 [the]))))

(modifier
(referent prop1)
(meaning ((property prop1 [big]))))

(head
(referent prototype1)
(meaning ((prototype prototype1 [ball])))))

As on the syntactic side, various kinds of selection restrictions could be added.
On the semantic side they take the the form of semantic categories that may have
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Art-Adj-Noun Construction:

((?top

(sem-subunits (== ?determiner ?modifier ?head))

(meaning

(==

(find-referent-1 ?obj ?quantifier ?property ?prototype))))

(?determiner (referent ?quantifier))

(?modifier

(referent ?property)

(sem-cat (==1 (property-domain ?property physical))))

(?head

(referent ?prototype)

(sem-cat (==1 (prototype-domain ?prototype physical))))

((J ?new-unit ?top)

(referent ?obj)

(sem-cat (==1 (object-domain ?obj physical)))))

<-->

((?top

(syn-subunits (== ?determiner ?modifier ?head))

(form (== (precedes ?determiner ?modifier)

(precedes ?modifier ?head))))

(?determiner

(syn-cat (==1 (lex-cat article) (number ?number))))

(?modifier

(syn-cat (==1 (lex-cat adjective))))

(?head

(syn-cat (==1 (lex-cat noun) (number ?number))))

((J ?new-unit ?top)

(syn-cat (np (number ?number)))))

Fig. 10. The complete Art-Adj-Noun construction. The double arrow < −− > seper-
ates the semantic pole of the construction (above the arrow) form the syntactic pole
(below the arrow) and suggests the bi-directional application of the construction during
parsing and producing.

been inferred during re-conceptualization (i.e. using sem-templates.) These selec-
tion restrictions would block the application of the construction while matching
in production and while merging in parsing. For example, we could specialise
the construction’s semantic pole to be specific to the domain of physical objects
(and hence physical properties and prototypes of physical objects) as follows:

((?top
(sem-subunits (== ?determiner ?modifier ?head))
(meaning
(==
(find-referent-1 ?obj ?quantifier ?property ?prototype))))

(?determiner (referent ?quantifier))
(?modifier
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(referent ?property)
(sem-cat (==1 (property-domain ?property physical))))

(?head
(referent ?prototype)
(sem-cat (==1 (prototype-domain ?prototype physical))))

((J ?new-unit ?top)
(referent ?obj)
(sem-cat (==1 (object-domain ?obj physical)))))

The complete Art-Adj-Noun construction as a whole is shown in figure 10.
syntactic parsing. syntactic pole. This unit is top unit are
As an example of semantic parsing, suppose the semantic structure after

lexicon-lookup and semantic categorisation is as in figure 11.

((top

(sem-subunits (determiner modifier head)))

(determiner (referent ?quant1)

(meaning ((quantifier ?quant1 [the]))))

(modifier

(referent ?prop1)

(meaning ((property ?prop1 [big])))

(sem-cat ((property-domain ?prop1 physical-object))))

(head (referent ?prototype1)

(meaning ((prototype ?prototype1 [ball])))

(sem-cat ((prototype-domain ?prototype1 physical-object)))))

Fig. 11. Semantic structure after lexicon lookup and semantic categorisation while
parsing the phrase ”the big block”

Merging now takes place and succeeds because all semantic categories are
compatible. The final result is:

((top
(sem-subunits (np-unit)))

(np-unit
(referent ?obj)
(sem-subunits (determiner modifier head))
(meaning ((find-referent-1 ?obj ?quant1 ?prop1 ?prototype1)))
(sem-cat ((object-domain ?obj physical))))

(determiner
(referent ?det1)
(meaning ((quantifier ?quant1 [the]))))

(modifier
(referent ?prop1)
(meaning ((property ?prop1 [big])))
(sem-cat ((property-domain ?prop1 physical-object))))
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(head
(referent ?prototype1)
(meaning ((prototype ?prototype1 [ball])))
(sem-cat ((prototype-domain ?prototype1 physical-object)))))

4 The J-Operator in Lexicon Look-Up

In the previous sections it was assumed that the application of lex-stem templates
resulted in a structure containing separate units for every lexical entry. For
example, it was assumed that the lex-stem templates transform the flat structure
of figure 8 into the one in figure 9. However an additional transformation is
needed for this, and in this section we show how the the J-operator can be used
to accomplish this.

In production the initial semantic structure is as in figure 8. Now consider
the following lexical entry:

(def-lex-template [the]
((?top (meaning (== (quantifier ?x [the]))))
((J ?new-unit ?top)))

<-->
((?top (syn-subunits (== ?new-unit))

(form (== (string ?new-unit "the"))))
((J ?new-unit ?top)

(form (== (stem ?new-unit "the")))
(syn-cat (== (lex-cat article)))))),

and similar entries for [big] and [block].
Matching the left pole of the [the]-template with the structure in figure 8

yields the bindings:

[?top/top, ?x/det1].

As explained, merging this pole with figure 8 extends these bindings with the
binding [?new-unit/[the]-unit] and yields:

((top
(sem-subunits ([the]-unit))
(meaning ((find-referent-1 obj det1 prop1 prototype1)

(property prop1 [big])
(prototype prototype1 [ball]))))

([the]-unit
(referent det1)
(meaning ((quantifier det1 [the])))))

Note that, because of the working of the J-operator, a new unit is created which
has absorbed the (quantifier det1 [the]) part of the meaning from the top
unit. Applying also the templates for [big] and [block] finally results in the
desired structure shown in figure 9.
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In production, the initial syntactic structure is empty and simply equal to
((top)). But merging the right pole of the [the]-template given the extended
binding yields:

((top
(syn-subunits ([the]-unit)))

([the]-unit
(form ((string [the]-unit "the") (stem [the]-unit "the")))
(syn-cat ((lex-cat article)))))

Similarly applying the templates for [big] and [block] results in figure 7.
As a final example, consider that the initial semantic structure in parsing is

also empty and equal to ((top)). Merging of the left poles of the lexical entries
results in

((top
(sem-subunits ([the]-unit [big]-unit [block]-unit)))

([the]-unit (referent ?x-1)
(meaning ((quantifier ?x-1 [the]))))

([big]-unit
(referent ?x-2)
(meaning ((property ?x-2 [big]))))

([block]-unit
(referent ?x-3)
(meaning ((prototype ?x-3 [ball])))))

which is, apart from the sem-cat features which have to be added by sem-
templates (re-conceptualization), indeed equivalent with figure 11.

5 Conclusions

This paper introduced the J-operator and showed that it is a very elegant solu-
tion to handle hierarchical structure, both in the syntactic and semantic domain.
All the properties of FCG, and particularly the bi-directional applicability of
templates, could be preserved. There are of course many related topics and re-
maining issues that could not be discussed in the present paper. One issue is the
percolation of properties from the ’head’ node of a construction to the governing
node. Although this can be regulated explicitly (as shown in the Art-Adj-Noun
construction where the number of the noun percolates to the number of the
governing NP), it has been argued (in HPSG related formalisms) that there are
default percolations. This can easily be implemented in FCG as will be shown in
a forthcoming paper. Another issue is the handling of optional components, i.e.
elements of a construction which do not obligatory appear. This can be handled
by another kind of operator that regulates which partial matches are licenced
as will also be shown in another paper. Finally, we have already implemented
learning operators that invent or acquire the kind of constructions discussed
here, but their presentation goes beyond the scope of the present paper.
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Abstract. Description Logics (DLs) are a family of logic based knowl-
edge representation formalisms. Although they have a range of appli-
cations (e.g., configuration and information integration), they are per-
haps best known as the basis for widely used ontology languages such
as OWL (now a W3C recommendation). This decision was motivated
by a requirement that key inference problems be decidable, and that
it should be possible to provide reasoning services to support ontology
design and deployment. Such reasoning services are typically provided
by highly optimised implementations of tableaux decision procedures. In
this talk I will introduce both the logics and decision procedures that un-
derpin modern ontology languages, and the implementation techniques
that have enabled state of the art systems to be effective in applications
in spite of the high worst case complexity of key inference problems.
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Abstract. Motivated by a chemical process engineering application, we
introduce a new concept constructor in Description Logics (DLs), an
n-ary variant of the existential restriction constructor, which general-
izes both the usual existential restrictions and so-called qualified num-
ber restrictions. We show that the new constructor can be expressed in
ALCQ, the extension of the basic DL ALC by qualified number restric-
tions. However, this representation results in an exponential blow-up. By
giving direct algorithms for ALC extended with the new constructor, we
can show that the complexity of reasoning in this new DL is actually not
harder than the one of reasoning in ALCQ. Moreover, in our chemical
process engineering application, a restricted DL that provides only the
new constructor together with conjunction, and satisfies an additional
restriction on the occurrence of roles names, is sufficient. For this DL,
the subsumption problem is polynomial.

1 Introduction

Description Logics (DLs) [2] are a class of knowledge representation formalisms in
the tradition of semantic networks and frames, which can be used to represent the
terminological knowledge of an application domain in a structured and formally
well-understood way. DL systems provide their users with inference services (like
computing the subsumption hierarchy) that deduce implicit knowledge from the
explicitly represented knowledge. For these inference services to be feasible, the
underlying inference problems must at least be decidable, and preferably of low
complexity. This is only possible if the expressiveness of the DL employed by
the system is restricted in an appropriate way. Because of this restriction of the
expressive power of DLs, various application-driven language extensions have
been proposed in the literature (see, e.g., [3,9,22,16]), some of which have been
integrated into state-of-the-art DL systems [15,13].

The present paper considers a new concept constructor that is motivated by
a process engineering application [23]. This constructor is an n-ary variant of
the usual existential restriction operator available in most DLs. To motivate the
need for this new constructor, assume that we want to describe a chemical plant
that has a reactor with a main reaction, and in addition a reactor with a main
and a side reaction. Also assume that the concepts Reactor with main reaction
and Reactor with main and side reaction are defined such that the first concept
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c© Springer-Verlag Berlin Heidelberg 2005
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subsumes the second one. We could try to model this chemical plant with the
help of the usual existential restriction operator as

Plant � ∃has part.Reactor with main reaction �
∃has part.Reactor with main and side reaction.

However, because of the subsumption relationship between the two reactor con-
cepts, this concept is equivalent to

Plant � ∃has part.Reactor with main and side reaction,

and thus does not capture the intended meaning of a plant having two reac-
tors, one with a main reaction and the other with a main and a side reaction.
To overcome this problem, we consider a new concept constructor of the form
∃r.(C1, . . . , Cn), with the intended meaning that it describes all individuals hav-
ing n different r-successors d1, . . . , dn such that di belongs to Ci (i = 1, . . . , n).
Given this constructor, our concept can correctly be described as

Plant � ∃has part.(Reactor with main reaction,
Reactor with main and side reaction).

The situation differs from other application-driven language extensions in
that the new constructor can actually be expressed using constructors avail-
able in the DL ALCQ, which can be handled by state-of-the-art DL systems
(Section 3). Thus, the new constructor can be seen as syntactic sugar; never-
theless, it makes sense to introduce it explicitly since this speeds up reasoning.
In fact, expressing the new constructor with the ones available in ALCQ results
in an exponential blow-up. In addition, the translation introduces many “ex-
pensive” constructors (disjunction and qualified number restrictions). For this
reason, even highly optimized DL systems like Racer [13] cannot handle the
translated concepts in a satisfactory way. In contrast, the direct introduction
of the new constructor into ALC does not increase the complexity of reason-
ing (Section 4). Moreover, in the process engineering application [23] mentioned
above, the rather inexpressive DL EL(n) that provides only the new constructor
together with conjunction is sufficient. In addition, only concept descriptions are
used where in each conjunction there is at most one n-ary existential restriction
for each role. For this restricted DL, the subsumption problem is polynomial
(Section 5). If this last restriction is removed, then subsumption is in coNP, but
the exact complexity of the subsumption problem in EL(n) is still open (Sec-
tion 6). Because of space constraints, some of the technical details are omitted:
they can be found in [5].

2 The DL ALCQ
Concept descriptions are inductively defined with the help of a set of construc-
tors, starting with a set NC of concept names and a set NR of role names. The
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Table 1. Syntax and semantics of ALCQ

Name Syntax Semantics

conjunction C � D CI ∩ DI

negation ¬C ΔI \ CI

at-least qualified
number restriction

� n r.C {x | card({y | (x, y) ∈ rI ∧ y ∈ CI}) ≥ n}

constructors determine the expressive power of the DL. In this section, we re-
strict the attention to the DL ALCQ, whose concept descriptions are formed
using the constructors shown in Table 1. Using these constructors, several other
constructors can be defined as abbreviations:

– C � D := ¬(¬C � ¬D) (disjunction),
– � := A � ¬A for a concept name A (top-concept),
– ∃r.C := � 1 r.C (existential restriction),
– ∀r.C := ¬∃r.¬C (value restriction),
– �n r.C := ¬(� (n + 1) r.C) (at-most restriction).

The semantics of ALCQ-concept descriptions is defined in terms of an interpre-
tation I = (ΔI , ·I). The domain ΔI of I is a non-empty set of individuals and
the interpretation function ·I maps each concept name A ∈ NC to a subset AI

of ΔI and each role r ∈ NR to a binary relation rI on ΔI . The extension of
·I to arbitrary concept descriptions is inductively defined, as shown in the third
column of Table 1. Here, the function card yields the cardinality of the given set.

A general ALCQ-TBox is a finite set of general concept inclusions (GCIs)
C � D where C, D are ALCQ-concept descriptions. The interpretation I is a
model of the general ALCQ-TBox T iff it satisfies all its GCIs, i.e., if CI ⊆ DI

holds for all GCIs C � D in T .
We use C ≡ D as an abbreviation of the two GCIs C � D, D � C. An

acyclic ALCQ-TBox is a finite set of concept definitions of the form A ≡ C
(where A is a concept name and C an ALCQ-concept description) that does
not contain multiple definitions or cyclic dependencies between the definitions.
Concept names occurring on the left-hand side of a concept definition are called
defined whereas the others are called primitive.

Given two ALCQ-concept descriptions C, D we say that C is subsumed by
D w.r.t. the general TBox T (C �T D) iff CI ⊆ DI for all models I of T .
Subsumption w.r.t. an acyclic TBox and subsumption between concept descrip-
tions (where T is empty) are special cases of this definition. In the latter case we
write C � D in place of C �∅ D. The concept description C is satisfiable (w.r.t.
the general TBox T ) iff there is an interpretation I (a model I of T ) such that
CI �= ∅.

The complexity of the subsumption problem in ALCQ depends on the pres-
ence of GCIs. Subsumption of ALCQ-concept descriptions (with or without
acyclic TBoxes) is PSpace-complete and subsumption w.r.t. a general ALCQ-
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TBox is ExpTime-complete [24].1 These results hold both for unary and binary
coding of the numbers in number restrictions, but in this paper we restrict the
attention to unary coding (where the size of the number n is counted as n rather
than log n).

3 The New Constructor

The general syntax of the new constructor is

∃r.(C1, . . . , Cn)

where r ∈ NR, n ≥ 1, and C1, . . . , Cn are concept descriptions. We call this
expression an n-ary existential restriction. Its semantics is defined as

∃r.(C1, . . . , Cn)I := {x | ∃y1, . . . , yn. (x, y1) ∈ rI ∧ . . . ∧ (x, yn) ∈ rI ∧
y1 ∈ CI

1 ∧ . . . ∧ yn ∈ CI
n ∧

∧
1≤i<j≤n yi �= yj}.

We call the DL whose concept descriptions are formed using the constructors
conjunction, negation, and n-ary existential restriction EL(n)C. It is an imme-
diate consequence of the semantics of n-ary existential restrictions that the at-
least restriction �n r.C can be expressed by the n-ary existential restriction
∃r.(C, . . . , C).2 Consequently, all of ALCQ can be expressed within EL(n)C.

Conversely, can we express n-ary existential restrictions within ALCQ? We
have seen in the introduction that, in general, ∃r.(C1, . . . , Cn) cannot be replaced
by the conjunction ∃r.C1 � . . . � ∃r.Cn since this conjunction does not ensure
the existence of n different r-successors. However, ALCQ provides us with the
more expressive qualified number restriction constructor. Let us first consider the
case n = 2. We claim that ∃r.(C1, C2) can be expressed by the ALCQ-concept
description

D := (� 1 r.C1) � (� 1 r.C2) � (� 2 r.(C1 � C2)).

It is clear that any individual belonging to ∃r.(C1, C2) also belongs to D. Con-
versely, assume that x belongs to D. Then x has two distinct r-successors y1, y2,
both belonging to C1 � C2. If one of them belongs to C1 and the other to C2,
then we are done. Otherwise, we have two cases: (i) both belong to C1 �¬C2, or
(ii) both belong to ¬C1 �C2. We restrict our attention to the first case (since the
second is symmetric). Due to the conjunct � 1 r.C2 in D, x has an r-successor in
C2, which is different from y1 since y1 does not belong to C2. Consequently, there
are two distinct r-successors of x, one belonging to C1 and the other belonging
to C2, which shows that x belongs to ∃r.(C1, C2).

This result can be extended to arbitrary n.
1 In [24], acyclic TBoxes are not considered, but it is easy to show that the usual

approach for handling acyclic TBoxes without using exponential space [18] extends
to ALCQ (see [6]).

2 Since we assume unary coding of numbers in number restrictions, this translation is
linear. Otherwise, it would be exponential.
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Theorem 1. The n-ary existential restriction constructor can be expressed within
ALCQ, and thus ALCQ and EL(n)C have the same expressive power.

To prove this theorem we show that ∃r.(C1, . . . , Cn) can be expressed by the
ALCQ-concept description

Dn := �
{i1,...,ik}⊆{1,...,n}

(� k r.(Ci1 � . . . � Cik
)).

It is again clear that any individual belonging to the concept ∃r.(C1, . . . , Cn)
also belongs to Dn. The other direction is an easy consequence of Hall’s theorem
[14]. Let F = (S1, . . . , Sn) be a finite family of sets. This family has a system of
distinct representatives (SDR) iff there are n distinct elements s1, . . . , sn such
that si ∈ Si (i = 1, . . . , n).

Theorem 2 (Hall). The family F = (S1, . . . , Sn) has an SDR iff card(Si1 ∪
. . . ∪ Sik

) ≥ k for all {i1, . . . , ik} ⊆ {1, . . . , n}, where i1, . . . , ik are distinct.

Now, assume that the individual x belongs to Dn. For i = 1, . . . , n, let Si

be the set of r-successors of x that belong to Ci. By the definition of Dn, the
family (S1, . . . , Sn) satisfies the condition of Hall’s theorem, and thus it has an
SDR. This SDR obviously shows that x belongs to ∃r.(C1, . . . , Cn).

The proof of Theorem 1 shows that the subsumption problem in EL(n)C
can be reduced to the subsumption problem in ALCQ, and thus DL systems
like Racer that can handle ALCQ can in principle be used to compute sub-
sumption in EL(n)C. However, the translation from EL(n)C into ALCQ described
above is obviously exponential. In addition, the constructs it introduces (disjunc-
tions and qualified number restrictions) are hard to handle for tableau-based
subsumption algorithms like the one used by Racer. In fact, faced with the
ALCQ-translations of the EL(n)C-concept descriptions

C := ∃r.(A1 � B1, A2 � B2, A3 � B3, A4 � B4),
D := ∃r.(A1, A2, A3, A4),

it takes Racer3 57 minutes to find out that C � D. For the 5-ary variant of
this example, Racer did not finish its computation within 4 hours.

This problem can be due either to the inherently higher complexity of rea-
soning in EL(n)C, or to the translation. We will see in the next section that the
latter is the culprit.

4 Complexity of Reasoning in EL(n)C
The exponential translation of EL(n)C-concepts into ALCQ-concepts together
with the known complexity of the subsumption problem in ALCQ (see Section 2)
yields the following complexity upper-bounds for the subsumption problem in
EL(n)C: ExpSpace for subsumption of concept descriptions and 2ExpTime for
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define procedure EL(n)C-World(Δ, Γ )

if Δ is not a type for Γ then

return false

for all r ∈ rol∃(Δ) do

non-deterministically choose an n ≤ Nr(Γ ) and sets Ψ0, . . . , Ψn−1 ⊆ r- cl(Δ)

if Ψ0, . . . , Ψn−1 is not a successor candidate for Δ w.r.t. Γ then

return false

for all i < n do

if EL(n)C-World(Ψi, r- cl(Δ)) = false then

return false

return true

Fig. 1. The procedure EL(n)C-World

subsumption w.r.t. a general TBox. The next theorem shows that these upper-
bounds are not optimal.

Theorem 3. The subsumption problem in EL(n)C is PSpace-complete for sub-
sumption between concept descriptions and ExpTime-complete for subsumption
w.r.t. a general TBox.

The hardness results are an immediate consequence of the corresponding hard-
ness results [11] for the subsumption problem in ALC (which allows for con-
junction, negation, and existential restrictions). Since EL(n)C is closed under
negation, it is enough to prove the upper bounds for the satisfiability problem.
To show the PSpace-upper bound, we adapt the “witness algorithm” (also called
K-worlds algorithm) commonly used in modal logics to show that satisfiability
in the modal logic K is in PSpace (see, e.g., [7]). The ExpTime-upper bound
is proved by an adaptation of Pratt’s “elimination of Hintikka sets” approach
to show that satisfiability in propositional dynamic logic (PDL) is in ExpTime
(see also [7]). But first, we must introduce some notation.

In the following, we assume that all concept descriptions are built using
only the constructors conjunction, negation, and n-ary existential restriction.
We use sub(C) to denote the set of all subconcepts of C, sub(T ) to denote⋃

C�D∈T (sub(C) ∪ sub(D)), and define the closure of C and T as

cl(C, T ) := sub(C) ∪ sub(T ) ∪ {¬D | D ∈ sub(C) ∪ sub(T )}.

We use cl(C) as an abbreviation for cl(C, ∅). Let Γ be a set of concept descrip-
tions. A set Ψ ⊆ Γ is a type for Γ iff it satisfies the following conditions:

– for all C � D ∈ Γ : C � D ∈ Ψ iff {C, D} ⊆ Ψ ;
– for all ¬(C � D) ∈ Γ : ¬(C � D) ∈ Ψ iff {¬C,¬D} ∩ Ψ �= ∅;
– for all ¬C ∈ Γ : ¬C ∈ Ψ iff C /∈ Ψ .

3 Racer Version 1.7.23; on a Pentium 4 machine, 2 Ghz, 2 GB memory; under Redhat
Linux.
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define procedure EL(n)C-Elim(C, T )

Set i := 0 and T0 to the set of all types for C and T
repeat

Ti+1 := {Γ ∈ Ti | Γ is not moribund in Ti}
i := i + 1

until Ti = Ti−1

if there is a Γ ∈ Ti with C ∈ Γ then

return true

return false

Fig. 2. The procedure EL(n)C-Elim

Intiuitively, a type for cl(C, T ) can be used to describe to which subconcepts of
C, T an individual of a given interpretation belongs or not. Individuals having
identical types behave the same w.r.t. subconcepts of C, T , and thus, in the al-
gorithms, types can be used to represent the relevant properties of individuals.
Basically, the ExpTime-upper bound is due to the fact that there are only expo-
nentially many types for cl(C, T ). In case T is empty, there are still exponentially
many types, but the way one goes through them is such that only polynomially
many of them need to be held in memory at the same time.

Let Γ be a set of concept descriptions, and r a role name. Then rol∃(Γ )
denotes the set of role names r such that ∃r.(C1, . . . , Ck) ∈ Γ for some sequence
of concept descriptions C1, . . . , Ck; moreover, for every role name r we set

r-con(Γ ) := {C1, . . . , Ck | ∃r.(C1, . . . , Ck) ∈ Γ or ¬∃r.(C1, . . . , Ck) ∈ Γ},
r-cl(Γ ) := {D,¬D | D ∈ sub(E) for some E ∈ r-con(Γ )},
Nr(Γ ) :=

∑
∃r.(C1,...,Ck)∈Γ k.

Finally, let Ψ ⊆ Γ , Φ0, . . . , Φn−1 a (possibly empty) sequence of subsets of Γ ,
and r a role name. Then Φ0, . . . , Φn−1 is a successor candidate for Ψ w.r.t. r
and Γ if, for all ∃r.(C1, . . . , Ck) ∈ Γ , we have ∃r.(C1, . . . , Ck) ∈ Ψ iff there are
i1, . . . , ik < n such that Cj ∈ Φij for 1 ≤ j ≤ k and ij �= i� for 1 ≤ j < � ≤ k.

The following lemma, whose proof can be found in [5], states that the pro-
cedure introduced in Fig. 1 decides satisfiability of EL(n)C-concept descriptions.

Lemma 1. The EL(n)C-concept description C is satisfiable iff there exists a set
Ψ ⊆ cl(C) with C ∈ Ψ such that EL(n)C-World(Ψ, cl(C)) returns true.

In [5] it is also shown that EL(n)C-World is a non-deterministic algorithm that
runs in polynomial space. Because of Savitch’s theorem, which says that PSpace
= NPSpace, this yields the desired PSpace upper-bound.

Let us now turn to the case of satisfiability w.r.t. a general TBox. Let C be
a concept and T a TBox. A set Ψ ⊆ cl(C, T ) is a type for C and T if it is a type
for cl(C, T ) and additionally satisfies the following property: for all D � E ∈ T ,
D ∈ Ψ implies E ∈ Ψ .
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A type Γ is called moribund w.r.t. a set of types T if there exists a role name
r such that there is no sequence Φ0, . . . , Φn−1 ∈ T with n ≤ Nr(Γ ) that is a
successor candidate for Γ w.r.t. r and cl(C, T ).

Lemma 2. The procedure EL(n)C-Elim introduced in Fig. 2 decides satisfiability
of C w.r.t. T in exponential time.

5 A Tractable Sublanguage

In the chemical process engineering application mentioned above [23], the full
expressive power of EL(n)C is actually not needed. This application is concerned
with supporting the construction of mathematical models of process systems
by storing building blocks for such models in a class hierarchy. In order to re-
trieve building blocks, one can then either browse the hierarchy or formulate
query classes. In both cases, the existence of efficient algorithms for computing
subsumption between class descriptions is an important prerequisite.

The frame-like formalism for describing classes of such building blocks intro-
duced in [23] can be expressed in the sublanguage EL(n) of EL(n)C, which allows
for conjunction, n-ary existential restrictions, and the top concept. Moreover,
since in each frame a given slot-name can be used only once, it is sufficient to
consider restricted EL(n)-concept descriptions where in each conjunction there
is at most one n-ary existential restriction for each role: an EL(n)-concept de-
scription is restricted iff it is of the form

A1 � . . . � An � ∃r1.(B1,1, . . . , B1,�1) � . . . � ∃rm.(Bm,1, . . . , Bm,�m),

where A1, . . . , An are concept names, r1, . . . , rm are distinct role names, and
B1,1, . . . , Bm,�m are restricted EL(n)-concept descriptions.

For example, the EL(n)-concept description ∃r.(A, ∃r.(B, C)) � ∃s.(A, A) is
restricted whereas the description ∃r.(A, ∃r.(B, C)) � ∃r.(A, A) is not.

As in the case of EL [4], the fragment of EL(n) admitting only unary exis-
tential restrictions, restricted EL(n)-concept descriptions can be translated into
EL(n)-description trees, where the nodes are labeled with sets of concept names
and the edges are labeled with role names. For example, the restricted EL(n)-
concept descriptions

A � ∃r.(A, B � ∃r.(B, A), ∃r.(A, A � B)) and A � ∃r.(A, B,∃r.(A, A))

yield the description trees depicted in Fig. 3. Given a restricted EL(n)-concept
description C, we denote the corresponding description tree by TC . Formally,
this tree is described by a tuple TC = (V, E, v0, �), where V is the finite set of
nodes, E ⊆ V × NR × V is the set of NR-labeled edges, v0 ∈ V is the root, and
� : V −→ 2NC is the node labeling function.

In [4], it was shown that subsumption between EL-concept descriptions cor-
responds to the existence of a homomorphism between the corresponding de-
scription trees. In EL(n), we must additionally require that the homomorphism
is injective.
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Fig. 3. Two EL(n)-description trees

Definition 1. Given two EL(n)-description trees T1 = (V1, E1, v0,1, �1) and T2 =
(V2, E2, v0,2, �2), a homomorphism ϕ : T1 −→ T2 is a mapping ϕ : V1 −→ V2

such that

– ϕ(v0,1) = v0,2,
– �1(v) ⊆ �2(ϕ(v)) for all v ∈ V1, and
– (ϕ(v), r, ϕ(w)) ∈ E2 for all (v, r, w) ∈ E1.

This homomorphism is an embedding iff the mapping ϕ : V1 −→ V2 is injective.

For example, mapping yi to xi for i = 1, . . . , 6 yields an embedding from the
description tree on the right-hand side of Fig. 3 to the description tree on the
left-hand side. If we changed the label of x6 to {B}, then there would still exist
a homomorphism between the two trees (mapping both y5 and y6 onto x5), but
not an embedding.

The following theorem can be shown similarly to the proof of the correspond-
ing result for EL [4] (see [5] for details).

Theorem 4. Let C, D be restricted EL(n)-concept descriptions and TC , TD the
corresponding description trees. Then C � D iff there exists an embedding from
TD into TC .

To show that subsumption between restricted EL(n)-concept descriptions is
a polynomial-time problem, it remains to be shown that the existence of an
embedding can be decided in polynomial time. First, let us recall the well-known
bottom-up approach for testing for the existence of a homomorphism [21,4].

Let T1 = (V1, E1, v0,1, �1) and T2 = (V2, E2, v0,2, �2) be two EL(n)-description
trees, and assume that we want to check whether there is a homomorphism from
T1 to T2. The idea underlying the polynomial time test is to compute, for each
v ∈ V1, the set δ(v) of all nodes w ∈ V2 such that there is a homomorphism from
the subtree of T1 with root v to the subtree of T2 with root w. Once these sets
δ are computed for all nodes of T1, we can simply check whether v0,2 belongs
to δ(v0,1). The sets δ(v) are computed in a bottom-up fashion, where a node is
treated only after all its successor nodes have been considered:4

4 For example, one can use a postorder tree walk [10] of the nodes of T1 to realize this.



A New n-Ary Existential Quantifier in Description Logics 27

1. If v is a leaf of T1, then δ(v) simply consists of all the nodes w ∈ V2 such
that �1(v) ⊆ �2(w).

2. Let v be a node of T1 and let (v, r1, v1), . . . , (v, rk, vk) be all the edges in E1

with first component v. Since we work bottom up, we know that the sets
δ(v1), . . . , δ(vk) have already been computed. The set δ(v) consists of all the
nodes w ∈ V2 such that
(a) �1(v) ⊆ �2(w) and
(b) for each i, 1 ≤ i ≤ k there exists a node wi ∈ δ(vi)

such that (w, ri, wi) ∈ E2.

It is easy to show that this indeed yields a polynomial-time algorithm for checking
the existence of a homomorphism between two EL(n)-description trees.

If we want to test for the existence of an embedding, we must modify Step 2
of this algorithm. In fact, we must ensure that distinct r-successors of v can be
mapped to distinct r-successors of w. This can be achieved as follows:

2′. Let v be a node of T1, and for each role r let (v, r, v1,r), . . . , (v, r, vkr ,r) be
the edges in E1 with first component v and label r. Since we work bottom
up, we know that the sets δ(v1,r), . . . , δ(vkr ,r) have already been computed.
The set δ(v) consists of all the nodes w ∈ V2 satisfying the following two
properties:
(a) �1(v) ⊆ �2(w),
(b) for all roles r, the family Fr(w) := (S1,r(w), . . . , Skr ,r(w)) has an SDR,

where the members of this family are defined as

Si,r(w) := {w′ ∈ δ(vi,r) | (w, r, w′) ∈ E2}.

Obviously, the existence of an SDR for Fr(w) allows us to map the r-successors
of v to distinct r-successors of w, and thus construct an embedding. For this
algorithm to be polynomial, it remains to be shown that the existence of an
SDR can be decided in polynomial time. Note that Hall’s characterization of
the existence of an SDR obviously does not yield a polynomial-time procedure.
However, checking for the existence of an SDR is basically the same as solving
the maximum bipartite matching problem, which can be done in polynomial
time since it can be reduced to a network flow problem [10].

To be more precise, let (L ∪ R, E) be a bipartite graph, i.e., L ∩ R = ∅ and
E ⊆ L×R. A matching is a subset M of E such that each node in L∪R occurs at
most once in M . This matching is called maximum iff there is no other matching
having a larger cardinality. As shown in [10], such a maximum matching can be
computed in time polynomial in the cardinality of V and E.

Let F = (S1, . . . , Sn) be a finite family of finite sets, and let L := {1, . . . , n}
and R = S1 ∪ . . . ∪ Sn.5 We define the set of edges of the bipartite graph
GF = (L ∪ R, E) as follows:

E := {(i, s) | s ∈ Si}.
5 Without loss of generality we can assume that L ∩ R = ∅.
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It is easy to see that the family F has an SDR iff the corresponding bipartite
graph GF has a maximum matching of cardinality n. In fact, (1, s1), . . . , (n, sn)
is a maximum matching iff s1, . . . , sn is an SDR.

Thus, we have shown that the existence of an embedding can be decided in
polynomial time. Together with Theorem 4, this yields the following tractability
result:

Corollary 1. Subsumption between restricted EL(n)-concept descriptions can be
decided in polynomial time.

A first implementation of this polynomial-time algorithm behaves much bet-
ter than the translation approach on the example concept descriptions C, D from
Section 3 and their obvious extensions to larger n. For small n, the subsumption
relationship is found immediately (i.e., with no measurable run-time), and even
for n = 100, the runtime (of our unoptimized implementation) is just 1 second.
One could argue that the comparison of these results with the performance of
Racer on the ALCQ-translations of C, D and their extensions to larger n is
unfair since the culprit is the exponential translation rather than Racer. How-
ever, this is the only known translation of EL(n)-concept descriptions into a DL
that can be handled by Racer, and it is the one originally used in the process
engineering application.

Acyclic TBoxes. In the process engineering application, acyclic TBoxes are
used to introduce abbreviations for complex concept descriptions. In order to
extend the polynomial-time algorithm for subsumption between restricted EL(n)-
concept descriptions to subsumption w.r.t. acyclic TBoxes, we must first define
what it means that an EL(n)-TBox is restricted. An acyclic EL(n)-TBox is called
restricted iff its concept definitions are of the form

A ≡ P1 � . . . � Pn � ∃r1.(A1,1, . . . , A1,�1) � . . . � ∃rm.(Am,1, . . . , Am,�m),

where A, A1,1, . . . , Am,�m are defined concepts, P1, . . . , Pn are primitive concepts,
and r1, . . . , rm are distinct role names.

Given defined concepts A, B in such a TBox T , we can decide subsumption
between A and B w.r.t. T by first expanding A and B, i.e., replacing defined con-
cept names by their definitions until no more defined concepts occur, and then
testing the expanded concept descriptions obtained this way for subsumption.
The definition of restricted EL(n)-TBoxes ensures that these expanded concept
descriptions are restricted, and thus we can use the subsumption algorithm de-
scribed above. However, it is well-know that the expansion process may lead to
an exponential blow-up, i.e., the expanded concept descriptions can be exponen-
tial in the size of the TBox [19].

To overcome this problem, we represent restricted EL(n)-TBoxes as directed
acyclic graphs (DAG), and define a notion of embedding that, (i) can be tested
in time polynomial in the size of the DAG, and (ii) implies the existence of an
embedding between the description trees of the expanded concept descriptions
(see [5] for details).
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Corollary 2. Subsumption between defined concepts with respect to restricted
acyclic EL(n)-TBoxes can be decided in polynomial time.

Disjointness Statements. In the chemical process engineering application
motivating this paper, the real-world concepts expressed by primitive concept
names are often disjoint. For example, an object cannot be both an apparatus
and a plant. Disjointness statements of the form dis(P, Q), where P, Q are prim-
itive concepts, allow us to express such additional knowledge. An interpretation
I is a model of this statement iff P I ∩ QI = ∅.

For restricted EL(n)-concept descriptions, the only effect that disjointness
statements have is that they can make concepts unsatisfiable. It is easy to see
that the EL(n)-concept description C is unsatisfiable w.r.t. the set of disjointness
statements D iff there is a statement dis(P, Q) in D and a node v in TC whose
label contains P and Q. Now, assume that C, D are restricted EL(n)-concept
descriptions. Then C is subsumed by D w.r.t. D iff (i) either C is unsatisfiable
w.r.t. D, or (ii) both are satisfiable w.r.t. D and C is subsumed by D without
considering D.

Corollary 3. Subsumption between restricted EL(n)-concept descriptions w.r.t.
disjointness statements can be decided in polynomial time.

6 Unrestricted EL(n)-Concept Descriptions

In such concept descriptions, several n-ary existential restrictions for the same
role r can occur in a conjunction, such as in the description

Cu := A � ∃r.(A, B) � ∃r.(∃r.A � ∃r.A).

If we translate this unrestricted EL(n)-concept description into a description tree,
then we obtain the tree on the right-hand side of Fig. 3, which is also obtained
as a translation of the restricted EL(n)-concept description

Cr := A � ∃r.(A, B,∃r.(A, A)).

To distinguish between these two descriptions, we introduce distinctness classes :
for each node x in the tree and each role r, the r-successors of x are partitioned
into such classes. For example, in the tree corresponding to Cu, the r-successors
of y1 are partitioned into the sets {y2, y3}, {y4}, whereas there is only one
distinctness class {y2, y3, y4} for these nodes in the tree corresponding to Cr.

The notion of an embedding that we will use in this section must take these
distinctness classes into account. Instead of requiring that the homomorphism
ϕ is injective, we require that for each node x in T1 and each distinctness
class {x1, . . . , xk} of r-successors of x, the nodes ϕ(x1), . . . , ϕ(xk) are distinct
r-successors of ϕ(x).

However, if we just change the notion of an embedding in this way, then
Theorem 4 obviously does not hold for unrestricted EL(n)-concept descriptions.
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Fig. 4. Identification of EL(n)-description trees

In fact, if ϕ(x1), . . . , ϕ(xk) do not belong to the same distinctness class, then we
cannot be sure that they really represent distinct individuals. For example, if
C = ∃r.A � ∃r.B and D = ∃r.(A, B), then there is an embedding from TD into
TC , but D does not subsume C.

Thus, an obvious conjecture could be that the embedding must respect dis-
tinctness classes, i.e., we must require ϕ(x1), . . . , ϕ(xk) to belong to the same
distinctness class. However, the following example shows that this requirement is
too strong. Let C = ∃r.A�∃r.(B, B) and D = ∃r.(A, B). There is no embedding
from TD to TC that respects distinctness classes, but it is easy to see that D
subsumes C.

Before we can formulate a correct characterization of subsumption between
unrestricted EL(n)-concept descriptions, we must introduce some notation. Given
a description tree T = (V, E, v0, �) where role successors are partitioned into
distinctness classes, an identification on T is an equivalence relation ∼ on V
such that v1 ∼ v2 implies that

– there are u1, u2 ∈ V and a role r such that v1 is an r-successor of u1, v2 is
an r-successor of u2, and u1 ∼ u2;

– if v1 �= v2, then v1, v2 do not belong to the same distinctness class.

Any identification ∼ on T induces a description tree T/∼ whose nodes are the
∼-equivalence classes [v]∼ := {u ∈ V | u ∼ v}, whose root is [v0]∼, and whose
edges and node labels are defined as follows:

E∼ := {([u]∼, r, [v]∼) | there is u′ ∈ [u]∼, v′ ∈ [v]∼ such that (u′, r, v′) ∈ E},
�∼([u]∼) :=

⋃
u′∈[u]∼

�(u′).

For example, the EL(n)-description tree TC corresponding to C = ∃r.A �
∃r.(B, B) is depicted on the left-hand side of Fig. 4, where the r-successors of
x1 are partitioned into the distinctness classes {x2}, {x3, x4}. There are three
different identifications: the identity relation, the relation where in addition x2 ∼
x3, and the relation where in addition x2 ∼ x4. The EL(n)-description tree
induced by the identity relation is TC itself, whereas the trees induced by the
other two identifications are isomorphic to the tree depicted on the right-hand
side of Fig. 4. Obviously, there is an embedding of the EL(n)-description tree TD

corresponding to D = ∃r.(A, B) into each of these two trees.
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Theorem 5. Let C, D be (unrestricted) EL(n)-concept descriptions and TC , TD

the corresponding description trees. Then C � D iff for every identification ∼
on TC there exists an embedding from TD into TC/∼.

This theorem yields an NP-algorithm for testing non-subsumption of unre-
stricted EL(n)-concept descriptions: guess in non-deterministic polynomial time
an identification ∼ of TC , and then check in polynomial time (by a simple adap-
tation of the algorithm described in Section 5) whether there is an embedding
from TD into TC/∼.

Corollary 4. The subsumption problem for (unrestricted) EL(n)-concept de-
scriptions is in coNP.

Disjointness Statements. The characterization of subsumption between (un-
restricted) EL(n)-concept descriptions given in Theorem 5 can easily be extended
to deal with disjointness statements. In fact, the only thing that must be changed
is the definition of an identification: we must additionally require that u ∼ v im-
plies {P, Q} �⊆ �(u) ∪ �(v) for all dis(P, Q) in D. With this new notion of an
identification, Theorem 5 also holds w.r.t. a set of disjointness statements D.
This shows that the subsumption problem for (unrestricted) EL(n)-concept de-
scriptions w.r.t. disjointness statements is in coNP. In the presence of disjointness
statements, we can also show the matching hardness result.

Corollary 5. The subsumption problem for (unrestricted) EL(n)-concept de-
scriptions w.r.t. disjointness statements is coNP-complete.

The hardness result can be shown by a reduction of graph 3-colorability to non-
subsumption.6 A given undirected graph G = (V, E) is 3-colorable iff there is
a mapping f : V −→ {1, 2, 3} such that {u, v} ∈ E implies f(u) �= f(v). It is
well-known (see [12]) that the 3-colorability problem, i.e., the question whether
a given graph is 3-colorable, is NP-complete.

Let G = (V, E) be an undirected graph with n vertices, i.e., V = {v1, . . . , vn}.
Without loss of generality we assume that this graph has no loops, i.e., {u, v} ∈ E
implies u �= v. Let A1, . . . , An be concept names. The graph G = (V, E) is
represented by the set of disjointness statements

DG := {dis(Ai, Aj) | {vi, vj} ∈ E}.

Let C := ∃r.A1 � . . . � ∃r.An and D := ∃r.(�,�,�,�). In [5], it is shown that
C is not subsumed by D w.r.t. DG iff G is 3-colorable.

7 Related and Future Work

Polynomiality of the subsumption problem in EL was shown in [4] as a by-
product of the characterization of subsumption via the existence of homomor-
phisms between the corresponding description trees. This result can also be
6 The idea underlying this reduction was suggested by an anonymous reviewer.
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obtained as a consequence of the fact that the containment problem Q1 ⊆ Q2

for conjunctive queries is polynomial if Q2 is acyclic [25,20]. Since it is easy
to see that EL(n)-concept descriptions can be expressed by acyclic conjunctive
queries with disequations [17], one might conjecture that polynomiality of sub-
sumption in EL(n) follows from the corresponding result for acyclic conjunctive
queries with disequations. This is not true, however. In fact, the containment
problem for conjunctive queries becomes considerably harder if disequations (i.e.,
atoms of the form x �= y for variables x, y) are allowed to occur in the conjunc-
tive queries. For general conjunctive queries with disequations, the containment
problem is Πp

2 -complete rather than NP-complete as in the case of conjunctive
queries without disequations. Surprisingly, the problem remains Πp

2 -complete if
Q2 is restricted to being acyclic [17]. And even if both queries contain only dis-
equations (and no database predicates), it is not hard to show by a reduction of
3-colorability to non-containment that the containment problem is coNP-hard.
Thus, the polynomiality results shown in the present paper does not follow from
known results for containment of conjunctive queries with disequations.

In [8], it was shown that subsumption in EL remains polynomial even in the
presence of GCIs, and this result was recently extended to a DL extending EL by
several other interesting constructors [1]. Unfortunately, the results in [1] imply
that subsumption in EL(n) becomes ExpTime-hard in the presence of GCIs.

The most interesting topics for future research are, on the one hand, to show
that the exponential translation from EL(n)C into ALCQ given in Section 3 is op-
timal, i.e., to prove that there is no polynomial translation. On the other hand,
the exact complexity of subsumption between unrestricted EL(n)-concept de-
scriptions is not yet known. The best complexity upper-bound that we currently
have is coNP (see Corollary 4). We conjecture that the problem is coNP-hard,
but have not yet found an appropriate reduction from a coNP-complete problem.
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Abstract. In the area of Description Logic (DL) based knowledge rep-
resentation, two desirable features of DL systems have as yet been incom-
patible: firstly, the support of general TBoxes containing general concept
inclusion (GCI) axioms, and secondly, non-standard inference services fa-
cilitating knowledge engineering tasks, such as build-up and maintenance
of terminologies (TBoxes).

In order to make non-standard inferences available without sacrific-
ing the convenience of GCIs, the present paper proposes hybrid TBoxes
consisting of a pair of a general TBox F interpreted by descriptive seman-
tics, and a (possibly) cyclic TBox T interpreted by fixpoint semantics.
F serves as a foundation of T in the sense that the GCIs in F define
relationships between concepts used as atomic concept names in the defi-
nitions in T . Our main technical result is a polynomial time subsumption
algorithm for hybrid EL-TBoxes based on a polynomial reduction to sub-
sumption w.r.t. cyclic EL-TBoxes with fixpoint semantics. By virtue of
this reduction, all non-standard inferences already available for cyclic
EL-TBoxes become available for hybrid ones.

1 Motivation

In the area of Description Logic (DL) based knowledge representation (KR),
intensional knowledge of a given domain is represented by a terminology (TBox)
that defines general properties of concepts relevant to the domain [1]. In its
simplest form, a TBox comprises definitions of the form A ≡ C by which a
concept name A is assigned to a concept description C. Concept descriptions are
terms built from atomic concepts by means of a set of constructors provided by
the DL under consideration. In the present case, we are mostly concerned with
the DL EL which provides conjunction (�) and existential restriction (∃r.C).

General TBoxes additionally allow for general concept inclusion (GCI) ax-
ioms of the form C � D, where both C and D may be complex concept de-
scriptions. GCIs define implications (“D holds whenever C holds”) relevant to
the terminology as a whole. The utility of GCIs for practical KR applications
has been examined in depth; see, e.g., [2,3,4]. Apart from constraining termi-
nologies further without explicitly changing all its definitions, using GCIs can
lead to smaller, more readable TBoxes, and can facilitate the re-use of data in
applications of different levels of detail. As a consequence, GCIs are supported
by most modern DL systems, such as FaCT [5] and Racer [6].

U. Furbach (Ed.): KI 2005, LNAI 3698, pp. 34–48, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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TBoxes are interpreted w.r.t. a model-theoretic semantics which allows to
reason over the terminology in a formally well-defined way. A model I satisfies
a definition A ≡ C iff the extensions of A and C in I are equal. A GCI C � D
is satisfied by I iff the extension of C is a subset of the one of D. I is a model
of a TBox T iff all definitions and GCIs in T are satisfied. This semantics for
TBoxes is usually called descriptive semantics [7]. In contrast, greatest fixpoint
semantics only considers models that interpret concepts as large as possible.

One of the most important reasoning services provided by DL systems is
computing the subsumption hierarchy. A concept A is subsumed by a concept
B w.r.t. a TBox T iff the extension of A is a subset of that of B in every model
of T . Before DL systems can be used to reason over terminologies, however, the
relevant TBoxes must be built-up and maintained. In order to support these
knowledge engineering tasks, additional so-called ‘non-standard’ inference ser-
vices have been proposed, most notably least-common subsumer (lcs) [8,9,10],
most specific concept (msc) [10], and matching [11,12,13]. It has been argued
in [14] that the lcs and msc facilitate the build-up of DL terminologies in a
‘bottom-up’ fashion suitable for domain experts with limited KR background.
‘Bottom-up’ fashion means to begin by selecting a set of example instances and
use them to construct a new concept description intended to represent them.
Matching, on the other hand, can be used as a means of querying TBoxes for
concepts of a certain structure [15]. This can be utilized to construct new con-
cepts by retrieving and modifying structurally similar ones in the TBox.

The practical utility of GCIs and non-standard inferences motivates the ques-
tion for a DL in which both can be provided. The problem encountered here
relates to the appropriate choice of semantics. General TBoxes need to be inter-
preted w.r.t. descriptive semantics. For this kind of semantics, however, it has
been shown in [16] that lcs and msc need not always exist, even w.r.t. cyclic EL-
TBoxes. This result carries over to general EL-TBoxes and any extension of EL.
The same holds for matching which relies on the lcs. On the other hand, lcs and
msc are available for cyclic EL-TBoxes interpreted by fixpoint semantics [16].

In order to provide lcs and msc without sacrificing the convenience of GCIs,
the present paper proposes hybrid TBoxes. A hybrid EL-TBox is a pair (F , T ) of
a general TBox F (‘foundation’) and a possibly cyclic TBox T (‘terminology’)
defined over the same set of atomic concepts and roles. F serves as a foundation
of T in that the GCIs in F define relationships between concepts used as atomic
concept names in the definitions in T . Hence, F lays a foundation of general
implications constraining T . Models of (F , T ) are greatest fixpoint models of T
that respect all GCIs in F . Hence, the foundation is interpreted by descriptive
semantics while the terminology is interpreted by greatest fixpoint semantics.
Note that hybrid EL-TBoxes cannot be reduced to ordinary general EL-TBoxes.

Having introduced hybrid TBoxes, the main purpose of the present paper is to
show that subsumption w.r.t. hybrid EL-TBoxes can be decided by a polynomial
reduction to cyclic EL-TBoxes for which a polynomial time decision algorithm
exists [17]. This yields a polynomial time subsumption algorithm for hybrid
EL-TBoxes. An implication of this reduction is that non-standard inferences
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available for cyclic EL-TBoxes can directly be utilized for hybrid EL-TBoxes. In
this sense, our initial goal of providing non-standard inferences in the presence
of GCIs is met.

Another application for hybrid TBoxes might be DL systems supporting users
with limited KR background. By restricting the view to the definitions in the
terminology while hiding the GCIs in the foundation, the system could provide
a simplified version of its knowledge base while preserving correct inferences.

The present paper is organized as follows. Basic definitions related to cyclic
EL-TBoxes are introduced in Section 2 while Section 3 formally introduces hybrid
EL-TBoxes. In Section 3.2 we show how subsumption w.r.t. hybrid TBoxes can be
reduced to subsumption w.r.t. cyclic EL-TBoxes interpreted by greatest fixpoint
semantics.

2 Cyclic EL-TBoxes

We begin by formally introducing syntax and semantics of cyclic EL TBoxes. In
fact, we will consider two different semantics first introduced by Nebel [7], namely
descriptive semantics and greatest1 fixpoint semantics. Most of our preliminary
Sections 2.2 and 2.3 recall basic definitions and results from [17].

2.1 Syntax and (Descriptive) Semantics

Concept descriptions are inductively defined with the help of a set of concept
constructors, starting with disjoint sets Nprim and Ndef of primitive concept
names and defined concept names, respectively, and a set Nrole of role names. In
this paper, we consider the small DL EL which provides the concept constructors
top-concept (�), conjunction (C � D), and existential restrictions (∃r.C).

As usual, the semantics of concept descriptions is defined in terms of an
interpretation I = (ΔI , ·I). The domain ΔI of I is a non-empty set and the
interpretation function ·I maps each concept name P ∈ Nprim ∪Ndef to a subset
P I ⊆ ΔI and each role name r ∈ Nrole to a binary relation rI ⊆ ΔI×ΔI . The
extension of ·I to arbitrary concept descriptions is defined inductively as follows.

�I := ΔI

(C � D)I := CI ∩ DI

(∃r.C)I := {x ∈ ΔI | ∃y : (x, y) ∈ rI ∧ y ∈ CI}

Definition 1. An EL-terminology (called EL-TBox) is a finite set T of defi-
nitions of the form A ≡ C, where A ∈ Ndef is a concept name and C is an
EL-concept description over Nprim, Ndef, and Nrole. For every such definition, A
is called defined in T and may occur on the left-hand side of no other definition
in T . Note that cyclic definitions are allowed, i.e., every defined concept may
occur on the right-hand side of every definition.
1 It has been argued in [17] that least fixpoint semantics is not interesting for cyclic
EL-TBoxes because cycles are always interpreted by the empty set.
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The size of T is defined as the sum of the sizes of all definitions in T . Denote
by NT

prim, NT
def, and NT

role the set of all primitive concepts, defined concept names,
and role names, respectively, occurring in T .

The semantics of a cyclic EL-TBox can now be defined as follows.

Definition 2. An interpretation I = (ΔI , ·I) is a model of T (I |= T ) iff
AI = CI for all definitions A ≡ C ∈ T .

This semantics has been introduced as descriptive semantics by Nebel [7].
One of the most basic inference services provided by DL systems is computing
the subsumption hierarchy. Formally, (descriptive) subsumption is defined as
follows.

Definition 3. Let T be an EL-TBox and let A, B ∈ NT
def . Then, A is subsumed

by B w.r.t. descriptive semantics (A �T B) iff AI ⊆ BI holds for all models I
of T .

The other type of semantics relevant for us is introduced in the following
section.

2.2 Greatest Fixpoint Semantics

In contrast to descriptive semantics, some more formal preliminaries are neces-
sary to define greatest fixpoint (gfp) semantics. Recalling the relevant definitions
from [17], we begin by introducing a normal form for cyclic EL-TBoxes.

Definition 4. An EL-TBox T is normalized iff A ≡ D ∈ T implies that D is
of the form

P1 � · · · � Pm � ∃r1.B1 � . . .∃r�.B�,

where for m, � ≥ 0, P1, . . . , Pm ∈ Nprim and B1, . . . , B� ∈ Ndef. If m = � = 0
then D = �.

In order to refer to the definition of a defined concept more conveniently, the
following notation is introduced for normalized EL-TBoxes.

Definition 5. For a normalized EL-TBox T and every A ∈ NT
def, let

defT (A) := {P1, . . . , Pm} ∪ {∃r1.B1, . . . ,∃r�.B�}

iff A is defined in T by A ≡ P1 � · · · � Pm � ∃r1.B1 � . . . ∃r�.B�.

A gfp-model for a given EL-TBox T is obtained in two steps. In the first step,
only the primitive concepts and roles occurring in T are interpreted. The second
step comprises an iteration by which the interpretation of the defined names in
T is changed until a fixpoint is reached. The following definition formalizes the
first step.
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Definition 6. Let T be an EL-TBox over Nprim, Nrole, and Ndef. A primitive
interpretation (ΔJ , ·J ) of T interprets all primitive concepts P ∈ Nprim by sub-
sets of ΔJ and all roles r ∈ Nrole by binary relations on ΔJ . An Interpretation
(ΔI , ·I) is based on J iff ΔJ = ΔI and ·J and ·I coincide on Nrole and Nprim.
The set of all initerpretations based on J is denoted by

Int(J ) := {I | I is an interpretation based on J }.

On Int(J ), a binary relation �J is defined for all I1, I2 ∈ Int(J ) by

I1 �J I2 iff AI1 ⊆ AI2 for all A ∈ NT
def.

Primitive interpretations do not interpret defined concepts from Ndef . It is
easy to see that �J is a complete lattice on Int(J ), so that every subset of
Int(J ) has a least upper bound (lub) and a greatest lower bound (glb). Hence,
by Tarski’s fixpoint theorem [18], every monotonic function on Int(J ) has a
fixpoint. In particular, this applies to the function OT ,J to be introduced next.

Definition 7. Let T be an EL-TBox over Nprim, Nrole, and Ndef, and J a
primitive interpretation of Nprim and Nrole. Then OT ,J is defined as follows.

OT ,J : Int(J ) → Int(J )

I1 �→ I2 iff AI2 = CI1 for all A ≡ C ∈ T .

As shown in [17], OT ,J is in fact monotonous and can be used as a fixpoint
operator on Int(J ). As a result, we obtain the following proposition.

Proposition 1. Let I be an interpretation based on the primitive interpretation
J . Then I is a fixpoint of OT ,J iff I is a model of T .

With this, the general notion of fixpoint models for EL-TBoxes can be defined
as follows.

Definition 8. Let T be an EL-TBox. The model I of T is called gfp-model iff
there is a primitive interpretation J such that I ∈ Int(J ) is the greatest fixpoint
of OT ,J . Greatest fixpoint semantics considers only gfp-models as admissible
models.

As (Int(J ),�J ) is a complete lattice, the gfp-model is uniquely determined
for a given TBox T and a primitive interpretation J . This allows us to refer to
the gfp-model gfp(T ,J ) for any given T and J .

In order to show how the gfp-model gfp(T ,J ) can be obtained, we need to
introduce the iteration of OT ,J over ordinals.

Definition 9. Let T be an EL-TBox over Nprim, Nrole, and Ndef and J a prim-
itive interpretation of Nprim and Nrole. Define Itop ∈ Int(J) by Itop

J (A) := ΔJ

for every A ∈ Ndef. For every ordinal α, define
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– I↓α
T ,J := Itop

J if α = 0;
– I↓α+1

T ,J := OT ,J (I↓α);
– I↓α

T ,J := glb({I↓β | β < α}) if α is a limit ordinal.

The following corollary now shows that computing gfp(T ,J ) is equivalent to
computing I↓α

T ,J , given an appropriate ordinal α.

Corollary 1. Let T be an EL-TBox over Nprim, Nrole, and Ndef. Let J be a
primitive interpretation of Nprim and Nrole. Then there exists an ordinal α such
that gfp(T ,J ) = I↓α

T ,J .

Note that if α is a limit ordinal then I↓α
T ,J equals

⋂
β<α I↓β

T ,J . With this
preparation, we are ready to introduce gfp-subsumption.

Definition 10. Let T be an EL-TBox and let A, B ∈ NT
def. Then, A is subsumed

by B w.r.t. gfp-semantics (A �gfp,T B) iff AI ⊆ BI holds for all gfp-models I
of T .

Note that descriptive semantics considers a superset of the set of gfp-models,
implying that descriptive subsumption entails gfp-subsumption. Hence, all sub-
sumption relations w.r.t. �T also hold w.r.t. �gfp,T . The question of how to
decide subsumption w.r.t. gfp-semantics is addressed in the following section.

2.3 Deciding Subsumption w.r.t. Cyclic EL-TBoxes with Descriptive
Semantics

As in the previous section, we begin by recalling some definitions from [17]
elementary for the decision procedure for gfp-subsumption.

Definition 11. An EL-description graph is a graph G = (V, E, L) where

– V is a set of nodes;
– E ⊆ V × Nrole × V is a set of edges labeled by role names;
– L : V → 2Nprim is a function that labels nodes with sets of primitive concepts.

Description graphs can be used to represent TBoxes and primitive interpre-
tations. The description graph of a TBox is defined as follows.

Definition 12. Let T be a normalized EL-TBox. Then the EL-description graph
GT = (NT

def , ET , LT ) of T is defined as follows:

– the nodes of GT are the defined concepts of T ;
– if A is defined in T and

A ≡ P1 � · · · � Pm � ∃r1.B1 � · · · � ∃r�.B�

is its definition then LT (A) := {P1, . . . , Pm}, and A is the source of the
edges (A, r1, B1), . . . , (A, r�, B�) ∈ ET .
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Note that for every A ∈ NT
def , LT (A) can be written as defT (A)∩NT

prim. For
primitive definitions, we define description graphs in the following way.

Definition 13. Let J = (ΔJ , ·J ) be a primitive interpretation. Then the EL-
description graph GJ = (ΔJ , EJ , LJ ) of J is defined as follows:

– the nodes of GJ are the elements of ΔJ ;
– EJ := {(x, r, y) | (x, y) ∈ rJ };
– LJ (x) = {P ∈ Nprim | x ∈ PJ } for all x ∈ ΔJ .

In preparation for the characterization of subsumption we need to introduce
simulation relations on description graphs.

Definition 14. Let Gi = (Vi, Ei, Li), i = 1, 2, be two EL-description graphs. The
binary relation Z ⊆ V1 ×V2 is a simulation relation from G1 to G2 (Z : G1 ⇀∼ G2)
iff

(S1) (v1, v2) ∈ Z implies L1(v1) ⊆ L2(v2); and
(S2) if (v1, v2) ∈ Z and (v1, r, v

′
1) ∈ E1 then there exists a node v′2 ∈ V2 such that

(v′1, v
′
2) ∈ Z and (v2, r, v

′
2) ∈ E2.

It has been shown in [17] that simulation relations can be concatenated in
the sense of the following lemma.

Lemma 1. Let Gi := (Vi, Ei, Li), i = 1, 2, 3, be EL-description graphs, and let
Z1 : G1 ⇀∼ G2 and Z2 : G2 ⇀∼ G3. Then Z1 ◦ Z2 : G1 ⇀∼ G3, where

Z1 ◦ Z2 := {(v, v′′) | ∃v′ ∈ V2 : (v, v′) ∈ Z1 ∧ (v′, v′′) ∈ Z2}.

One of the main results in [17] is a characterization of gfp-subsumption by
simulation relations over description graphs. The following results provide the
relevant characterizations.

Proposition 2. Let T be an EL-TBox over Nprim, Nrole, and Ndef and A ∈
NT

def. Let J be a primitive interpretation of Nprim and Nrole. Then x ∈ Agfp(T ,J )

iff there is a simulation relation Z : GT ⇀∼ GJ such that (A, x) ∈ Z.

Theorem 1. Let T be an EL-TBox and A, B be defined concepts in T . Then
A �gfp,T B iff there is a simulation relation Z : GT ⇀∼ GT such that (B, A) ∈ Z.

Since the description graph of a TBox is of polynomial size in the size of the
TBox and since the existence of simulation relations with the required properties
can be tested in polynomial time, the following complexity result is obtained [17].

Corollary 2. Subsumption w.r.t. gfp-semantics in EL can be decided in polyno-
mial time.

With this result, the prerequisites for the introduction of hybrid EL-TBoxes
are complete.
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3 Hybrid EL-TBoxes

In the present section, we start by defining syntax and semantics of hybrid EL-
TBoxes formally before showing in Section 3.2 how subsumption w.r.t. hybrid
EL-TBoxes can be decided in polynomial time.

3.1 Syntax and Semantics

The following definition introduces hybrid EL-TBoxes, the central notion of the
present paper.

Definition 15. A general concept inclusion axiom (GCI) over Nprim and Nrole

is of the form C � D, where C and D are EL-concept descriptions over Nprim

and Nrole. A finite set of GCIs over Nprim and Nrole is called a general EL-TBox
over Nprim and Nrole. A primitive concept P ∈ Nprim (an existential restriction
∃r.P with r ∈ Nrole) occurs in T iff there is a GCI C � D ∈ T such that P
(∃r.P ) is a conjunct of C or D.

A hybrid EL-TBox is a pair (F , T ), where F is a general EL-TBox over Nprim

and Nrole and T is an EL-TBox over Nprim, Nrole, and Ndef.

Note that our general TBoxes are restricted ‘over Nprim and Nrole’ to rule out
the use of defined concepts from T . Similar to the case of cyclic EL-TBoxes, we
introduce a normal form for hybrid EL-TBoxes in order to simplify our solution
for the respective subsumption problem.

Definition 16. Let (F , T ) be a hybrid TBox over Nprim, Nrole, and Ndef. Then,
(F , T ) is normalized iff

1. Every GCI in F is of one of the following forms: A � B, A1 � A2 � B,
A � ∃r.B, or ∃r.A � B, where r ∈ Nrole and A, A1, A2, B ∈ Nprim ∪ {�};

2. T is normalized in the sense of Definition 4; and
3. for every primitive concept P and for every existential restriction ∃r.P occur-

ring in F , T contains a definition of the form AP ≡ P and A∃r.P ≡ ∃r.AP ,
respectively.

Note that the first two normalization conditions can be satisfied easily for
any hybrid TBox (F , T ), see [17]. For the third condition, a conservative exten-
sion T ′ of T of size at most the size of (F , T ) can be found such that (F , T ′)
is normalized. All subsumption relations between concept names defined in T
remain unchanged.

Example 1. In order to get an impression of how an actual hybrid TBox might
look like, consider Figure 1. Shown is an extremely simplified part of a medical
terminology2 represented by a hybrid TBox (F , T ). T is supposed to define the
concepts ‘disease of the connective tissue’, ‘bacterial infection’ and ‘bacterial
pericarditis’. For instance, bacterial Pericarditis is defined as an inflammation
2 Our example is only supposed to show the features of hybrid EL-TBoxes and in no

way claims to be adequate from a Medical KR perspective.
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T :

F :

ConnTissDisease ≡ Disease � ∃acts on.ConnTissue

BactInfection ≡ Infection � ∃causes.BactPericarditis

BactPericarditis ≡ Inflammation � ∃has loc.Pericardium

� ∃caused by.BactInfection

Disease � ∃has loc.ConnTissue � ∃acts on.ConnTissue

Inflammation � Disease

Pericardium � ConnTissue

Fig. 1. Example hybrid EL-TBox

located in the Pericardium caused by a bacterial infection. Note that T is cyclic.
For the primitive concepts in T , the foundation F states, e.g., that a disease
located in connective tissue acts on connective tissue.

The hybrid TBox (F , T ) from Example 1 can be normalized in three steps.
Firstly, the first GCI in F has to be normalized to, e.g.,

∃has loc.ConnTissue � HasLocConnTissue

ActsOnConnTissue � ∃acts on.ConnTissue

Disease � HasLocConnTissue � ActsOnConnTissue.

Secondly, T has to be extended by a definition of the form AP ≡ P for the
primitive concepts Disease, ConnTissue, Infection, Inflammation, Pericardium and
also for HasLocConnTissue and ActsOnConnTissue. Thirdly, the primitive names
ConnTissue and Pericardium occurring in T have to be replaced by AConnTissue

and APericardium, respectively.

Normalization serves as an internal preprocessing step to classification and
does not replace the original hybrid TBox from the perspective of the user of a
DL system. Having introduced hybrid TBoxes formally, it remains to define an
appropriate semantics for them.

Definition 17. Let (F , T ) be a hybrid TBox over Nprim, Nrole, and Ndef. A
primitive interpretation J is a model of F (J |= F) iff CJ ⊆ DJ for every GCI
C � D in F . A model I ∈ Int(J ) is a gfp-model of (F , T ) iff J |= F and I is
a gfp-model of T .

Note that F (“foundation”) is interpreted w.r.t. descriptive semantics while
T (“terminology”) is interpreted w.r.t. gfp-semantics. Note also that every gfp-
model of (F , T ) can be expressed as gfp(T ,J ) for some primitive interpretation
J with J |= F .

In order to complete the semantics of hybrid EL-TBoxes, it remains to intro-
duce an appropriate notion of subsumption.

Definition 18. Let (F , T ) be a hybrid EL-TBox over Nprim, Nrole, and Ndef.
Let A, B be defined concepts in T . Then A is subsumed by B w.r.t. (F , T )
(A �gfp,F ,T B) iff AI ⊆ BI for all gfp-models I of (F , T ).
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For Example 1, we shall see that the subsumption BactPericarditis �gfp,F ,T
ConnTissDisease holds, i.e., Pericarditis is classified as a disease of the connec-
tive tissue. How subsumption w.r.t. hybrid TBoxes can be decided in general is
the subject of the following section.

Observe that hybrid TBoxes generalize cyclic TBoxes with gfp-semantics in
the sense that every cyclic EL-TBox T can be viewed as a hybrid TBox with an
empty foundation. Thus, gfp-subsumption w.r.t. T coincides with subsumption
w.r.t. the hybrid TBox (∅, T ). Also note that, every general TBox T ′ can be
seen as a hybrid TBox (T ′, ∅). In this case, a descriptive subsumption P �T ′ Q
holds iff AP is subsumed by AQ w.r.t. the normalized instance of (T ′, ∅).

3.2 Deciding Subsumption w.r.t. Hybrid EL-TBoxes

In this section we show that subsumption w.r.t hybrid EL-TBoxes (F , T ) can be
reduced to subsumption w.r.t. cyclic EL-TBoxes interpreted by gfp-semantics.
The underlying idea is to use the descriptive subsumption relations induced by
the GCIs in F to extend the definitions in T accordingly. To this end, we view
the union of F and T as a general TBox and ask for all descriptive implications
in T directly involving names from F . These implications are then added to the
definitions in T . This notion is formalized as follows.

Definition 19. Let (F , T ) be a normalized hybrid EL-TBox over Nprim, Nrole,
and Ndef. For every A ∈ NT

def, let

f(A) := �
P∈{P ′∈NF

prim|A�F∪T P ′}
P � �

r∈NF
role

�
Q∈{Q′∈NF

prim|A�F∪T ∃r.Q′}
∃r.AQ .

The F -completion f(T ) extends the definitions in T as follows.

f(T ) := {A ≡ C � f(A) | A ≡ C ∈ T }

Note that f(T ) is still a normalized EL-TBox. To preserve normalization,
f(A) adds ∃r.AQ instead of ∃r.Q whenever A implies ∃r.Q.

Example 2. Consider the hybrid TBox (F , T ) from Example 1 after normal-
ization. Our goal is to compute the F -completion of T . To this end, for ev-
ery defined concept in T , we need to find all descriptive consequences of the
form P and ∃r.P implied by F ∪ T , where P ∈ NF

prim. Obviously, AInflammation

implies Disease and APericardium implies ConnTissue. Moreover, AActsOnConnTissue

yields ∃acts on.ConnTissue. Finally, it is easy to check that BactPericarditis im-
plies both Disease and HasLocConnTissue, and therefore also ActsOnConnTissue,
yielding ∃acts on.ConnTissue.

Using these descriptive consequences, the completion f(A) can be computed
for every defined name A. Figure 2 shows the “interesting” part of the result-
ing description graph Gf(T ) of the F -completion f(T ), omitting some isolated
vertices. Long concept names are abbreviated, i.e., the vertex AAOCT stands for
the concept AActsOnConnTissue, AHLCT for AHasLocConnTissue and so on. For every
vertex A, the label set Lf(T )(A) is denoted above or underneath the relevant



44 S. Brandt and J. Model

vertex. Underlined entries are descriptive consequences absent in the original
TBox T . As Lf(T )(CTD) ⊆ Lf(T )(BP ) and as BP has the same successor w.r.t.
the edge acts on, it is easy to check that there exists a simulation relation Z
on Gf(T ) with (CTD ,BP) ∈ Z. Therefore, BactPericarditis is subsumed by
ConnT issueDisease w.r.t. f(T ) interpreted with gfp-semantics.

BPCTD

BI AInfl

{Infl, Dis}

causes

{Dis}

{CT} {Infe}

{Peri, CT}

acts on

{Infl, Dis, HLCT, AOCT}

ACT

acts on

has loc

{AOCT}

Gf(T ):

acts on

caused by

AAOCT

APeri

Fig. 2. Example EL-description graph

Our goal now is to show for a given hybrid EL-TBox (F , T ) and arbitrary
names A, B defined in T that B subsumes A w.r.t. (F , T ) if and only if B
subsumes A w.r.t. the F -completion of T interpreted by gfp-semantics. To this
end, we first show that (F , T ) and the F -completed hybrid TBox (F , f(T ))
induce the same subsumption relations.

Lemma 2. Let (F , T ) be a normalized hybrid EL-TBox over Nprim, Nrole, and
Ndef. Let A, B ∈ NT

def . Then, A �gfp,F ,T B iff A �gfp,F ,f(T ) B.

Proof. We show that gfp(T ,J ) = gfp(f(T ),J ), implying for every primitive
interpretation J with J |= F that Agfp(T ,J ) ⊆ Bgfp(T ,J ) iff Agfp(f(T ),J ) ⊆
Bgfp(f(T ),J ), implying the proposition.

In order to show gfp(T ,J ) = gfp(f(T ),J ), it suffices to show that, firstly,
every model I ∈ Int(J ) of T is also a model of f(T ), implying gfp(Tf ,J ) �J
gfp(T ,J ); and secondly, gfp(Tf ,J ) �J gfp(T ,J ).

Consider some model I ∈ Int(J ) with I |= T and an arbitrary A ∈ NT
def .

As I |= T , AI = deftT (A)I . Since also J |= F , I respects all descriptive
implications of F . Hence, we have AI ⊆ f(A)I , implying AI = deftT (A)I ∩
f(A)I = (deftT (A) � f(A))I . By definition of f(T ), this yields I |= f(T ).

We show gfp(f(T ),J ) �J gfp(T ,J ) by transfinite induction on the fixpoint
iteration. By Corollary 1, there exists an ordinal α such that gfp(f(T ),J ) =
I↓α

f(T ),J and gfp(T ,J ) = I↓α
T ,J . We distinguish the case of α being a successor

or a limit ordinal.
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(α successor ordinal). Induction base: if α = 0 then I↓α
f(T ),J = Itop = I↓α

T ,J ,

implying I↓0
f(T ),J �J I↓0

T ,J . Induction step: for every β < α, assume (IH) that

I↓β
f(T ),J �J I↓β

T ,J . Consider an arbitrary A ∈ NT
def defined in T by

A ≡ P1 � · · · � Pm � ∃r1.B1 � . . .∃r�.B�.

We have to show A
I↓β+1

f(T ),J ⊆ AI↓β+1
T ,J . The concept name A is interpreted by

I↓β+1
f(T ),J as

A
I↓β+1

f(T ),J =
⋂

1≤i≤m

PJ
i ∩

⋂
1≤j≤�

(∃rj .Bj)
I↓β

f(T ),J ∩ f(A)I
↓β
f(T ),J .

For the original TBox T we analogously have

AI↓β+1
T ,J =

⋂
1≤i≤m

PJ
i ∩

⋂
1≤j≤�

(∃rj .Bj)I
↓β
T ,J .

Hence, it suffices to show for every r ∈ NT
role and every B ∈ NT

def that the

subset relation (∃r.B)I
↓β
f(T ),J ⊆ (∃r.B)I

↓β
T ,J holds. By (IH), B

I↓β
f(T ),J ⊆ BI↓β

T ,J .

As r
I↓β

f(T ),J = rJ = rI
β
T ,J , the subset relation immediately carries over to the

interpretations of ∃r.B.
(α limit ordinal). Assume (IH) that I↓β

f(T ),J �J I↓β
T ,J for every β < α. By

definition, in the limit ordinal case it holds for every B ∈ NT
def that B

I↓α
f(T ),J

equals
⋂

β<α B
I↓β

f(T ),J which due to (IH) is a subset of
⋂

β<α BI↓β
T ,J which in turn

equals BI↓α
T ,J .

Hence, the F -completion (F , f(T )) of preserves the same subsumption re-
lations as the original. The next lemma shows that, after F -completing T , we
may ‘forget’ F and still obtain the same subsumptions.

Lemma 3. Let (F , T ) be a normalized hybrid EL-TBox over Nprim, Nrole, and
Ndef. Let A, B ∈ NT

def . Then, A �gfp,F ,f(T ) B iff A �gfp,f(T ) B

Proof. (⇐) trivial. (⇒) Assume A ��gfp,f(T ) B. We construct a countermodel
showing A ��gfp,F ,f(T ) B, i.e., a primitive interpretation J with J |= F and
Agfp(f(T ),J ) �⊆ Bgfp(f(T ),J ).

Define J =: (ΔJ , ·J ) as follows.

– ΔJ := {xA | A ∈ N
f(T )
def };

– PJ := {xA ∈ ΔJ | P ∈ deff(T )(A)} for all P ∈ N
f(T )
prim ;

– rJ := {(xA, xB) ∈ (ΔJ )2 | ∃r.B ∈ deff(T )(A)} for all r ∈ N
f(T )
role .

We first show xA ∈ Agfp(f(T ),J )\Bgfp(f(T ),J ). By Proposition 2 it suffices to find
a simulation relation Z : Gf(T ) ⇀∼ GJ with (A, xa) ∈ Z. Define Z := {(A, xA) |
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A ∈ N
f(T )
def }. As obviously (A, xA) ∈ Z, it remains to show that Z respects

Definition 14. (S1) For every (A, xA) ∈ Z, LGf(T )(A) equals deff(T )(A) ∩ N
f(T )
prim

which equals {P ∈ N
f(T )
prim | P ∈ deff(T )(A)} = LGJ (A). (S2) If (A, xA) ∈ Z and

(A, r, B) ∈ EGf(T ) then ∃r.B ∈ deff(T )(A), implying (xA, xB) ∈ rJ , implying
(xA, r, xB) ∈ EGJ . Moreover, (B, xB) ∈ Z. Hence, by (S1) and (S2), Z : Gf(T ) ⇀∼
GJ .

Observe that under (S1) we proved equality of LGf(T )(A) and LGJ (A). More-
over, (S2) also holds in the direction from GJ to Gf(T ): whenever (A, xA) ∈ Z
and (xA, r, xB) ∈ EGJ then (A, r, B) ∈ EGf(T ) . Hence, Z−1 : GJ ⇀∼ Gf(T ).

Assume xA ∈ Bgfp(f(T ),J ). Then, by Proposition 2, there is a simulation
relation Y : Gf(T ) ⇀∼ GJ with (B, xA) ∈ Y . But then, by Lemma 1, Y ◦ Z−1 is
a simulation relation on Gf(T ) with (B, A) ∈ Y ◦ Z−1, implying A �gfp,f(T ) B,
in contradiction to the assumption. It remains to show that J |= F . As F is
normalized, we have four types of GCIs in F .

1. P � Q ∈ F . If xA ∈ PJ then P ∈ deff(T )(A), implying A �F∪T Q which
implies f(A) � Q. Hence, Q ∈ deff(T )(A), implying xA ∈ QJ .

2. P1 � P2 � Q ∈ F . If xA ∈ PJ
1 ∩ PJ

2 then P1, P2 ∈ deff(T )(A). This implies
A �F∪T Q which analogously yields xA ∈ QJ .

3. P � ∃r.Q ∈ F . If xA ∈ PJ then P ∈ deff(T )(A), implying A �F∪T ∃r.Q.
Hence, ∃r.AQ ∈ deff(T )(A), implying (xA, r, xA∃r.Q

) ∈ rJ . By definition,
Q ∈ deff(T )(A∃r.Q), implying xA∃r.Q

∈ QJ .
4. ∃r.Q � P ∈ F . If xA ∈ (∃r.Q)J then there exists some xB ∈ ΔJ such

that (xA, r, xB) ∈ rJ and xB ∈ QJ . Hence, ∃r.B ∈ deff(T )(A) and Q ∈
deff(T )(B). This implies A �F∪T P , implying P ∈ deff(T )(A) which yields
xA ∈ PJ .

As an immediate consequence of Lemmas 2 and 3, we obtain the following
theorem summarizing our reduction from hybrid EL-TBoxes to cyclic EL-TBoxes.

Theorem 2. Let (F , T ) be a hybrid EL-TBox over Nprim, Nrole, and Ndef. Let
A, B ∈ NT

def. Then, A �gfp,F ,T B iff A �gfp,f(T ) B.

It remains to show that subsumption w.r.t. hybrid TBoxes can be decided in
polynomial time.

Corollary 3. Subsumption w.r.t. hybrid EL-TBoxes can be decided in polyno-
mial time.

Proof. By Corollary 2, gfp-subsumption w.r.t. cyclic EL-TBoxes can be decided
in polynomial time. Hence, given (F , T ), it suffices to show for every A ∈ NT

def

that f(A) is of polynomial size in the size of (F , T ) and can be computed in
polynomial time.

By definition, every concept description f(A) contains only conjuncts of the
form P and ∃r.AP with P ∈ NT

prim occurring in F . The size of f(A) is therefore
linear in the size of (F , T ). It has been shown in [19], that subsumption w.r.t.
general EL-TBoxes can be decided in polynomial time, implying that subsump-
tion w.r.t. F ∪ T is polynomial.
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4 Conclusion

Motivated by the goal to make non-standard inference services available to DL
systems supporting general TBoxes, the present paper has introduced hybrid
EL-TBoxes in which a general EL-TBox F provides the foundation for a cyclic
EL-TBox T that uses names from F as primitive concepts. The reduction from
Section 3.2 shows that hybrid EL-TBoxes do not extend the expressive power of
cyclic EL-TBoxes with gfp-semantics. However, the explicit separation between
definitions and implications valid for all definitions often leads to smaller and
more readable knowledge bases.

The reduction from Section 3.2 also makes non-standard inferences accessi-
ble to hybrid TBoxes. It has been shown in [16] that, w.r.t. cyclic EL-TBoxes
interpreted by gfp-semantics, the lcs and msc can be computed in polynomial
time. A DL system based on hybrid EL-TBoxes could therefore compute the lcs
or msc by first (internally) applying the above reduction to the relevant subset
of the TBox and then computing the lcs or msc in the way defined in [16].

The technical motivation for choosing EL as the underlying DL for hybrid
TBoxes is that we obtain a polynomial time subsumption problem and can uti-
lize the non-standard inferences known for cyclic EL-TBoxes with gfp-semantics.
Our choice, however, is also motivated by applications of EL-TBoxes in the life
sciences. For instance, the widely used medical terminology Snomed [20] corre-
sponds to an EL-Tbox [21]. Similarly, the Gene Ontology [22] can be represented
by an EL-TBox with transitive roles, and large parts of the medical knowledge
base Galen [23] can be expressed by a general EL-TBox with transitive roles.

The above applications give rise to the question whether the polynomiality
result for subsumption also holds for hybrid TBoxes defined over extensions of
EL. An interesting construct to add might be restricted role value maps (RVMs)
of the form r◦s � t by which, e.g., transitive roles can be defined. Due to positive
results for cyclic EL-TBoxes with gfp-semantics [16] and general EL-TBoxes [24],
we strongly conjecture that hybrid EL-TBoxes with restricted RVMs can also be
classified in polynomial time. For this extension, however, lcs and msc are not
yet available. Extending EL by the bottom concept (⊥) would allow to express
disjointness constraints of the form P � Q � ⊥ defining P and Q as mutually
exclusive concepts.
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Abstract. Reasoning about complex dependencies between events is a crucial
task. However, qualitative reasoning has so far concentrated on spatial and tem-
poral issues. In contrast, we present a new dependency calculus (DC) that is cre-
ated for specific questions of reasoning about causal relations and consequences.
Applications in the field of spatial representation and reasoning are, for instance,
modeling traffic networks, ecological systems, medical diagnostics, and Bayesian
Networks. Several extensions of the fundamental linear point algebra have been
investigated, for instance on trees or on nonlinear structures. DC is an improved
generalization that meets all requirements to describe dependencies on networks.
We investigate this structure with respect to satisfiability problems, construction
problems, tractable subclassses, and embeddings into other relation algebras. Fi-
nally, we analyze the associated interval algebra on network structures.

1 Introduction

Reasoning about complex dependencies between events is a crucial task in many appli-
cations when decisions need to be made. Whenever the required answer is a decision
or classification, Qualitative Reasoning (QR) is best-suited: It abstracts from metrical
details of the physical world and enables computers to make predictions about relations,
even when precise quantitative information is not available or irrelevant [5]. QR is an
abstraction that summarizes similar quantitative states into one qualitative characteriza-
tion. From the cognitive perspective, the qualitative method categorizes features within
the object domain rather than by measuring them in terms of some external scale [7].
This is the reason why qualitative descriptions are quite natural for humans.

The two main directions in QR so far are spatial and temporal reasoning. In terms of
spatial reasoning, topological reasoning about regions [11], positional reasoning about
point configurations [7], and reasoning about directions can be distinguished. For tem-
poral reasoning, either points [14] or intervals [1] are used as basic entities.

In contrast, we present a calculus that is created for a new direction in QR: specific
questions of reasoning about causal relations and consequences. Our approach is purely
qualitative, hence in comparison with Bayesian networks, no time for computing the
probabilities is needed. Nevertheless, dependencies can reliably be derived. We show
how known relation algebras can be refined to achieve this goal.

The linear point algebra PAlin introduced by Vilain [14] is one of the most promi-
nent and fundamental formalisms in the domain of qualitative spatial and temporal rea-
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soning. Its basic relations are {≺, =,�}. Many widely used algebras, like Allen’s in-
terval algebra [1] or the Cardinal Directions calculus, can be constructed by PAlin re-
lations. The general satisfiability problem for PAlin is in P [14], but for the asso-
ciated interval algebra IAlin, it is NP-complete. NP-hard problems usually have in-
teresting fragments - so called tractable subclasses. A subclass of a relational algebra
is a subset of relations closed under composition and converse. A subclass is called
tractable if satisfiability can be decided in polynomial time. Normally, for these classes
the path-consistency method decides satisfiability. Nebel et al. [10] identified all maxi-
mal tractable subclasses for IAlin.

However, real-world problems have not necessarily linear structures as underlying
space. Starting in the nineties, there have been extensions of the linear case into treelike
and nonlinear structures [2], [3] to address such problems. The point algebra PAbr for
treelike, often called branching structures, consists of the basic relations {≺, =,�, ‖},
whereby ‖ states that two points are on different branches. Contrary to the point alge-
bra of linear time, satisfiability testing for branching time is NP-hard. Moreover, the
associated satisfiability problem for PAbr is NP-complete. Broxvall [3] identified five
maximal tractable subsets of PAbr . The most general known point algebra, up to now,
consists of the basic relations {≺, =,�, ‖} which is the point algebra on nonlinear
structures PApo. Broxvall showed that the satisfiability problem is in the same class as
for branching structures and identified three maximal tractable fragments.

But, these approaches are still too coarse for some applications. For instance, to
identify dependencies, it is not only important to state that two points are unrelated, but
also to qualify if two points or states have a common ancestor or if there is no such ’de-
cision’ point. For this reason, we define a relation algebra qualifying decision points and
get a proper generalization of Broxvall’s nonlinear relation algebra [3]. This new alge-
bra, called dependency calculus (DC), meets all requirements to describe dependencies
in networks. This is demonstrated by applications in the field of spatial representation
and reasoning. There are two aspects: dependencies of points are described by the point
algebra PAdc, and based on this we define the associated interval algebra IAdc.

Analyzing the composition tables shows that the dependency calculus for point
structures PAdc is a proper generalization of PApo, which leads to a more precise
reasoning. For that reason, it would be also useful to use the new algebra PAdc instead
of using PApo in nonlinear structures, if PAdc is still in the same complexity class.
This shows the need to analyze the complexity of the depencency calculus.

One main concept is that it is not only important to analyze questions concerning
satisfiability problems, but also to show the correspondence between DC and other
relation algebras. To be more precise: Is there a relation algebra which is so similar to
this dependency calculus that there is an isomorphism between these two algebras? An
isomorphism with the property to preserve the tractability of subclasses? The method
of identifying isomorphisms, or at least homomorphisms between calculi seems to be a
promising idea to structure the field of relation algebras by the mathematical concept of
homomorphism. Such mappings transfer algebraic aspects and complexity results from
one algebra to another.

This paper is organized as follows: In Section 2, we present application areas and
pose some important questions. In Section 3, we review the theory of partial orders and
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sketch known results concerning the point algebra on different structures. We present
the set PAdc of extensions of basic relations in our general framework. Then, the con-
cept of correspondence of relation algebras is outlined. In a next step, we investigate
the computational complexity of constraint satisfaction problems of PAdc. In particu-
lar, we show that the satisfiability problem is NP-complete and all maximal tractable
subclasses of PAdc are presented by an algebraic correspondence to RCC-5. In Sec-
tion 4, we introduce the associated interval algebra IAdc on directed acyclic graphs,
which allows to distinguish more constellations than classical interval algebras (even
on nonlinear structures). We identify tractable subclasses and prove NP-completeness
of the satisfiability problem for IAdc. Finally, Section 5 summarizes our results and
raises questions that are left open.

2 Application Areas

Various tasks in management and science require a good understanding of complex de-
pendencies, for instance monitoring the distribution of pollution in ecological networks,
identifying delivery bottlenecks in a supply chain network, inhibiting the spreading of
deseases, or minimizing delays in a railway system.

For instance, if we observe pollution in an ecosystem of flowing water, we can draw
conclusions about pollution at other points. Regard the flow network shown in Fig. 1. In

B

C E

D
F

A
→

→
→

→

Fig. 1. A pipe network. Flow occurs along the ”pipes” from left to right. Is there a difference
between the pairs (A, B) and (D, E)?

this example, if pollution is found at point D, point F will be polluted as well. It might
be caused from a source at point A. Points B, C, and E could not cause the pollution
at point D. Nevertheless, there is a connection between C and D: Knowing that C is
polluted, it is likely that D is polluted by the same substance (and vice versa). Does the
same hold true for B and D? It does not because they have no common point upstream.
We present a calculus that directly represents such differences. Therefore, it is vital to
have a new relation � which we call ”fork” for pairs like (C, D) or (D, E) that share
a common ancestor. The set of basic relations ”fork” (�), ”before” (≺), ”equal” (=),
and ”after” (�), we call ”dependent”. The only other case, like (A, B), we call ”in-
dependent” (�). If not all dependencies are known, some relations are not completely
specified. Such imprecise knowledge is described by unions of these basic relations.

Dependencies of probabilities (when observations depend on each other, like in the
water flow example) are often described by a Bayesian network. The answer whether
two random variables are independent is based on the structure of the network. Can we
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Fig. 2. A virus transmittance scheme. Arrows indicate assured, dashed ones unassured donorship,
dotted lines mean that both persons carry the same virus. No lines means that we do not have
prior knowledge. The situation on the left must be incomplete. The existence of a fourth person
D accounts for this. PAdc concludes that indeed there was indirect transmittance from D to A.

automatically deduce from a given set of direct dependencies, which pairs are ”inde-
pendent” and which are ”dependent”? For instance, in Fig. 1, observations at A and B
are independent, but E and D are not.

Another important type of task is network design, that is finding a feasible partial
order for a given system of nodes under certain order contstraints. For example, in a
supply network, constraints could be that a warehouse has (indirectly) to be delivered
from a specific production site, and that two warehouses do not have a common ”bot-
tleneck” site delivering both. Other examples are train scheduling (which connecting
trains should wait for a delayed train, which not, to avoid critical dependencies?), au-
tomated planning, project organization and program verification. The task is to find a
cycle-free order of the procedures such that one procedure delivers its result before the
next routine is started. How time-consuming is the task of finding such an order?

In all these cases, the order may remain partly unspecified between elements for
which the order does not matter. In other cases, the specific order (dependency) is vital,
and it is necessary to deduce the hidden truth. For example, when tracking the spreading
of a contagious disease, it is not always clear who was the donor, or if there was contact
at all. Often, reasoning based on the known dependencies restricts the possibilities in
cases of uncertainty or helps to detect formerly unknown causes (as in the example
given in Fig. 2). These examples show that reasoning about dependencies, even with
uncertainty, is highly important. In all these problems it matters if two nodes in the
dependency graph have a common ancestor or not. In order to do automated reasoning,
a calculus is needed that expresses this relation between a pair of nodes. This helps to
distinguish between possibly affected spots and those that are unaffected. In which cases
do efficient algorithms exist to detect causes and implications, to discover dependencies,
and to find an order compliant with a given specification?

We present and investigate a calculus that suits to represent and deduce knowl-
edge about dependencies by extending the language of partial ordering. This calculus
is useful in various applications dealing with reasoning about spatial, temporal, spatio-
temporal, topological, competitive, or causal relations.

3 The Dependency Calculus and Partial Orders

3.1 Formal Definition of PAdc

To begin with the formalization of these concepts, let us recall the definition of a partial
order: A partial order is a relation ≤⊂ A×A that satisfies the following three properties
for any a, b, c ∈ A:
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i. Reflexivity: a ≤ a.
ii. Antisymmetry: If a ≤ b and b ≤ a, then a = b.

iii. Transitivity: If a ≤ b and b ≤ c, then a ≤ c.

A total order is a partial order that satisfies a fourth property:

iv. Comparability: For any a, b ∈ A, either a ≤ b or b ≤ a.

PAdc is based on the notion of relations between pairs of variables interpreted
as elements of a partial order. We consider five basic relations, which we denote by
≺, =,�, �,�. If x, y are points in a partial order 〈T,≤〉, then we define these relations
in terms of the partial order as follows:

x ≺ y iff x ≤ y and not y ≤ x.
x = y iff x ≤ y and y ≤ x.
x � y iff y ≤ x and not x ≤ y.
x � y iff ∃z z ≤ y ∧ z ≤ x and neither x ≤ y nor y ≤ x.
x � y iff neither ∃z z ≤ y ∧ z ≤ x nor x ≤ y nor y ≤ x .

Semantically, a constraint v1 R v2 holds in a partial order (T,≤) that complies with
this definition. All relations between nodes in Fig. 1 can be described by these five basic
relations. For describing trees, the four relations {≺, =,�, �} are sufficient. Therefore,
whenever the relation � occurs, the graph cannot be a tree.

A boolean algebra contains all unions ∪, intersections ∩, and complements − of a
set of basic relations. If a boolean algebra is closed under additional operations compo-
sition ◦ and inverse −1, it is called relation algebra, whereby

x R−1 y holds iff y R x,
x (R1 ◦ R2) y holds iff ∃z x R1 z and z R2 y.

PAdc is the concrete binary finite relation algebra [8] generated by {≺, =,�, �,�}.
Furthermore, given an atomic relation algebra A with finite atom set B(A) (i.e. B(A) is
the set of all basic relations), each relation r ∈ A can be written in a unique manner as a
union of basic relations b1, . . . , bn. Algebraic functions such as composition, converse,
intersection, union, and complement, can be computed from basic relations:

(b1 ∪ · · · ∪ bt) ◦ (b′1 ∪ · · · ∪ b′l) =
⋃

1≤i≤t,1≤j≤l

(bi ◦ b′j) (1)

(b1 ∪ · · · ∪ bl)−1 = (b−1
1 ∪ · · · ∪ b−1

l ) (2)

Hence, it is sufficient to analyze the basic relations. For B(PAdc), the composition
operator is defined in Table 1. Composition tables are important for constraint based
reasoning. For instance, the path-consistency algorithm [9], which can be used to iden-
tify some inconsistent networks, uses the composition table. PAdc is the relation alge-
bra generated by the 5 basic relations ≺, =,�, �,� and the associated composition as
shown by Table 1. The universal relation {≺, =,�,�, �} is denoted by �.
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Table 1. The composition table of PAdc

◦ ≺ = � � �
≺ ≺ ≺ � � ≺, �,�
= ≺ = � � �
� ≺, =,�, � � � �,�, � �, �
� ≺,�,� � � � ≺,�, �
� ≺, � � �,�, � �,�, � �

3.2 Computational Complexity

Assume that a set of constraints between some points is given. One question might
be whether this set is consistent: Is it possible to construct a network in which all the
constraints are satisfied? And, what is the computational effort for constructing it?

Definition 1. Let R ⊆ PAdc be a set of point relations and C a class of partial orders.
A constraint system is a directed multigraph Π = (V, E), where the nodes in V are
point variables and E ⊆ V ×R×V denotes the constraints imposed on the variables.
A tuple (f, (T,≤)) where f : V → T is a total function and (T,≤) ∈ C is called an
interpretation of Π . It is satisfiable iff there exists an interpretation M = (f, (T,≤))
such that f(u) R f(v) holds for every (u, R, v) ∈ E. M is called a model of Π . There
are two types of problems for such a given constraint system:

i. The satisfiability problem SATC(R): Is Π satisfiable?
ii. The network design problem NDPC(R): Find a model of Π .

The size of a problem instance (V, E) is |V | + |E|.

In an interpretation, a partial order is chosen such that each variable V is assigned to an
element of the partial order. But this assignment is not required to be surjective: Not all
elements of the partial order must correspond to a variable.

This definition of a satisfiability problem is a generalization of the classical defini-
tion of a Constraint Satisfaction Problem (CSP): Given a description consisting of

– a set V of n variables {v1, ..., vn},
– the possible values Di of variables vi,
– constraints (sets of relations) over subsets of variables,

Is it possible to find an assignment vi �→ Di satisfying all constraints?
In our case, the possible values Di are not fixed. We only know that the possible

values Di are part of a member in the class of partial orders P . A CSP is a satisfiability
problem with a class that consists just of one given partial order (T,≤).

Lemma 1. For a class C of partial orders and set of relations R,
a. if SATC(R) is in P, the same holds for NDPC(R), and vice versa.
b. if SATC(R) is NP-complete, NDPC(R) is NP-complete, too.

Proof. Obviously, NDPC(R) is at least as difficult as SATC(R).
For a., assume that SATC(R) is in P. A PTIME algorithm for NDPC(R) is given by:
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for c = (x1, R, x2) ∈ E: \\ choose a constraint
set possible [c] ← false;
for b ∈ R: \\ choose a basic relation

set c ← (x1, {b}, x2); \\ fix basic relation b
if satisfiable (new constraint system): \\ test is in PTIME, by assumption

set possible [c] ← true; exit inner loop;
endfor; \\ try next basic relation
if possible [c] = false:

return NOT SATISFIABLE; \\ no feasible basic relation found
endfor; \\ take next constraint
return SATISFIABLE. \\ as all constraints are possible

For b., a scenario can be guessed, i.e. a jointly satisfiable set of basic relations. There-
fore, by assumption, a model can be guessed and verified in polynomial time.

It is easy to transform a directed acyclic graph into a partial order by taking the
transitive and reflexive closure. Let DAG be the class of partial orders obtained by such
transformations. What can we expect in terms of complexity for SATDAG(PAdc)? We
call this the ”general” case and write SAT (PAdc).

An interesting question is whether the relation � in PAdc provides additional com-
plexity in comparison with PApo. Or is the general satisfiability problem still NP-
complete (cf. [14])? Assume that we have two relation algebras given. One of these
relation algebras has been perfectly analyzed in terms of complexity questions and
tractable fragments. Can we find a mapping from one algebra to the other, preserving all
relevant properties, to transfer all results? By the following definitions, we introduce the
concept of homomorphisms and isomorphisms between relation algebras, and we will
extend this to a certain kind of reduction - a reduction which preserves the tractability.

Definition 2. For relation algebras Γ , Γ ′ a homomorphism is a function γ from Γ to
Γ ′ such that γ preserves all operations of the boolean algebra and for relations R, S:

1. γ (R−1) = γ (R)−1

2. γ (R ◦ S) = γ (R) ◦ γ (S)

A homomorphism γ : Γ → Γ ′ is called a monomorphism if γ (R) = γ (S) implies
R = S for all relations R, S and an isomorphism if γ (R) = γ (S) ⇐⇒ R = S.

Definition 3. For two relation algebras Γ, Γ ′ a tractability-preserving-homomorphism
(tph) is a homomorphism γ from Γ to Γ ′ such that each subset β ⊆ Γ is tractable iff
γ (β) ⊆ Γ ′ is tractable. An isomorphic tph is called tpi.

Of course, tph and tpi are reflexive and transitive. In the literature there can be
implicitly found a tph on PApo [4] and another one for directed intervals [13].

Definition 4. A coarsening of a relation algebra is a monomorphism on its set of rela-
tions which is not an isomorphism.

An example of a coarsening of RCC-8 is RCC-5 (cf. Fig. 3). The tph and tpi are
important for problems like the following: Given are two relation algebras Γ and Γ ′. If
we have a tph γ : Γ

γ→ Γ ′ and know that β ⊆ Γ is (in)tractable, then we know that
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X DR Y X PO Y X EQ Y X PP Y X PP−1 Y

Fig. 3. The RCC-5 Relations

the image γ(β) is (in)tractable in Γ ′. But, how do we know if a subset β′ of Γ ′ is the
image of a tractable subset β of Γ ? The advantage of a tpi compared to a tph is that
for a tpi there exists an inverse function, so that it is possible to transfer the tractable
classes in both directions. If we know a maximal tractable subclass β′ ⊆ Γ ′, the tph
does not allow to say anything about the maximal tractable subclasses of Γ . But with a
tpi, we could identify the maximal tractable subclasses of Γ .

In order to identify maximal tractable subclasses of PAdc, the tph given in [4] is
here not sufficient. Instead, we use the following tpi γ:

Lemma 2. A tpi γ from PAdc to RCC-5 (cf. Fig. 3) is given by:

γ : ≺ �→ PP = �→ EQ � �→ PP−1

� �→ PO � �→ DR

Proof. The claim that γ is a homomorphism follows from a comparision of the compo-
sition table of PAdc with RCC-5 and the observation that for the only non-symmetric
relation ≺ holds: γ(≺)−1 = (PP)−1 = PP−1 = γ(�). Therefore, it is sufficient to
prove that γ is tractability-preserving and isomorphic. The reduction is an one-to-one
identification of the basic relations in linear time. As any relation of a relation algebra
consists of a union of basic relations, we can identify each relation of PAdc with a re-
lation of RCC-5 in linear time. Therefore, the reduction is isomorphic and tractability-
preserving if it preserves satisfiability.

In order to show that for each model of PAdc there is a model in RCC-5, let a set
of constraints of PAdc with model M be given. For each element y in M , we introduce
a point Py . We define for each element x in M a set Sx = {Py | y ≺ x} so that:

Sx � Sy ⇐⇒ x ≺ y
Sx � Sy ⇐⇒ x � y
Sx = Sy ⇐⇒ x = y
Sx ∩ Sy = ∅ ⇐⇒ ¬ ∃a : a ∈ Sx ∪ Sy ⇐⇒ x � y
Sx ∪ Sy /∈ {Sx, Sy}

∧ Sx ∩ Sy �= ∅ ⇐⇒ ∃a : a ∈ Sx ∩ Sy ⇐⇒ x � y.

So, the reduction from PAdc to RCC-5 preserves the satisfiability. Finally, it has to
be shown that a model of RCC-5 is a model of PAdc. We interprete the PAdc relations
as derived from the partial order ⊆= {PP, EQ}.

X PP Y ⇐⇒ X {PP, EQ} Y ∧ ¬(X EQ Y ) =⇒ X ≺ Y
X EQ Y ⇐⇒ X = Y
X PP−1 Y ⇐⇒ X {PP, EQ}−1 Y ∧ ¬(X EQ Y ) =⇒ X � Y

X PO Y implies ∃Z Z ⊆ X ∧ Z ⊆ Y . From this, it follows that there is a Z with
Z ≺ X and Z ≺ Y , and this is the definition of �. Similarly, from X DRY follows
¬ ∃Z Z ⊆ X ∧ Z ⊆ Y , hence X � Y .
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The tpi is not only an isomorphism between RCC-5 and PAdc, but also a poly-
nomial reduction in both directions. For that reason, the following theorem is an easy
implication:

Theorem 1. SAT(PAdc) is NP-complete.

With Lemma 1, we get the next consequence.

Corollary 1. NDP(PAdc) is NP-complete.

The tpi provides us not only with the results about the NP-completeness of the general
satisfiability problem, but also allows to identify all maximal tractable subclasses by a
reduction to the classes presented in [12]. The results are depicted in Table 2.

Table 2. The tractable subclasses of PAdc

τ28 τ20 τ17 τ14

⊥ • • • •
{�} • •
{�} • •

{�, �} • •
{≺} • •

{�,≺} • •
{�,≺} •

{�, �,≺} • •
{�} • •

{�,�} • •
{�,�} •

{�, �,�} • •
{≺,�} •

{�,≺,�} • •
{�,≺,�} • •

{�, �,≺,�} • • •

τ28 τ20 τ17 τ14

{=} • • • •
{=,�} • • •
{=, �} • • •

{=, �,�} • • •
{=,≺} • • •

{=,≺,�} • • •
{=,≺, �} • •

{=,≺, �,�} • • •
{=,�} • • •

{=,�,�} • • •
{=,�, �} • •

{=,�, �,�} • • •
{=,≺,�} • •

{=,≺,�,�} • • •
{=,≺,�, �} • • •

� • • • •

In fact, the relations including {=} are contained in τ28, τ20, τ14 if and only if R \ {=} is
contained in τ28 (τ20,τ14). τ17 contains all relations including {=} and the empty relation ⊥.

Theorem 2. The four classes τ28, τ20, τ17, τ14 (cf. Tab. 2) are the only maximal tractable
subclasses of PAdc.

Such correspondence functions have clear advantages: Not only do we have the
answers for all questions concerning the complexity investigations, and we know that
RCC-5 and PAdc are satisfiability equivalent up to isomorphism, but we have also
found a connection between the field of reasoning on directed graphs and on topological
constraint problems. Since there are many techniques known for handling graphs, some
benefits for the RCC-5 algebra by such a translation should be possible.
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4 The Associated Interval Algebra

4.1 Definition of the Interval Algebra IAdc

There are applications in which it is not sufficient to compare single points in a network.
For instance, pollution in a pipe network is not restricted to single points but extends to
whole sections, and automated planning and project management deal with tasks that
span over time intervals. This shows the need for a calculus with intervals as its basic
elements. The basic relations are the relations between intervals that are definable by
PAdc relations of its endpoints (cf. Fig. 4).

Definition 5. An interval I = [sI , eI ] is a pair of points satisfying sI ≺ eI . The interval
algebra IAdc is the relation algebra generated by quadruples of relations as basic
relations

B =
{(

Rss Rse

Res Ree

)
|Rss, Rse, Res, Ree ∈ {≺, =,�,�, �}

}
closed under ∩,∪,− , ◦,−1. For I = [s, e] and I ′ = [s′, e′], being in relation I R I ′

means s Rss s′, s Rse e′, e Res s′, and e Ree e′.

In an identical way, the associated interval algebra IApo for partial order PApo can be
introduced based on the set {≺, =,�, ‖}. The concepts and results for IAdc are also
applicable to IApo as for IApo, the two relations {�,�} collapse into one relation {‖}.
Some examples for IAdc relations are given in Fig. 5. In IApo, the three relations in the
upper row collapse to the relation fa =

(
‖ ‖
� �

)
and in the lower row to fa−1.

In the following, we write (R) for
(

R R
R R

)
(R ∈ PAdc) and eq for

(
= ≺
� =

)
. Further,(

{R1, R2} Rse
Res Ree

)
abbreviates

(
R1 Rse

Res Ree

) ∪ (
R2 Rse

Res Ree

)
, etc.

Rse
Res Ree

ssR

s e

 s’ e’

Fig. 4. A basic IAdc relation is a combination of the basic PAdc relations Rss, Rse, Res, Ree

Fig. 5 and Fig. 6 show advantages of the new, finer interval calculus: More situations
can be distinguished and more conclusions are possible. Fig. 6 shows a situation in a
railway network. An obstruction B blocks the way from A to C. Can A reach its aim C?
The situation is formally described by: A (≺) A1, A1 (≺) C, A2 (≺) C, B (≺) C,

B
(
{≺, =, �} ≺
{≺, =, �} ≺

)
A1, B

(
{
, �} ≺
{
, �} ≺

)
A2, A1

(
{
, �} ≺

� =

)
A2

By specifying the latter relation, e.g. to A1
(

 ≺
≺ =

)
A2 , new conclusions can be drawn, in

this case, A (≺) A2 becomes impossible. This means, if B is an obstacle on the path
from A to C via A1, then there is no alternative route via A2.
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s’

e’
s e

s’

e’
s e

s

e

s’ e’

s

e

s’ e’

pp

fa fa fa−1 −1−1
s’

e’
s e

pp

fa fa fas

e

s’ e’

es’ss’

ss’ se’

Fig. 5. Six examples for IAdc relations. Refinements of the “finally after” relation and its inverse.

2A

A1

A C
B

A2

A1

A C
BA1

A2

A

C
B

Fig. 6. Reasoning with uncertainty. The dashed line indicates that it is unknown if there is a
path from A to A2. In contrast to IApo, IAdc concludes such knowledge: Depending on the
IAdc relation between A1 and A2, the interval B can or cannot be bypassed using direction A2.

Remark 1. IAdc is a finite relation algebra consisting of 45 basic relations.

For each ‖ occurring as a point relation in an IApo relation, specifiying it to either �
or �, leads to different IAdc relations. Omitting impossible cases like

(� 

∗ ∗

)
,
(� ∗

 ∗

)
,
(� ∗
∗ 


)
,(

∗ �
∗ 


)
,
(
∗ ∗
� 


)
leaves 45 possible cases, where ∗ can be any basic relation.

For IAdc, the set U of unions of basic relations with ∪,∩, and − forms a boolean
algebra. For basic relations, the operators ◦ and −1 lead to the following relations of U :(

Rss Rse

Res Ree

)−1

=
(

Rss
−1 Res

−1

Rse
−1 Ree

−1

)
(3)

R ◦ R′ =
(

Rss ◦ R′
ss ∧ Rse ◦ R′

es Rss ◦ R′
se ∧ Rse ◦ R′

ee

Res ◦ R′
ss ∧ Ree ◦ R′

es Res ◦ R′
se ∧ Ree ◦ R′

ee

)
(4)

Because of equations (1) and (2), U contains the result of operations ◦,−1 on arbitrary
relations. Fig. 7 gives examples for such compositions.

AA A A

C B C B C B C B

Fig. 7. In contrast to IApo, IAdc discerns these specifications of A({�,�})B ◦ B(�)C
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4.2 The Complexity of the Interval Algebra IAdc

For a given set of IAdc constraints, how hard is it to decide the satisfiability?

Theorem 3. The satisfiability problem of IAdc is NP-hard.

Proof. (Sketch) We give a tpi from PAdc to a subset of IAdc. We set γ(=) = eq and
γ(R) =

(
R R
R R

)
for all other basic relations, and extend it by γ(R∪R′) = γ(R)∪γ(R′).

By applying the rules (3) and (4) above, it is possible to show that ◦,−1 are preserved.
For any solution of the interval case, a solution of the point case is found by picking
an arbitrary point from the interval. Vice versa, for every solution of the point algebra,
a solution of the interval case can be constructed by ”inflating” the points, i.e. for each
point x, we introduce an interval x̄ = [x−, x+]. As satisfiability is preserved and the
translation can be done in linear time, the reduction is tractability-preserving.

Thus, for specific subclasses of IAdc we know if they are tractable, namely for the ones
containing only unions of relations of the type (R) or eq. But, are there larger tractable
subclasses? We define special subclasses of unions of basic relations: pointizable rela-
tions P and gadgetable relations G. The class of pointizable relations has been for the
first time introduced for IAlin, and shown to be a tractable subclass [10]. However, we
will show that the general class is not tractable for IAdc and neither for IApo.

Definition 6. For a subset S ⊆ PAdc, a relation R is called S-pointizable if it belongs
to the class

PS =
{(

Rss Rse
Res Ree

)|Res, Rse, Res, Ree ∈ S
}

PS consists of those IAdc relations that can exactly be expressed by a set S of PAdc re-
lations between its endpoints. What if we generalize this concepts to IAdc relations that
can exactly be expressed by a set of PAdc relations between a larger set of points? A
superset of the endpoints with such relations is called a gadget.

Definition 7. A gadget (Vm, Em) for an IAdc relation R is a set of point variables
Vm = {p1, . . . , pm} (m ≥ 4) with PAdc relations between them so that:

1. In each satisfying assignment of (Vm, Em), [p1, p2]R[p3, p4] is satisfied.
2. For each assignment of p1, . . . , p4 holds: It can be extended to p1, . . . , pm in a way

satisfying all relations of (Vm, Em) iff [p1, p2]R[p3, p4] is satisfied.

For S ⊆ PAdc, an IAdc relation R is called S-gadgetable (R ∈ GS) if all the PAdc re-
lations of a gadget for R are relations of S. We write G for GPAdc

and P for PPAdc
.

Example. With I = [p1, p2] and I ′ = [p3, p4], the points p1, .., p6 with the relations
indicated in Figure 8 form a gadget for the IAdc relation I

(

 ≺
� {≺, �}

)
I ′.

Consider the first property: p1 � p3 is directly a relation of the gadget. The point
p5 with its relations enforces that p1 ≺ p4, p2 � p3, and p2 �� p4. As p6 with its
relations enforces that p2 �= p4, p2 �� p4, only p2{≺, �}p4 remains satisfiable. The
second property holds since any model of I

(

 ≺
� {≺, �}

)
I ′ can be extended to include

p5, p6 in a way satisfying all these PAdc relations.
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p2p1

p4p3

p5
p6

Fig. 8. A gadget with 6 points (with PAdc relations as indicated at the dotted edges)

A
C
B

A
C
B

C

C

B

A

B

A A’

B’

Fig. 9. The left part shows the two only cases satisfying the gadget for A (≺) ∪ (�)B, and the
right part shows the two possibilities (A, B) and (A′, B′) satisfying the gadget for (�) ∪ (�)

All basic IAdc relations and relations (R) are pointizable, and pointizability is
closed under ∩ and −1, but not under ∪. For instance, the relation (≺) ∪ (�) 1 is not
pointizable. But all relations are subsets of a pointizable relation because⎛⎝Rss Rse

Res Ree

⎞⎠ ∪
(

R′
ss R′

se

R′
es R′

ee

)
⊆

(
Rss ∪ R′

ss Rse ∪ R′
se

Res ∪ R′
es Ree ∪ R′

ee

)
.

Theorem 4. G,P are intractable subclasses of IAdc.

Proof. By definition, PS ⊆ GS . Consider the set R := {({�, �}), ({≺,�}), (

 ≺
� =

)}.
We show that R � P is intractable. Due to Table 2, {{�, �}, {≺,�}} is not contained
in a tractable subclass of PAdc. Applying γ from Theorem 3 shows that the satisfiability
problem over I := {(�)∪(�), (≺)∪(�)} � IAdc is intractable. A satisfiability prob-
lem over I can be reduced to R because A(≺)∪ (�)B is satisfiable iff the correspond-
ing gadget A({≺,�})B, A({≺,�})C, B({�, �})C is satisfiable, and A(�) ∪ (�)B
is satisfiable iff A({�, �})B, A(≺) ∪ (�)CA, B(≺) ∪ (�)CB , CA

(

 ≺
� =

)
CB is sat-

isfiable (cf. Fig. 9). Hence, intractability is inherited from I via R to P and G.

Not all gadgetable relations are pointizable. For instance, (≺) ∪ (�) is gadgetable, but
not pointizable: Hence B � P � G � IAdc.

If S is tractable in PAdc , PS is tractable in IAdc. How about the larger class GS?

Theorem 5. If R is a class of S-gadgetable IAdc relations and the satisfiability prob-
lem over S is tractable, then the satisfiability problem over R is tractable.

Proof. For a given set of constraints for n intervals, we need to find a polynomial algo-
rithm that decides if it is satisfiable. The idea is to translate the S-gadgetable IAdc con-
straints into corresponding PAdc constraints over S. Since S is a tractable subclass of
PAdc, there is a polynomial procedure to decide consistency. We have to show that only
a polynomial number of PAdc relations is needed, and that the translation is possible in
polynomial time. For each of the finitely many interval relations, a gadget is fixed. The

1 This relation may describe that two projects need to be done by the same person in any order.
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largest one defines an upper bound M for the used gadget’s size (number of points in
it). Hence, replacing the S-gadgetable IAdc constraints by the associated S constraints
can be done in O((M ·n2)2) = O(n4).

Corollary 2. B,Gτ28 ,Gτ20 ,Gτ17 ,Gτ14 are tractable subclasses of IAdc.

B is tractable since B ⊆ G{{≺},{=},{�},{
},{�}} ⊆ Gτ28 .

From this, the NP-completeness of IAdc can be concluded. The NP-hardness fol-
lows directly from Theorem 3. The membership in NP follows from the tractability of
constraints of basic relations. For an arbitrary set of constraints of IAdc, we guess a
scenario (i.e. all constraints are basic relations), and because of Corollary 2, we can test
if it is satisfiable. With Lemma 1, we get the complexity class of the IAdc problems.

Corollary 3. SAT(IAdc) and NDP(IAdc) are NP-complete.

5 Outlook and Summary

Starting from the question how a relation algebra useful for reasoning about dependen-
cies in general networks should be designed, we have identified a calculus that qualifies
points in such a network. This calculus consists of five basic relations.

Traditional reasoning for points in networks uses only four relations: before, equal,
after, and unrelated. This language has been used so far for modelling networks usually
thought of as models for relational systems in space, time or space-time. We showed
that an algebra for reasoning about dependencies needs a new ’fork’ relation. This re-
lation, which states that two points have a common ancestor, proved useful in various
application areas from ecological systems, over transportation networks, to planning
and medical diagnosis. Also dependencies in a Bayesian network can be expressed.

In a formal analysis of this calculus, we proved that the complexity of the general
satisfiability problem is NP-complete as well as the satisfiability problem of the corre-
sponding interval algebra IAdc. This means, in general, the problem of finding out if
there is a network satisfying certain conditions, is rather difficult. But in many cases,
there is a polynomial algorithm. We have identified all tractable subclasses of PAdc,
via a tractability preserving isomorphism into the RCC-5 calculus. Classes of the new
type of S-gadgetable relations were identified as tractable subclasses of IAdc. We have
shown how these results for IAdc can also be applied to the proper subclass IApo.

This work opens the field in many directions: By the tph and tpi techniques pre-
sented here, the satisfiability equivalence of different relation algebras can be shown,
and the expressibility and complexity of these algebras can be transfered and com-
pared. Further investigations should reveal that the class of S-gadgetables are maximal
tractable subclasses for IApo and IAdc. Variations of the presented calculi are possi-
ble. Making the similar distinction for common consequences like for common causes
could easily be expressed by our calculus with a direction-reversed interpretation. The
combination of both provides a framework to satisfy the suggested extension of the lin-
ear directed intervals on networks [13]. Another promising idea is the temporalization
of the dependency calculus for modeling dependencies that vary over time.
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Abstract. To reason about geographical objects, it is not only necessary to have
more or less complete information about where these objects are located in space,
but also how they can change their position, shape, and size over time. In this
paper we investigate how calculi discussed in the field of qualitative spatial rea-
soning (QSR) can be temporalized in order to gain reasoning formalisms that can
be used to express spatial configurations and their dynamics. In a first step, we
briefly discuss temporalized spatial constraint languages. In particular, we inves-
tigate how the notion of continuous change can be expressed in such languages
and how continuous change is represented in the so-called conceptual neighbor-
hood graph of the spatial calculus at hand. In a second step, we focus on a special
reasoning problem, which occurs quite naturally in the context of temporalized
spatial calculi: Given an initial spatial scenario of some physical objects, which
scenarios are accessible if the set of all possible paths of these objects is con-
strained by some further conditions? We show that for many spatial calculi this
general problem cannot be dealt with by using the information encoded in the
classical neighborhood graphs, as usually discussed in the literature. Rather, we
introduce a generalized concept of neighborhood graph, which allows for reason-
ing about objects in such dynamic settings.

1 Introduction

To reason about geographical objects, it is not only important to have information about
where these objects are located in space, but also how they can change their position,
shape, and size over time. Some physical objects such as chairs, towers, and stars are
usually assumed to be rather robust to changes in shape and size (at least from the
point of what we can experience without using scientific instruments). Other objects
such as hurricanes, clouds, and balloons may vary their size and shape quite rapidly.
Obviously, how physical objects can change such spatial properties depends on the
physical quality structure of the respective object and its environment. A crucial notion
in this context is the notion of continuous change since it seems common-sense that
many property changes occur continuously. Topic of the paper will be to discuss how
continuity concepts can be integrated into the formal calculi discussed in the qualitative
spatial reasoning literature.

Under the heading of qualitative spatial reasoning, many formalisms for represent-
ing, and reasoning with, spatial configurations have been discussed in the past two

U. Furbach (Ed.): KI 2005, LNAI 3698, pp. 64–78, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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decades. In recent years also the issue of how to temporalize such spatial formalisms
has gained more attention in the literature. Obviously, temporalizations of spatial calculi
can be developed by exploiting different research strategies. First, they can be embed-
ded into rich first-order theories by integrating mereotopological and temporal concepts.
For example, Muller [16] has proposed a first-order theory of spatio-temporal entities,
which is based on the first-order theory of the region connection calculus [19]. Second,
temporalizations may be discussed in the framework of temporal logics. The combi-
nation of RCC8 and linear time temporal logic, for example, has been investigated by
Wolter and Zakharyaschev [21] and Gabelaia et al. [10]. Third, spatio-temporal rep-
resentation languages can be obtained via temporalizing a spatial constraint language
(e. g., RCC8) by a suitable temporal constraint language such as Allen’s interval cal-
culus. Bennett et al. [3] proposed such a reasoning formalism, which was further in-
vestigated by Gerevini and Nebel [13]. From a more philosophical perspective, Galton
[11] discussed various facets of continuous change, in particular, how such changes can
be consistently described at different levels of granularity and how their qualitative and
quantitative descriptions are related to each other.

In this paper we focus on the third research strategy outlined previously. In more
detail, we discuss temporal constraint languages, which are enriched by formulae ex-
pressing time-dependent spatial constraints. In these languages it is possible to express
temporally annotated spatial information as well as their temporal relationships. Then
two kinds of reasoning tasks may be distinguished: The static reasoning problem is to
determine whether such a spatio-temporal description is consistent, i. e., whether there
exists a temporal model satisfying each temporal constraint as well as each temporally
annotated spatial constraint. The dynamic reasoning problem is to determine whether,
given a set of transformation constraints, there exists a continuous transformation be-
tween two spatial configurations such that none of the transformation constraints is
violated. For example, the well-known Towers of Hanoi puzzle may be cast as such a
problem.

A central notion in the context of temporalized spatial constraint networks is that of
a neighborhood graph. For many qualitative spatial reasoning formalisms researchers
have intensively discussed the so-called conceptual neighborhood graph, a concept
introduced first by Freksa [9]. The neighborhood graph is usually understood as to
describe which relation transitions be possible if the objects are subject to minimal
changes. This interpretation of neighborhood graphs is clearly temporal, that means, it
aims at describing the dynamics of the relations at hand.1 Interestingly, the neighbor-
hood graph often is not uniquely determined by the underlying background theory of
the respective calculus [e. g., 18]. For instance, different neighborhood graphs can be
found depending on whether objects are allowed to change their size or whether one
allows two objects to be changed at the same moment. This means that, in principle,
neighborhood graphs are a suitable means for encoding spatial information about the
kind of objects that are described by the qualitative spatial calculus at hand. But in
our opinion, the traditional concept of neighborhood graph is too restricted to be really
useful for reasoning with spatio-temporal constraints. For this reason we present a gen-

1 In the literature there is a further research stream, in which neighborhood graphs are discussed
in the context of conceptual neighborhoodness of relations Knauff [14].
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eralized concept of neighborhood graph, which may be considered a first step towards
developing a more general theory on dynamic reasoning problems.

The paper is organized as follows: In section 2 we briefly introduce the calculi that
will be of interest in the following sections. In section 3 we discuss spatio-temporalized
constraint languages and their models. Moreover, we present a precise notion of con-
tinuous change that enables us to analytically prove the correctness of neighborhood
graphs. In section 4 we explain how generalized neighborhood graphs can be applied in
order to solve dynamic reasoning problems. In more detail, we present the generalized
neighborhood graphs for the point algebra and for RCC5. Finally, section 5 gives a short
summary of our results and a brief outlook on interesting future work.

2 Preliminaries

Let us start by briefly sketching the qualitative calculi that will be of interest in the
following sections. Readers familiar with these calculi may wish to skip this section.

Constraint Satisfaction Problems. Qualitative reasoning problems are usually cast as
constraint satisfaction problems (CSP), i. e., as a problem to determine whether a con-
straint network (a finite set of constraints) is satisfiable or entailed by another constraint
network. Typically, a qualitative constraint network is a finite set of constraints of the
form xRy where x and y are variables taking values in a given domain D, and a binary
relation R defined on D. For modelling imprecise knowledge, one usually considers
sets of relations that are closed with respect to unions. In more detail, given a specific
level of granularity chosen describing the domain at hand, one starts by identifing a
(finite) set jointly exhaustive and pairwise disjoint sets of base relations on the domain.
A composition table gives information about which constraints xRy are possible if one
has complete knowledge about how x and y are related (via base relations) to a third
object z. Speaking more algebraically, from a set of base relations (containing the iden-
tity relation) and a composition table (satisfying some requirements), one can build up
a relation algebra, i. e., a set of relations that contains the identy relation and is closed
with respect to unions, intersections, converse formation, and composition of relations.

To put these notions in a more precise context, we introduce the following terminol-
ogy: A qualitative constraint satisfaction problem is defined by a constraint language
L and a class of (intended) models. The constraint language usually consists of an in-
finite set of variables and a finite set of (binary) base relation symbols. A constraint is
a formula of the form x{R1, . . . ,Rn}y (meaning xR1 y∨·· · ∨ xRn y), where x and y are
variables and each Ri is a base relation symbol. Finite sets of constraints are referred to
as constraint networks. A model is a first- or higher-order structure M = 〈. . . ,D, . . . 〉
assigning an interpretation RM ⊆ D2 to each base relation symbol R. A (variable) as-
signment in M is a function a that assigns an element a(x) ∈ D to each variable x.
Given an assignment a and an element d ∈ D, the function a(x/d) is defined as the
function that coincided with a in all variables distinct from x and assigns object d to
variable x. A constraint x{R1, . . . ,Rn}y is said to be satisfied in M by a (denoted by
M ,a |= x{R1, . . . ,Rn}y) if (a(x),a(y)) ∈ RM

i for some 1 ≤ i ≤ n. A constraint network
C is said to be satisfiable in a class of models if there exists a model M in this class as
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well as an assignment a in M such that all constraints in C are satisfied. Furthermore,
a composition table is a map assigning to each pair of base relations Ri and R j a set of
base relations Ri ◦R j = {Rk1 , . . . ,Rkm}. A composition table is said to be extensionally
correct for M if for each pair of base relations Ri and R j and each assignment a,

M ,a |= x(Ri ◦R j)y ⇐⇒ ∃d ∈ D s. t. M ,a(z/d) |= xRi z and M ,a(z/d) |= zR j y.

If the base relations defined by M are (a) jointly exhaustive (i. e.,
⋃

1≤i≤n RM
i = D2),

(b) pairwise disjoint (i. e., RM
i ∩RM

j = /0 for i �= j), (c) closed with respect to converses

(i. e., RM
i = (RM

j )� := {(x,y) : (y,x) ∈ RM
j }), and (d) have an extensionally correct

composition table, then there exists a uniquely determined algebra of binary relations
on the domain set D.

Point Algebra. The point algebra (for linear time) may be considered the most simple
qualitative calculus. The point algebra (PA) describes the relations between instants of
linear flows of time. Hence, this algebra considers the three base relations < (“earlier”),
= (“equal”), and > (“later”), as well as unions of them. Point algebras can also be
defined for much weaker relational structures such as branching flows of time, partial
orders, etc.

Interval Algebra. Given a linear flow of time, an Allen interval is a pair of instants
〈t1,t2〉 with t1 < t2. By comparing the relative positions of start and endpoints of two
intervals, one can identify thirteen jointly exhaustive and pairwise disjoint base rela-
tions between intervals, which are known in the literature as the Allen 13 relations (cf.
Table 1).

RCC5 and RCC8. The most prominent calculi in the domain of spatial qualitative rea-
soning are the region connection calculi RCC5 and RCC8. These calculi allow for

Table 1. The 13 base relations of Allen’s interval algebra

Relation Converse Pictorial Representation

I b J J bi I
I

J

I m J J mi I
I

J

I o J J oi I
I

J

I d J J di I I
J

I s J J si I I
J

I f J J fi I I
J

I e J J e I I
J
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X Y X Y
Y

X Y
X

X
Y

X DR Y X PO Y X EQ Y X PP Y X PPi Y

Fig. 1. The RCC5 relations

expressing relations between regions, which often are represented as non-void, con-
nected, and regular closed (or regular open) subsets of some topological space. The set
of RCC5 base relations consists of the relations DR (“discrete”), PO (“partially over-
lap”), PP (“proper part”), PPi (“proper part inverse”), and EQ (“equal”) (cf. Fig. 1).
RCC8 refines these relations by splitting DR into the relations DC (“disconnected”)
and EC (“externally connected”) and by splitting PP (analogously PPi) into the rela-
tions TPP (“tangential proper part”) and NTPP (“non-tangential proper part”). From
the semantical point of view, a topological model is a tuple M = 〈S,O,Reg〉, where
〈S,O〉 is a topological space (O being its set of open sets) and Reg is a non-void set
of regular closed subsets of S. Topological models induce RCC5 and RCC8 models in
a natural manner: For example, for regions X and Y , the pair (X ,Y ) is in DRM if and
only if X ∩Y = /0 and (X ,Y ) ∈ NTPPM if and only if there exists an U ∈ O such that
X � U ⊆ Y .

The composition table of RCC5 (cf. Table 2) is known to be correct if the relations
are interpreted on closed discs in the Euclidean plane. In this case the RCC5 relations
coincide with the relations definable in terms of the subset relation. For this reason,
RCC5 is sometimes also referred to as containment algebra.

Table 2. The composition table of RCC5

EQ DR PO PP PPi

EQ EQ DR PO PP PPi

DR DR
EQ, DR,

PO, PP, PPi
DR,PO,PP DR,PO,PP DR

PO PO DR,PO,PPi
EQ, DR,

PO, PP, PPi
PO,PP DR,PO,PPi

PP PP DR DR,PO,PP PP
EQ, DR,

PO, PP, PPi

PPi PPi DR,PO,PPi PO,PPi EQ, PO, PP,
PPi

PPi

3 Temporalizing Spatial Calculi

The general method for temporalizing the language of a given spatial calculus is the
following: Let 〈VT,RT〉 be the language of a temporal calculus T and 〈VS,RS〉 be the
language of a spatial calculus S, that is, VT and VS are disjoint sets of variables and RS
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and RT are the sets of base relation symbols of the respective calculi. In general, the
temporal calculus will be the point algebra or the interval algebra for linear time (but,
of course, the method is not restricted to these calculi). In what follows, constraints of
the temporal calculus, i. e., formulae of the form

i{R1, . . . ,Rn} j (i, j ∈ VT, R1, . . . ,Rn ∈ RT)

are referred to as temporal constraints. We now enrich the language of T by temporal-
ized spatial constraints, namely formulae of the form:

i : x{S1, . . . ,Sn}y (i ∈ VT, x,y ∈ VS, S1, . . . ,Sn ∈ RS).

In the sequel, the combined calculus will be referred to as T :S.
How can we define models for this language in terms of respective models for the

temporal and spatial languages? To illustrate this, let us start by defining the models
of a spatial calculus chosen from the RCC-family (denoted by RCCx), which is tem-
poralized by PA. The key concept for defining such models is that of a temporalized
topological model (note that the concept used here presents a modified version of the
concept introduced by Wolter and Zakharyaschev [21]):

Definition 1. A temporalized topological model (abbr. by tt-model) is a tuple M =
〈T,<,S,O,Reg,Π〉, where 〈T,<〉 is a linear flow of time, 〈S,O〉 is a topological space,
Reg is a set of regions (i. e., non-void, connected, and regular closed subsets of S), and
Π is a non-void set of (object) paths π : T −→ Reg.

The idea on which the definition is based is the following: We assume that at each
instant, an object occupies a specific region in a fixed topological space. Since we are
only interested in the path of an object, i. e., in the sequence of regions occupied by the
object, it is reasonable to represent objects as functions assigning regions to instants.

Obviously, each temporalized topological model M induces a (temporal) model for
PA (denoted by MT) and a (spatial) model for RCCx (denoted by MS). A PA :RCCx
(variable) assignment in a tt-model is a pair a = 〈aT,aS〉, where aT : VT −→ T is a
function assigning instants to temporal variables and aS : VS ×T −→ Reg is a function
assigning a region to each spatial variable at each instant t such that aS,x(t) := aS(t,x)
defines an object path of M . Note that for each instant t, aS also defines an RCC5
assignment by aS,t(x) := aS(t,x). The model relation is then introduced as follows: For
temporal PA:RCCx constraints we set

M ,a |= i{R1, . . . ,Rn} j ⇐⇒ MT,aT |= i{R1, . . . ,Rn} j,

and for temporalized spatial constraints we define

M ,a |= i : x{S1, . . . ,Sn}y ⇐⇒ MS,aS,t |= x{S1, . . . ,Sn}y,

where t = aT(i).
In the case that a spatial calculus is temporalized with respect to the interval algebra,

we need to modify this semantics as follows: An IA : RCC5 assignment in a tt-model
is a pair a = 〈aT,aS〉, where aT assigns an ordered pair (aT(i)−,aT(i)+) ∈ T 2 with
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aT(i)− < aT(i)+ to each interval variable and aS is defined as above. Here the model
relation is defined as follows:

M ,a |= i : x{S1, . . . ,Sn}y ⇐⇒ MS,aS,t |= x{S1, . . . ,Sn}y, for each
t ∈ T with aT(i)− < t < aT(i)+.

Note that we only require that the spatial constraints hold in the interior of the interval.
This is necessary since if these spatial constraints need to hold at starting and endpoints
of the interval as well, then it would not be possible that a base relation holding between
objects X and Y in interval I changes to a different base relation between these objects
in any interval met by I. Hence, it would follow that a base relation holding between
two object would remain the same all the time, which is apparently unacceptable.

Let us illustrate these notions by some examples: If we temporalize the region con-
nection calculus RCC5 with respect to the point algebra, we can express that two ob-
jects X and Y are disjoint at some instant t, but overlap at some later instant t ′ by the
following constraints:

t : X DR Y, t < t ′, t ′ : X PO Y.

If we temporalize RCC8 with respect to the interval algebra, we obtain the calculus
STCC introduced by Gerevini and Nebel [13]. Here we can state constraints such as

I{m,b}J, I : X DC Y, I : Y DC Z, J : X{NTPP,TPP}Y, J : Y PO Z,

which express that interval I (weakly) precedes interval J, that during I region X is
disconnected from region Y and Y is disconnected from region Z, that during J region
X is proper part of region Y , and so on.

The semantical definitions presented so far do not impose any restrictions on how
objects can change their size, shape, or position. But how can we introduce such con-
ditions on the semantic level? To explain this, let us focus on the condition that objects
need to change their position, size, and shape continuously. For the sake of simplic-
ity, we will assume that each region in a tt-model is a homeomorphic image of the
n-dimensional closed unit circle En (for n = 2,3) — these circles provide typical exam-
ples of connected, regular closed subsets. This means that for each region X ∈ Reg, we
have a continuous function εX : En −→ S induced by a fixed homeomorphism between
En and X . We will be refer to such models as simple tt-models.

Definition 2. Let M be a simple tt-model. A path π : T −→ Reg of M is said to be
continuous if the function

τ : En ×T −→ S, τ(p, t) := επ(t)(p)

is continuous (in both variables, think of T as equipped with the order topology). A
simple tt-model is said to be continuous if each of its object paths is continuous, and
it is strictly continuous if Π consists exactly of all continuous object paths possible for
the regions of M .

Apparently, this concept of continuous object paths is closely related to the topologi-
cal notion of homotopic functions, i. e., continuous transformations between continuous
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functions. In fact, a continuous object path π defines homotopies between arbitrary re-
gions π(t) and π(t ′). The important point is not that π(t) and π(t ′) are homotopic (which
is trivial since both are homeomorphic to En), but that the object path itself defines such
a homotopy. For example, let π be an object path from R into a suitable set of all subsets
of Rn assigning the unit circle to each t �= 0 and the unit cube at t = 0. Then obviously
this object path cannot be continuous.

Prepared with these notions, we can define a precise notion of the neighborhood
graph of a spatial calculus. For this let M be a simple tt-model. We define the RCCx
neighborhood graph associated to M as follows: Let S be an RCCx base relation. The
set of M -neighbors of S is defined as the smallest set of base relations, N(S), satisfying
the following two conditions:

– S /∈ N(S);
– For each pair of object paths π,π′ and each pair of instants t0 < t1 of M with

π(t0)SM π′(t0) and not π(t1)SM π′(t1), there exists a relation S′ ∈ N(S) and an instant
t0 < t ≤ t1 such that π(t)S′M π′(t).

Thus the RCCx neighborhood graph w. r. t. M is defined as the directed graph GRCCx,M
that has the RCCx base relations as vertices and for each base relation an edge to each
of its M -neighbors. A graph G with vertex set RRCCx is said to be correct for a class of
models if G is the neighborhood graphs w. r. t. all models of that class.

Lemma 3. The neighborhood graph of RCC5 (cf. Fig. 2) is correct for each class of
strictly continuous tt-models that instantiate all RCC5 base relations.

PP

DC PO EQ

PPi

Fig. 2. The neighborhood graph of RCC5

Given a neighborhood graph G, we define the neighborhood distance between spa-
tial relations as follows: For base relations B and B′, ΔG(B,B′) is defined as the length
of the shortest path in G between B and B′. For arbitrary relations S and S′ we set

ΔG(S,S′) = min
B∈S,B′∈S′

ΔG(B,B′).

Obviously, ΔG(S,S′) = 0 if and only if S intersects with S′, and ΔG(S,S′) = 1 if and only
if S and S′ are disjoint, but contain base relations B and B′ respectively such that B′ is a
neighbor of B in G.

Finally, let us turn to the question whether continuity is expressible in the tempo-
ralized spatial constraint language presented here. The quick answer is that continuity
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is not expressible by formulae, but is expressible via rules in the language IA:RCCx.
To see this, suppose that we have a constraint set, which contains the temporalized spa-
tial constraint I : X{DC,PP,EQ}Y . This constraint is satisfied by an assignment in a
continuous tt-model if and only if either I : X DC Y or I : X{PP,EQ}Y is satisfied by
that assignment. To show this, let t0 be an instant such that I− < t0 < I+ and X DC Y
is false at t0, and let t1 be an arbitrary instant in the interior of I. Then we obtain that
at t1 X{DC,PP,EQ}Y is true. Without restriction we may assume that t1 < t0. Now if
X{DC}Y holds at t1, there must be an instant t1 < t ≤ t0 such that X{PO}Y is true at t.
But this cannot be since at t one of the constraints X DC Y , X PP Y , or X EQ Y must be
true.

In fact, continuity rules could be applied in tableau algorithms as well as in natural
deduction systems. But this goes beyond the scope of this paper.

4 Generalized Neighborhood Graphs

In the previous section we presented a precise notion of continuous change in spatial
settings, which can be described in terms of the RCC relations. In this section we will
deal with the question whether there exists a continuous transformation from an initial
spatial scenario to a final spatial scenario, even when the set of all possible transforma-
tions is restricted by some further constraints (so-called transformation constraints).

In the following, we will argue within concrete models (i. e., within the reals as
flow of time and a fixed topological model such as as the Euclidean plane or the three-
dimensional Euclidean space). Then the reasoning problems we are now concerned
with have the following form: Let σs and σ f be two spatial scenarios, each describing
the same set of objects X1, . . .Xn, i. e., σs and σ f are sets of “interpreted” constraints
where between each pair of objects a spatial base relation holds. Furthermore, let Σ be
a set of constraints in which at most variables for X1, . . . ,Xn occur. Now the question
is whether these objects can be continuously transformed from the first into the second
scenario so that none of the constraints in Σ is violated. In terms of Definition 1, we
may reformulate this as follows: Are there continuous paths for the objects X1, . . . ,Xn

so that the constraints of σs and σ f hold at the starting and the endpoint, respectively,
and the constraints of Σ hold everywhere in the closed interval defined by starting and
endpoint.

It is clear that this problem can also be expressed in terms of the temporalized
spatial constraint language presented in the previous section since a problem instance〈
Σ,σs,σ f

〉
is satisfiable in a fixed topological model if and only if the constraint set

Is m J, J m I f , Is : σs ∪Σ, J : Σ, I f : σ f ∪Σ

is satisfiable in a suitably chosen strictly continuous tt-model based on the reals and the
topological model at hand (here Is, I f , and J denote intervals: Is is an interval in which
the start scenario holds, I f an interval in which the final scenario is true, and J is the
interval in which the transformation occurs).

Transformation problems
〈
Σ,σs,σ f

〉
can easily be solved by using the informa-

tion encoded in the classical neighborhood graph of the spatial calculus at hand (e. g.,
Fig. 2) if transformations of at most two objects are considered. But, in general, this
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method already fails for more than two objects. As an examples consider the scenario
{X EQ Y,Y EQ Z,X EQ Z}. By only applying the information encoded in the classi-
cal neighborhood graph, we cannot conclude that every change of the first constraint
X EQ Y results in a change of at least one of the other two constraints [cf. 13].

The main idea to solve transformation problems is the following: Try to find a parti-
tioning of the transformation interval into subintervals such that in each of these subin-
tervals only a minimal number of objects has to be transformed, but the sequence of
subintervals describes for all objects a continuous transformation from the start into the
final scenario. This means that a transformation problem is satisfiable if there exists a se-
quence of satisfiable transformation problems 〈Σ,σ1

s ,σ1
f 〉, . . . ,〈Σ,σm

s ,σm
f 〉 with σ1

s = σs,

σm
f = σ f , and σk

f = σk+1
s . This means, there is a chance to solve large and complicated

transformation problems by solving transformation problems for a restricted number of
objects.

For such restricted problems it is interesting to precompute a generalized neighbor-
hood graph, which encodes possible transformations for a fixed number of objects. For
this we represent possible scenarios for n objects X1, . . . ,Xn as

(n
2

)
-tuples of spatial base

relations (Si j)1≤i< j≤n where Si j is the spatial base relation that holds between Xi and Xj

in that scenario. Note that not each such tuple is a consistent representation of a spatial
configuration, but when it does, we will refer to it as an n-scenario. Note that, for a

spatial calculus with k relations, usually only a subset of all k(
n
2) many tuples represents

a scenario. For RCC5, for example, only 54 from 53 = 125 possible triples are scenarios
of three objects.

Definition 4. The (n, l)-neighborhood graph (for a fixed spatial model of some spatial
calculus) is the directed graph G = (V,E) defined by the following data: V is the set
of all n-scenarios and E contains a directed edge from an n-scenario s to a distinct
n-scenario s′ if and only if s can be continuously transformed to s′ by changing at most
l objects.

In the case of RCC5, both the (2,1)- and the (2,2)-neighborhood graph coincide
with the classical neighborhood graph presented in Fig. 2.2 But as previously argued,
a necessary condition for solving transformation problems is to solve for each triple of
objects Xi,Xj,Xk, the transformation problem restricted to these three objects. Hence in
what follows we focus on the (3,1)-neighborhood graph. In this graph an edge from
one vertex to another edge represents that exactly one object is subject to a continuous
transformation, while all others are considered fixed (i. e., their object paths are (locally)
constant functions). If, for instance, the first object changes its position with respect to
the second object, then a scenario (r1,r2,r3) can be connected to (r′1,r

′
2,r

′
3) only if (in

the classical neighborhood graph) Δ(r1,r′1) = 1, Δ(r2,r′2) = 0, and Δ(r3,r′3) ≤ 1.
The (3,1)-neighborhood has the nice feature that it can be computed easily by ex-

tensively using the information encoded in the classical neighborhood graph and in the
composition table of the spatial calculus at hand. More precisely, the algorithm GNG
presented in Fig. 3 takes as input a list of base relations (denoted by rel list[ ]) and an
array representing the composition table (compTable[i][ j] refers to the set of base re-

2 Note that the (2,1)- and the (2,2)-neighborhood are not necessarily identical [cf. 18].
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lations obtained by composing relations i and j). The function neighbor(i) assigns to
each base relation its set of neighbors w. r. t. the classical neighborhood graph.

The algorithm GNG works as follows: First, it generates a possible scenario (i, j,k),
checks if it is consistent. If so, it calls a function that generates a list of all continu-
ous successors of the scenario (i, j,k). Finally, this list is returned. In more detail, the
Boolean function isConsistent() checks for a triple (i, j,k), whether k is contained in
compTable[i][ j], in other words, whether relation k can hold between objects X and Y if
there exists an object Z such that X iZ and Z jY are true. The function Succ() generates
for a triple (i, j,k) all consistent successors into which the scenario can be transformed.
This is done in the following way: For the input (i, j,k) the algorithm successively gen-
erates a neighbor relation for each relation of the triple. If, for instance, l is a neighbor
relation of i, the algorithm checks if (l, j,k) is consistent. If so, the relation is added to
the list of possible successors. This models the qualitative change of object X in relation
to some fixed objects Y and Z. By changing object X , its qualitative relation to Z can
also be affected. Since in this case object Y and Z are considered fixed, the relation j
cannot change. The same is analogously done for the second and third relation of the
triple.

Proposition 5. The (3,1)-neighborhood graph computed by the algorithm GNG is (se-
mantically) correct, if the algorithm is applied to a correct (2,1)-neighborhood graph
and a correct composition table.

By applying this proposition to Lemma 2 we obtain that for RCC5 the (3,1)-graph
computed by GNG is correct for each class of strictly continuous tt-models that instan-
tiate all base relations. This graph (a subgraph of it is depicted in Fig. 5) has 54 vertices
and 291 edges.3 We also applied this algorithm for computing the (3,1)-neighborhood
graphs of the point algebra (PA) thought of as a spatial calculus. In this case the graph
consists of 13 vertices and 24 edges (cf. Fig. 4).

To put things a little bit further, we can define a refined consistency concept for
transformation problems.

Definition 6. A transformation problem
〈
Σ,σs,σ f

〉
is said to be (n, l)-consistent if for

each subscenario of σs consisting of n objects X1, . . . ,Xn, there exists a path in the
(n, l)-neighborhood graph to the corresponding subscenario of σ f (the subscenario for
X1, . . . ,Xn) such that no constraint of Σ is violated.

This consistency concept can be useful, when impossible transformations are to be
identified. Since a problem instance with m objects is satisfiable only if it is (n, l)-
consistent for all n, l ≤ m, we can apply the (n, l)-neighborhood graph in order to
find impossible transformations. To illustrate this, let us discuss the following exam-
ple for the point algebra: Consider the PA-scenarios σs = {a < b,b < c,a < c} and
σ f = {a < b,b > c,a < c}. Can σs be transformed into σ f if we forbid that b = c, i. e.,
b{<,>}c ∈ Σ? Certainly not, because a lookup in the (3,1)-neighborhood graph shows
that there is no path between the corresponding vertices. This can of course also be used

3 A representation of the full (3,1)-neighborhood graph for RCC5 is available to the public at
ftp://ftp.informatik.uni-freiburg.de/documents/papers/ki/ragni-woelfl-nghood.pdf.
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def GNG ( rel list [ ], compTable[ ][ ])
for i, j,k in rel list[ ]:

if isConsistent (i, j,k) :
Succ(i, j,k)

else :
output “scenario (i, j,k) is inconsistent”;

output “all successors of (i, j,k)”: Succ(i, j,k);

def function isConsistent (i, j,k)
if k ∈ compTable[i][ j]:

return true ;
else return false ;

def function Succ(i, j,k)
succArray[ ];
for l ∈ {i, j,k}:

if l = i :
for m ∈ neighbor(i):

if isConsistent (m, j,k) && (m, j,k) /∈ succArray[ ]:
succArray[ ] = succArray[ ]∪ (m, j,k);

for n ∈ neighbor(k):
if isConsistent (m, j,n) && (m, j,n) /∈ succArray[ ]:

succArray[ ] = succArray[ ]∪ (m, j,n);
if l = j :

for m ∈ neighbor( j):
if isConsistent (i,m,k) && (i,m,k) /∈ succArray[ ]:

succArray[ ] = succArray[ ]∪ (i,m,k);
for n ∈ neighbor(i):

if isConsistent (n,m,k) && (n,m,k) /∈ succArray[ ]:
succArray[ ] = succArray[ ]∪ (n,m,k);

if l = k:
for m ∈ neighbor(k):

if isConsistent (i, j,m) && (i, j,m) /∈ succArray[ ]:
succArray[ ] = succArray[ ]∪ (i, j,m);

for n ∈ neighbor( j):
if isConsistent (n, j,m) && (n, j,m) /∈ succArray[ ]:

succArray[ ] = succArray[ ]∪ (n, j,k);
output succArray[ ]

Fig. 3. The algorithm GNG computes the (3,1)-neighborhood graph from a set of base relations,
a composition table, and a classical neighborhood graph

in more complex formal calculi. For a given transformation problem, check first if for
each pair of objects X and Y with X r1 Y ∈ σs and X r2 Y ∈ σ f , there is a path from r1

to r2 in the classical neighborhood graph. Then for each triple of objects X , Y , and Z
with X r1 Y,Y r2 Z,X r3 Z ∈ σs and X r′1 Y,Y r′2 Z,X r′3 Z ∈ σ f , check if there is a path in
the (3,1)-, (3,2)-, or (3,3)-neighborhood graph from (r1,r2,r3) to (r′1,r

′
2,r

′
3) so that

during that none of the constraints in Σ is violated, and so on.
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Fig. 4. The generalized neighborhood graph of the point algebra. The relation triple r1 r2 r3 in the
node encode a scenario for the constraints X r1Y , Y r2 Z, and X r3 Z.
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Fig. 5. A subgraph of the (3,1)-neighborhood graph for RCC5

5 Summary and Outlook

We started from the question how spatial constraint calculi can be temporalized. In this
context, we presented a precise notion of continuous change that seems to be conceptu-
ally adequate for temporalized topological calculi. Such a precise concept is necessary
for a well-founded semantics of temporalized calculi dealing with continuous transfor-
mations. Moreover, it can be used to analytically prove the correctness of neighborhood
graphs.
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In a second step we considered so-called transformation problems, i. e., problems of
the kind whether some spatial configuration can be continuously transformed into an-
other configuration, even if these transformations are constrained by further conditions.
Solving such problems may be especially interesting, for instance, if we want to plan
how objects have to be moved in space in order to reach a specific goal state.

The classical neighborhood graphs discussed in the literature only represent pos-
sible continuous transformations of at most two objects. We proposed a concept that
eliminates this limitation. These generalized neighborhood graphs may also be consid-
ered an appropriate tool for solving transformation problems, because they mirror the
notion of k-consistency known from static reasoning problems. This idea is reflected in
our definition of (n, l)-consistency.

Future work will be concerned with the following questions: What is the exact rela-
tionship between (n, l)-consistency and satisfiability of transformation problems? Are
there tractable classes of these problems? How can the notion of (n, l)-consistency be
used to identify such classes? Finally, how can temporalized QSR be used to solve
spatial planning scenarios?

Acknowledgments

This work was partially supported by the Deutsche Forschungsgemeinschaft (DFG) as
part of the Transregional Collaborative Research Center SFB/TR 8 Spatial Cognition.
We would like to thank Bernhard Nebel for helpful discussions. We also gratefully
acknowledge the suggestions of three anonymous reviewers, who helped improving the
paper.

References

[1] J. F. Allen. Maintaining knowledge about temporal intervals. Communications of the ACM,
26(11):832–843, 1983.

[2] B. Bennett. Space, time, matter and things. In FOIS, pages 105–116, 2001.
[3] B. Bennett, A. G. Cohn, F. Wolter, and M. Zakharyaschev. Multi-dimensional modal logic

as a framework for spatio-temporal reasoning. Applied Intelligence, 17(3):239–251, 2002.
[4] B. Bennett, A. Isli, and A. G. Cohn. When does a composition table provide a complete

and tractable proof procedure for a relational constraint language? In Proceedings of the
IJCAI97 Workshop on Spatial and Temporal Reasoning, Nagoya, Japan, 1997.

[5] A. G. Cohn. Qualitative spatial representation and reasoning techniques. In G. Brewka,
C. Habel, and B. Nebel, editors, KI-97: Advances in Artificial Intelligence. Springer, 1997.

[6] E. Davis. Continuous shape transformation and metrics on regions. Fundamenta Informat-
icae, 46(1-2):31–54, 2001.

[7] M. J. Egenhofer and K. K. Al-Taha. Reasoning about gradual changes of topological rela-
tionships. In A. U. Frank, I. Campari, and U. Formentini, editors, Spatio-Temporal Reason-
ing, Lecture Notes in Computer Science 639, pages 196–219. Springer, 1992.

[8] M. Erwig and M. Schneider. Spatio-temporal predicates. IEEE Transactions on Knowledge
and Data Engineering, 14(4):881–901, 2002.

[9] C. Freksa. Conceptual neighborhood and its role in temporal and spatial reasoning. In De-
cision Support Systems and Qualitative Reasoning, pages 181–187. North-Holland, 1991.



78 M. Ragni and S. Wölfl

[10] D. Gabelaia, R. Kontchakov, A. Kurucz, F. Wolter, and M. Zakharyaschev. Combining
spatial and temporal logics: Expressiveness vs. complexity. To appear in Journal of Artificial
Intelligence Research, 2005.

[11] A. Galton. Qualitative Spatial Change. Oxford University Press, 2000.
[12] A. Galton. A generalized topological view of motion in discrete space. Theoretical Com-

pututer Science, 305(1-3):111–134, 2003.
[13] A. Gerevini and B. Nebel. Qualitative spatio-temporal reasoning with RCC-8 and Allen’s

interval calculus: Computational complexity. In Proceedings of the 15th European Confer-
ence on Artificial Intelligence (ECAI-02), pages 312–316. IOS Press, 2002.

[14] M. Knauff. The cognitive adequacy of allen’s interval calculus for qualitative spatial repre-
sentation and reasoning. Spatial Cognition and Computation, 1:261–290, 1999.

[15] P. Muller. A qualitative theory of motion based on spatio-temporal primitives. In A. G.
Cohn, L. K. Schubert, and S. C. Shapiro, editors, Proceedings of the Sixth International
Conference on Principles of Knowledge Representation and Reasoning (KR’98), Trento,
Italy, June 2-5, 1998, pages 131–143. Morgan Kaufmann, 1998.

[16] P. Muller. Topological spatio-temporal reasoning and representation. Computational Intel-
ligence, 18(3):420–450, 2002.

[17] B. Nebel and H.-J. Bürckert. Reasoning about temporal relations: A maximal tractable sub-
class of Allen’s interval algebra. Technical Report RR-93-11, Deutsches Forschungszen-
trum für Künstliche Intelligenz GmbH, Kaiserslautern, Germany, 1993.

[18] M. Ragni and S. Wölfl. Branching Allen: Reasoning with intervals in branching time. In
C. Freksa, M. Knauff, B. Krieg-Brückner, B. Nebel, and T. Barkowsky, editors, Spatial
Cognition, Lecture Notes in Computer Science 3343, pages 323–343. Springer, 2004.

[19] D. A. Randell, Z. Cui, and A. G. Cohn. A spatial logic based on regions and connection.
In B. Nebel, W. Swartout, and C. Rich, editors, Principles of Knowledge Representation
and Reasoning: Proceedings of the 3rd International Conference (KR-92), pages 165–176.
Morgan Kaufmann, 1992.

[20] M. B. Vilain, H. A. Kautz, and P. G. van Beek. Contraint propagation algorithms for tem-
poral reasoning: A revised report. In D. S. Weld and J. de Kleer, editors, Readings in
Qualitative Reasoning about Physical Systems, pages 373–381. Morgan Kaufmann, 1989.

[21] F. Wolter and M. Zakharyaschev. Spatio-temporal representation and reasoning based on
RCC-8. In A. Cohn, F. Giunchiglia, and B. Selman, editors, Principles of Knowledge Rep-
resentation and Reasoning: Proceedings of the 7th International Conference (KR2000).
Morgan Kaufmann, 2000.



Design of Geologic Structure Models with Case
Based Reasoning

Mirjam Minor and Sandro Köppen
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Abstract. This paper describes a new approach of case based reasoning for the
design of geologic structure models. It supports geologists in analysing building
ground by retrieving and adapting old projects. Projects are divided in several
complex cases consisting of pairs of drilling cores with their outcrop and the
spatial context. A three-step retrieval algorithm (1) selects structurally similar
candidate cases, (2) estimates the quality of a transfer of the layer structures to
the query, and (3) retrieves from the remaining set of promising cases the most
geologically and geometrically similar cases. The case based system is able to
adapt a similar case to the query situation and to export the result to a 3D visual-
isation tool. A first evaluation has shown that the case based system works well
and saves time.

1 Introduction

Designing geologic structure models is a time-consuming process that requires a lot
of geological knowledge. Legal regulations require the careful analysis of drilling data
resulting in a 3D model of building ground. CAD (computer aided design) programs
support the geologists by drawing tools when they determine the stone layers between
drilling cores.

In this paper, we present a case based approach to support the design process by
the reuse of experience from former geologic projects. Section 2 describes the design
procedure for geologic structure models. Section 3 deals with the division of geologic
projects into reusable units in form of cases. Section 4.3 deals with the extended simi-
larity computation and the adaptation. A sample application with first results is given in
Section 5. Section 6 discusses related work, and, finally, Section 7 draws a conclusion.

2 Construction of Geological Structure Models

When a real estate is developed, a geological structure model has to be constructed
according to law. Therefore, a geologist uses information from geologic outcrops
(drillings) and geologic basic knowledge about the area. For instance, if the land lies
in the ‘Nordische Tiefebene’ in North Germany, certain types of glacial stone like sand
and silt are expected.
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Usually, a structure model is a network of geologic outcrops in their spatial context
which are connected via cross sections. A cross section describes the distribution of
stone layers between two geological outcrops. Fig. 1 shows an example of three out-
crops with two cross sections. The third cross section is analogical to the second one.
The letters A, B, and C stand for different layers of stone.

Fig. 1. Example of outcrops and cross sections between two drillings each

A layer is characterised by many properties:

– two depth parameters for the beginning and the ending of the layer,
– the strike and fall (vertical and horizontal direction) of the layer, and
– geologic parameters:

• stratigraphy (ages, e.g., Jurassic, Cretaceous),
• petrography (major and minor stone components),
• genesis,
• colour, and
• additional information, e.g., bulged or canted.

The construction of the model, especially the specification of the particular cross
sections, is performed in a two-dimensional representation as connected, planar graph.
The nodes are the outcrops and the edges are the cross sections. To avoid conflicts at
intersecting points, the topology of the graph consists of non-intersecting triangles that
are computed by a standard triangulation algorithm.
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The complete structural model is visualised in 3D. An example for the three out-
crops from Fig. 1 with the triangle of three cross sections is shown in Fig. 2. A CAD
(computer aided design) program should support both. The main focus of our work is
on the 2D construction of a cross section graph.

Fig. 2. Examples of a 3D structural model

3 Cases in a Cross Section Graph

The number of outcrops per project varies from only a few for the building land of a
one-family house up to some hundred drillings for a rail route. So, we decided not to
use projects as cases, they are hardly comparable. Instead, a case in our approach is a
single cross section with its spatial context:

– The problem part of a case are the two outcrops at the border of the cross section
and one or two additional outcrops;

– the solution is the distribution of layers in the cross section.

We distinguish two topological settings. Either the wanted cross section is at the
border or within the convex closure of the triangulation graph (see Fig. 3). In case the
cross section is within the convex closure of the graph, we need two additional outcrops
(D3, D4) to describe the context, only one (D3), otherwhise.

An outcrop is represented as sequence of layers beginning with the top layer and
its location. Each layer is described by the parameters explained above. The location
consists of x and y coordinates concerning the dimensions of the whole project plus the
overall height of the outcrop. In fact, the ’height’ means the depth of the layer, but the
geologic term is height.

A cross section is represented as a graph (see Fig. 4). A node stands for the oc-
currence of a layer in an outcrop. The vertical edges model the sequential order of the
layers within an outcrop; the horizontal edges are for continuous layers from different
outcrops. To represent the ending of a layer, we use virtual outcrops. In Fig. 4, the two
virtual outcrops in the middle have non-bold nodes.
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Fig. 3. Two different topological settings for cases

Fig. 4. Sample representation of a cross section

In this way, a project with 20 outcrops is divided into up to 54 cases (one per edge of
the triangulation graph). The generated cases belong to the complex cases due to their
structure.

4 Determining Useful Cases

To find useful cases to a query, we designed a three-step retrieval mechanism including
a quality estimation in the middle:

1. Retrieve candidate cases that are structurally similar to the query,
2. Retrieve promising candidate cases that are structurally transferable to the query

with a promising result:
– reuse the structure of each candidate case for the query,
– estimate the quality of this transfer, and
– reduce the set of candidates by means of a threshold,

3. Retrieve the best matching cases by means of a detailed, composite similarity com-
putation.
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We will discuss the three steps and the adaptation in the following subsections after
two general remarks on the mechanism. (1) We integrated step two afterwards what
improved our retrieval results significantly. (2) In step one and three, we compared
the according outcrops as illustrated in Fig. 5. And step two employs them analogically.
Partner outcrops can be assigned directly or in mirrored form. To avoid effort at retrieval
time, the mirrored cases could be stored in the case base, too.

Fig. 5. Direct and mirrored comparison of outcrops for two topological settings

4.1 Structural Similarity

The first step of the retrieval mechanism is to find candidate cases that are structurally
similar to the query. Therefore, we count the number of layers in the two main outcrops.
A case must have an equal or higher number of layers on both sides than the query. The
idea behind this is, that cases covering more than the query might be useful if there are
not any cases available that have exactly the same numbers of layers. The lower layers
of the case need to be cut off, as the upper layers are more important than the deeper
ones. We have structured the case storage by means of kd-trees [7] (see Fig. 6) where
the first ≥ means the number of layers on the bigger side and the second ≥ the number
of layers on the smaller side.

Note, that the queries are asked automatically for both, the direct and the mirrored
form. The tree contains many redundant case pointers what simplifies the retrieval step
one. It needs only to identify the matching leaf. Is this leaf not available as the cases are
all too small we take the rightmost node to handle at least the upper part of the query.
The result of the retrieval step one is the set of all cases connected with the selected leaf
node.

4.2 Structural Transferability

The second step of the retrieval mechanism reduces the set of candidate cases to those
that are structurally transferable with a promising quality estimation. Each candiate
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Fig. 6. Organisation of the case storage with a kd-tree

case from step one is applied to the query as follows: Its structure is transferred to the
query outcrops to build hypothetical connections of layers in the query. The connections
are tranferred top down. The overall quality of the structural transfer is estimated by
composing two values:

1. similarity of the proportion of layers,
2. quality of the hypothetical connection of layers.

The similarity of the proportion of layers is computed by simpol : CASE ×
CASE → [0, 1] :

simpol(case1, case2) =
{ α1

α2
, α1 < α2

α2
α1

, else,

where αi is the ratio of the numbers of layers in casei:

αi = number of layers of the first outcrop
number of layers of the second outcrop .

For instance, if case1 has two and three layers and case2 has three and three layers then
is α1 = 2/3, α2 = 1, and simpol(case1, case2) = 2/3

1 = 2/3.
The quality of the hypothetical connection of layers is estimated layer by layer li

from both outcrops of the hypothetical case:

qualityhypo sim(case, hypothetical case) =

1
N+M (

∑N
i=1 quality(loutcrop 1

i , case, hypothetical case)+∑M
i=1 quality(loutcrop 2

i , case, hypothetical case)).

N and M are the numbers of layers in outcrop 1 and outcrop 2 of the hypothetical case.
The quality function for single layers quality(loutcrop i, case, hypothetical case) uses
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Fig. 7. The quality of a hypothetical solution reusing the structure of a case

the geologic similarity function for layers siml (see Section 4.3) to compute the simi-
larity between a layer and its hypothetical partner section in the connected outcrop:

quality(lo i, case, h case) =

⎧⎨⎩
0, lo i � ε case
1, lo i ε case not connected
siml(lo i, lo i+−1), else.

An example of qualityhypo sim is illustrated in Fig. 7.
The composite value for the quality estimation is 1/2∗ (simpol +qualityhypo sim).

For the sample in Fig. 7, it is 1/2 ∗ [3/2
4/2 + 1

4+2 ((0.87 + 1 + 0.76 + 0)+ (0.87+ 0.76))]
= 1/2 ∗ [0.75 + 0.71] = 0.73.

The result of retrieval step two is the set of candidate cases that reached a quality
estimation value above a threshold.

4.3 Final Similarity Computation

After determining promising candidate cases in step one and two of the retrieval mecha-
nism, in step three the most similar cases to the query are computed by a ’usual’ retrieval
process.

The detailed and final similarity computation for a query and a case uses a com-
posite similarity function sim(case1, case2) that aggregates geologic and geometric
similarity values:

sim(case1, case2) = 1/2(simgeo(case1, case2) + simgeometric(case1, case2).

Geologic Similarity. The geologic similarity relates to properties of the stone. It needs
four levels:

1. The first level similarity compares single attributes of a layer.
2. The second level similarity aggregates first level similarity values to compare one

layer with another.
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3. The third level similarity aggregates similarity values of layers to compare two
outcrops with each other, i.e. sequences of layers.

4. The fourth level similarity regards the constellation of all outcrops of a case.

The first level similarity considers the following attributes of a layer (compare prop-
erties of a level in Section 2): upper and lower depth of the layer, strike and fall, stone
parameters for stratigraphy, petrography, genesis, colour, and additional information.
Each attribute has an own similarity function.

The depth values are transformed to the thickness of the layer. The similarity simΔ

is the proportion of thicknesses Δ1 of layer l1 and Δ2 of layer l2:

simΔ(l1, l2) =

{
Δ1
Δ2

, Δ1 < Δ2
Δ2
Δ1

, else.

The strike and fall of a layer is compared by means of angles α and β. α describes
the difference between the strike direction of the layer and the cross section. β is the
fall of the layer itself as the relation to the cross section is already described by the
thicknesses within the outcrops. A sample illustration is shown in Fig. 8.

Fig. 8. Strike and fall of a layer within a cross section

The similarity sims&f composes the strike and fall in equal shares:

sims&f (l1, l2) = 1/2(180−(α1−α2)
180 + 90−(β1−β2)

90 ).
The similarity values for stratigraphy, petrography, genesis, colour, and additional

information are stored in similarity tables of possible values. We used manyfold types
of geological knowledge to specify the values for the tables, e.g., on the hierarchy of
ages or on the grain size of sedimentary earth. Due to space limits, we present just a
section of the table for petrographic similarity, namely for magma stones in Table 4.3.

The second level similarity computes the similarity of two layers siml(l1, l2) by
composing the first level similarity values with the following weights:
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Table 1. Similarity values simpet for magma stones

+G +Sy +DR +Gb +R +Dz +B +Lt +Tr
+G 1 0.6 0.75 0.4 0.3 0.2 0.1 0.1 0.1
+Sy 0.6 1 0.5 0.4 0.1 0.1 0.1 0.2 0.3
+Dr 0.75 0.5 1 0.75 0.1 0.1 0.3 0.1 0.1
+Gb 0.4 0.4 0.75 1 0.1 0.1 0.3 0.1 0.1
+R 0.3 0.1 0.1 0.1 1 0.75 0.4 0.5 0.5
+Dz 0.2 0.1 0.1 0.1 0.75 1 0.75 0.4 0.3
+B 0.1 0.1 0.3 0.3 0.4 0.75 1 0.7 0.4
Lt+ 0.1 0.2 0.1 0.1 0.5 0.4 0.7 1 0.7
Tr+ 0.1 0.3 0.1 0.1 0.5 0.3 0.4 0.7 1

siml(l1, l2) =
2simΔ+2sims&f +2simstr+9simm

pet+3sims
pet+7simg+simc+sima

28 .

simΔ compares the thickness of l1 and l2, sims&f the strike and fall, simstr the
stratography, simm

pet the main mixture, sims
pet the secondary mixture, simg the gene-

sis, simc the colour, and sima the additional information.
The third level similarity computes the similarity of two outcrops simo(o1, o2) by

composing the second level similarity values as normalized sum:
simo(o1, o2) = (1/N

∑N
i=1 siml(lo1

i , lo2
i )).

N is the minimum number of layers of o1 and o2.
The forth level similarity computes the similarity of two constellations of outcrops

simgeo(case1, case2) by composing the third level similarity values with a double
weight for the main outcrops o1 and o2:

simgeo(case1, case2) = 1/6(2simo(ocase1
1 , ocase2

1 ) + 2simo(ocase1
2 , ocase2

2 )+
simo(ocase1

3 , ocase2
3 ) + simo(ocase1

4 , ocase2
4 )),

where simo(ocase1
4 , ocase2

4 ) is substituted by 0 if one of the outcrops ocase1
4 , ocase2

4 is
not existing, and 1 if both are not existing.

Geometric Similarity. The geometric similarity relates to the location of outcrops.
The location of outcrops consists of the height values of the outcrops as well as their
position to each other. Both components have to be computed from the absolute values
stored in the outcrop representations.

The height values of the two main outcrops provide the angle of the slope of the
land. If we have, for instance, two pairs of drillings with ascending slopes of 17 and
5 degree. Then the straight-forward similarity is the difference of the angles (12 in the
example) divided through 180 as the maximum difference is 180 degrees. The similarity
of the two angles in our example is about 0.93. To reach more realistic values, we think
about taking the square of this value.

The absolute positions of the three or four outcrops in a case can be used to estimate
how ’spacious’ the case is. We compute the sides of the triangle or tetragon of outcrops
and compare them with those of the query by 1/3(a/a′ + b/b′ + c/c′) for triangles and
1/4(a/a′ + b/b′ + c/c′ + d/d′) for tetragons. An alternative is to compare the areas,
e.g., computed by taking the formula of Heron for triangles and Green’s theorem for
tetragons.
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The results of the difference of angles and the size estimation are combined to
simgeometric(case1, case2) = 1/2(simangle(case1, case2)+simsize(case1, case2)).

All values and functions used in this section can be modified independently as the simi-
larity function is a composite one - despite of the manyfold ways to determine the partial
values. The overall result of retrieval step three is an ordered set of the best matching
cases from the set of promising candidate cases that has been the output of step two.

4.4 Adaptation of a Cross Section Case

The user can select a case from the retrieval result and ask the system for adaptation.
Then, the user modifies or cancels the adapted case. The automatic adaptation concerns

– the coordinates of outcrops and layers,
– the layer names, and
– the thickness of layers in the virtual outcrops.

The coordinates of the cross section have to be transferred: The original section
is rotated and its length has to be scaled to the new outcrop coordinates.The relative
position of a virtual outcrop must be preserved. The height of the virtual outcrop has to
be modified.

The names of the layers can be copied top down to the layers of the query case.
Deeper layers of the original case might be cut off for a query case.

The layers of the virtual outcrops have to be adapted to the thickness of the layers
in the main outcrops (see Fig. 9). A linear interpolation is not realistic as more than one
virtual outcrops may lie between two real outcrops. Instead, we go top down for each
layer of the virtual outcrop and choose the nearest connected layer in a real outcrop.
The proportion of the thickness of both layer parts of the original case is transferred to
the dimensions of the new case. Has the virtual layer in the original half the size of the
real layer, the virtual layer in the new case gets also half the size of the real layer in the
new case.

Fig. 9. Scaling virtual layers
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5 Application and Evaluation

A sample application is prototypically implemented in Visual Basic. It has an interface
to the CAD program Autocad for the 3D visualisation according to the DIN4023 norm.
The sample case base contains 37 cases of six solved projects from the ’Norddeutsche
Tiefebene’, a glacial part of North Germany. The most projects cover an area of about
100 x 100 meters with a depth of 10 meters.

The test case base consists of cases with horizontal bedding and cases with ending
layers. A frequent geologic structure in projects is a lens. An example of a lens structure
is shown in Fig. 10. The project of this example has four outcrops at the corners and
one outcrop in the middle of the lens. It is described by eight cases.

Fig. 10. 3D visualisation of a project with a lens structure

To fill the sample case base, we solved only five cases with different structures by
hand. The remaining 32 cases have been generated incrementally by the case based
system. 9 of the 32 cases needed to be modified manually, 23 cases have been solved
successfully and required only slight or none adaptation. Table 5 shows a manual eval-
uation of the test cases grouped by overlapping geologic phenomena.

For further tests, the five completely manually solved cases have been asked as
queries to the overall case base. The case itself was found in all cases and reached
always one of the highest similarity values. The time savings during the editing of the

Table 2. Six test projects with evaluation (from 0 = bad to 10 = perfect

description out- cases new ;-) ;-( evalu-
crops ation

horizontal 4 5 1 0 4 9
ending layer 4 5 1 1 3 8
lens structure 5 8 0 1 7 9
strong slope 4 5 0 3 2 7
shallow slope 4 5 0 2 3 8
alluvial channel 6 9 3 2 4 6
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32 cases were about 15 minutes to half an hour per case compared to the construction of
a cross section with Autocad only. This lets us hope that the system will be very useful
in real scenarios.

Reducing the system to the third step of the retrieval led to unacceptable results. We
think about presenting also the result of the second retrieval step to allow the user to
select one of those cases in case the third retrieval step has not produced sufficient cases.

6 Related Work

Conventional software to support the design of geologic structure models are CAD pro-
grams. They use fix rules to construct cross sections or provide only graphical support.
Surpac Minex Groups’ [6] Drillking has been developed for the collection of drilling
data for mines. Drillking provides tables to entry the data and generates 3D models
with the tool Surpac-Vision. The design task has to be solved manually. Drillking is not
conform to the German DIN norm.

Geographix’ [3] GESXplorer has been developed for the oil production and works
similar to Drillking. Additionally, it provides support for project management. It is not
DIN conform, too.

The PROFILE system [5] is the result of a DFG research project on developing
methods for the digital design of geologic structure models. It visualises the drilling data
and supports the manual construction of cross sections layer by layer or drill core by
drill core. A conclusion of the project that was finished in 1997 was that the automatic
design is not possible at the moment as it needs experiential knowledge. We confirm
this statement and have shown that case based reasoning technique helps to go one step
further than PROFILE in supporting human geologists.

The FABEL project [1] employs case based reasoning for design tasks in archi-
tecture. It uses conceptual clustering and conceptual analogy to find useful cases from
the past. The case memory is clustered according to hierarchically organised concepts,
e.g. the numbers of pipes and connections in a pipe system. The cases are represented as
graphs. The geologic design task in our approach is easier to solve than the architectural
design: The projects can be divided into independent cases of a less complex structure.
So, we can use a composite similarity function instead of graph matching in FABEL.

O’Sullivan et al. ([4]) use case based reasoning for the analysis of geo-spatial im-
ages. They use an annotation-based retrieval on textual annotations to series of geo-
spatial images. In [2], they presented an algorithm to perform shape matching with
grids of pixels. The structural similarity in our approach is comparable to the combi-
nation of topological, orientation, and distance properties in [2]. Fortunately, we don’t
have to deal with noisy data like images.

Our work is not related to spatial reasoning as it does not use an explicit or general
model of space. It just compares particular domain-specific spatial parameters with a
specific similarity function, e.g. the depth and orientation of two outcrops.

7 Conclusion and Future Work

In this paper, we presented a case based approach to support geologists in designing
structure models. We divided projects concerning a whole building ground into several
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cases to reduce the complexity and increase the comparability of the stored pieces of
experience. Before a composite similarity function performs a classical retrieval pro-
cess, the structurally best matching cases are preselected by means of an estimation
how successfull their adaptation to the query might be. Many types of geologic knowl-
edge have been integrated to define the composite similarity function for geologic and
geometric properties. We implemented a prototype and modelled the knowledge for the
’Norddeutsche Tiefebene’. The knowledge is reusable for projects with similar glacial
imprinting. The evaluation with a small set of cases was successfull and saved about
one man-day of geological work.

We would like to acknowledge the geo software company Fell-Kernbach for their
support of this work!
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Abstract. Billard and Diday [2] were the first to present a regression
method for interval-value data. De Carvalho et al [5] presented a new
approach that incorporated the information contained in the ranges of
the intervals and that presented a better performance when compared
with the Billard and Diday method. However, both methods do not guar-
antee that the predicted values of the lower bounds (ŷLi) will be lower
than the predicted values of the upper bounds (ŷUi). This paper presents
two approaches based on regression models with inequality constraints
that guarantee the mathematical coherence between the predicted values
ŷLi and ŷUi. The performance of these approaches, in relation with the
methods proposed by Billard and Diday [2] and De Carvalho et al [5],
will be evaluated in framework of Monte Carlo experiments.

1 Introduction

The classical model of regression for usual data is used to predict the behaviour
of a dependent variable Y as a function of other independent variables that
are responsible for the variability of variable Y . However, to fit this model to
the data, the estimation is necessary of a vector β of parameters from the
data vector Y and the model matrix X, supposed with complete rank p. The
estimation using the method of least square does not require any probabilistic
hypothesis on the variable Y . This method consists of minimizing the sum of
the square of residuals. A detailed study on linear regression models for classical
data can be found in [6], [9], [10] among others.

This paper presents two new methods for numerical prediction for interval-
valued data sets based on the constrained linear regression model theory. The
probabilistic assumptions that usually are behind this model for usual data will
not be considered in the case of symbolic data (interval variables), since this is
still an open research topic. Thus, the problem will be investigated as an opti-
mization problem, in which we desire to fit the best hyper plan that minimizes
a predefined criterion.

In the framework of Symbolic Data Analysis, Billard and Diday [2] presented
for the first time an approach to fitting a linear regression model to an interval-
valued data-set. Their approach consists of fitting a linear regression model to

U. Furbach (Ed.): KI 2005, LNAI 3698, pp. 92–106, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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the mid-point of the interval values assumed by the variables in the learning set
and applies this model to the lower and upper bounds of the interval values of
the independent variables to predict, respectively, the lower and upper bounds
of the interval value of the dependent variable.

De Carvalho et al [5] presented a new approach based on two linear regression
models, the first regression model over the mid-points of the intervals and the
second one over the ranges, which reconstruct the bounds of the interval-values
of the dependent variable in a more efficient way when compared with the Billard
and Diday method.

However, both methods do not guarantee that the predicted values of the
lower bounds (ŷLi) will be lower than the predicted values of the upper bounds
(ŷUi). Judge and Takayama [7] consider the use of restrictions in regression mod-
els for usual data to guarantee the positiveness of the dependent variable. This
paper suggests the use of constraints linear regression models in the approaches
proposed by [2] and [5] to guarantee the mathematical coherence between the
predicted values ŷLi and ŷUi.

In the first approach we consider the regression linear model proposed by
[2] with inequality constrained in the vector of parameters β which guarantee
that the values of ŷLi will be lower than the values of ŷUi. The lower and upper
bounds of the dependent variable are predicted, respectively, from the the lower
and upper bounds of the interval values of the dependent variables.

The second approach considers the regression linear model proposed by [5]
that consist in two linear regression models, respectively, fitted over the mid-
point and range of the interval values assumed by the variables on the learning
set. However, the regression model fitted over the ranges of the intervals will
take in consideration inequality constraints to guarantee that ŷLi will be lower
than ŷUi.

In order to show the usefulness of these approaches will be predicted accord-
ing with the proposed methods in independent data sets, the lower and upper
bound of the interval values of a variable which is linearly related to a set of
independent interval-valued variables. The evaluation of the proposed predic-
tion methods will be based on the estimation of the average behaviour of the
root mean squared error and of the squared of the correlation coefficient in the
framework of a Monte Carlo experiment.

Section 2 presents the new approaches that fits a linear regression model with
inequality constraints for interval-valued data. Section 3 describes the framework
of the Monte Carlo simulations and presents experiments with artificial and real
interval-valued data sets. Finally, the section 4 gives the concluding remarks.

2 Linear Regression Models for Interval-Valued Data

2.1 The Constrained Center Method

The first approach consider the regression linear model proposed by [2] with
inequality constrained in the vector of parameters β to guarantee that the values
of ŷLi will be lower than the values of ŷUi.



94 E. de A. Lima Neto, F. de A.T. de Carvalho, and E.S. Freire

Let E = {e1, . . . , en} be a set of the examples which are described by p +
1 intervals quantitative variables Y , X1, . . . , Xp. Each example ei ∈ E (i =
1, . . . , n) is represented as an interval quantitative feature vector zi = (xi, yi),
xi = (xi1, . . . , xip), where xij = [aij , bij ] ∈ & = {[a, b] : a, b ∈ ', a ≤ b}
(j = 1, . . . , p) and yi = [yLi, yUi] ∈ & are, respectively, the observed values of
Xj and Y .

Let us consider Y (a dependent variable) related to X1, . . . , Xp (the indepen-
dent predictor variables), according to a linear regression relationship:

yLi = β0 + β1ai1 + . . . + βpaip + εLi

yUi = β0 + β1bi1 + . . . + βpbip + εUi, (1)
constrained to βi ≥ 0, i = 0, . . . , p.

From the equations (1), we will denote the sum of squares of deviations in
the first approach by

S1 =
n∑

i=1

(εLi + εUi)2 =
n∑

i=1

(yLi − β0 − β1ai1 − . . . − βpaip +

+ yUi − β0 − β1bi1 − . . . − βpbip)2, (2)
constrained to βi ≥ 0, i = 0, . . . , p,

that represents the sum of the square of the lower and upper bounds errors.
Additionally, let us consider the same set of examples E = {e1, . . . , en} but

now described by p+1 continuous quantitative variables Y md and Xmd
1 , . . . , Xmd

p ,
which assume as value, respectively, the mid-point of the interval assumed by
the interval-valued variables Y and X1, . . . , Xp. This means that each example
ei ∈ E (i = 1, . . . , n) is represented as a continuous quantitative feature vector
wi = (xmd

i , ymd
i ), xmd

i = (xmd
i1 , . . . , xmd

ip ), where xmd
ij = (aij+bij)/2 (j = 1, . . . , p)

and ymd
i = (yLi + yUi)/2 are, respectively, the observed values of Xmd

j and Y md.
The first approach proposed in this paper is equivalent to fit a linear regres-

sion model with inequality constraints in the vector of parameters β over the
mid-point of the interval values assumed by the variables on the learning set,
and applies this model on the lower and upper bounds of the interval values of
the independent variables to predict, respectively, the lower and upper bounds
of the interval value of the dependent variable. This method guarantee that the
values of ŷLi will be lower than the values of ŷUi.

In matrix notation, this first approach, called here constrained center method
(CCM), can be rewritten as

ymd = Xmdβmd + εmd, with constraints βi ≥ 0, i = 0, . . . , p (3)

where ymd = (ymd
1 , . . . , ymd

n )T , Xmd = ((xmd
1 )T , . . . , (xmd

n )T )T , (xmd
i )T = (1, xmd

i1

, . . . , xmd
ip ) (i = 1, . . . , n), βmd = (βmd

0 , . . . , βmd
p )T with constraints βi ≥ 0,

i = 0, . . . , p and εmd = (εmd
1 , . . . , εmd

n )T .
Notice that the model proposed in (3) will be fitted according to the in-

equality constraints βi ≥ 0, i = 0, 1, ..., p. Judge and Takayama [7] presented
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a solution to this problem which uses iterative techniques from quadratic pro-
gramming. Lawson and Hanson [8] presented an algorithm that guarantee the
positiveness of the least squares estimates of the vector of parameters β, if Xmd

has full rank p+1 ≤ n. The basic idea of the Lawson and Hanson [8] algorithm is
identify the values that present incompatibility with the restriction, and change
them to positive values through a re-weighting process. The algorithm has two
main steps: initially, the algorithm find the classical least squares estimates to
the vector of parameters β and identify the negative values in the vector of
parameters. In the second step, the values which are incompatible with the re-
striction are re-weighted until they become positive. The authors gives a formal
proof of the convergence of the algorithm. The approach proposed in this section
uses the algorithm developed by Lawson and Hanson in the expression (3) to
obtain the vector of parameters β.

Given a new example e, described by z = (x, y), x = (x1, . . . , xp), where
xj = [aj , bj ] (j = 1, . . . , p), the value y = [yL, yU ] of Y will be predicted by
ŷ = [ŷL, ŷU ] as follow:

ŷL = (xL)T β̂ and ŷU = (xU )T β̂, (4)

where, (xL)T = (1, a1, . . . , ap), (xU )T = (1, b1, . . . , bp) and β̂= (β̂0, β̂1, . . . , β̂p)T

with β̂i ≥ 0, i = 0, . . . , p.

2.2 The Constrained Center and Range Method

The second approach consider the regression linear model proposed by [5]. How-
ever, the regression model fitted over the ranges of the intervals will take in
consideration inequality constraints to guarantee that ŷLi will be lower than
ŷUi.

Let E = {e1, . . . , en} be the same set of examples described by the interval
quantitative variables Y , X1, . . . , Xp. Let Y md and Xmd

j (j = 1, 2, . . . , p) be,
respectively, quantitative variables that represent the midpoint of the interval
variables Y and Xj (j = 1, 2, . . . , p) and let Y r and Xr

j (j = 1, 2, . . . , p) be,
respectively, quantitative variables that represent the ranges of these interval
variables.

This means that each example ei ∈ E (i = 1, . . . , n) is represented by
two vectors wi = (xmd

i , ymd
i ), xmd

i = (xmd
i1 , . . . , xmd

ip ) and ri = (xr
i , y

r
i ), xr

i =
(xr

i1, . . . , x
r
ip), where xmd

ij = (aij + bij)/2, xr
ij = (bij − aij), ymd

i = (yLi + yUi)/2
and yr

i = (yUi − yLi) are, respectively, the observed values of Xmd
j , Xr

j , Y md

and Y r.
Let us consider Y md and Y r being dependent variables and Xmd

j and Xr
j

(j = 1, 2, . . . , p) being independent predictor variables, which related according
to the following linear regression relationship:

ymd
i = βmd

0 + βmd
1 xmd

i1 + . . . + βmd
p xmd

ip + εmd
i

yr
i = βr

0 + βr
1xr

i1 + . . . + βr
pxr

ip + εr
i (5)

with constraints βr
i ≥ 0, i = 0, . . . , p.
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From equation (5), we will express the sum of squares of deviations in the second
approach as

S2 =
n∑

i=1

(ymd
i − βmd

0 − βmd
1 xmd

i1 − . . . − βmd
p xmd

i1 )2 +

+
n∑

i=1

(yr
i − βr

0 − βr
1xr

i1 − . . . − βr
pxr

ip)
2 (6)

constrained to βr
i ≥ 0, i = 0, . . . , p,

that represent the sum of the midpoint square error plus the sum of the range
square error considering independent vectors of parameters to predict the mid-
point and the range of the intervals.

This second approach consider the regression linear model proposed by [5]
that fits two independent linear regression models, respectively, over the mid-
point and range of the interval values assumed by the variables on the learning
set. However, the regression model fitted over the ranges of the intervals take in
consideration inequality constraints to guarantee that ŷLi is lower than ŷUi. The
prediction of the lower and upper bound of an interval value of the dependent
variable is accomplished from its mid-point and range which are estimated from
the fitted linear regression models applied to the mid-point and range of each
interval value of the independent variables.

In matrix notation, this second approach, called here constrained center and
range method (CCRM) can be rewritten as

ymd = Xmdβmd + εmd,

yr = Xrβr + εr, with constraints βr
i ≥ 0, i = 0, . . . , p, (7)

where, Xmd and Xr has full rank p + 1 ≤ n, ymd = (ymd
1 , . . . , ymd

n )T , Xmd =
((xmd

1 )T , . . . , (xmd
n )T )T , (xmd

i )T = (1, xmd
i1 , . . . , xmd

ip ), βmd= (βmd
0 , . . . , βmd

p ),
yr = (yr

1 , . . . , y
r
n)T , Xr = ((xr

1)
T , . . . , (xr

n)T )T , (xr
i )

T = (1, xr
i1 , . . . , xr

ip), βr=
(βr

0 , . . . , βr
p), xmd

ij = (aij + bij)/2, xr
ij = (bij − aij), ymd

i = (yLi + yUi)/2 and
yr

i = (yUi − yLi).
Notice that the least square estimates of the vector of parameters βmd in the

first equation of the expression (7) is given by

β̂md = ((Xmd)TXmd)−1(Xmd)T ymd. (8)

However, the second equation in expression (7) must be fitted according to the
inequality constraints βr

i ≥ 0, i = 0, 1, ..., p. To accomplish this task we will use
the algorithm proposed by Lawson and Hanson [8]. In this way we will obtain
the vector of parameters βr according to these inequality constraints.

Given a new example e, described by z = (x, y) with x = (x1, . . . , xp), w =
(xmd, ymd) with xmd = (xmd

1 , . . . , xmd
p ) and r = (xr, yr) with xr = (xr

1, . . . , x
r
p),

where xj = [aj , bj], xmd
j = (aj + bj)/2 and xr

j = (bj − aj) (j = 1, . . . , p), the
value y = [yL, yU ] of Y will be predicted from the predicted values ŷmd of Y md

and ŷr of Y r as follow:
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ŷL = ŷmd − (1/2)ŷr and ŷU = ŷmd + (1/2)ŷr (9)

where ŷmd = (x̃md)T β̂md, ŷr = (x̃r)T β̂r, (x̃md)T = (1, xmd
1 , . . . , xmd

p ), (x̃r)T =
(1, xr

1, . . . , x
r
p), β̂md = (β̂md

0 , β̂md
1 , . . . , β̂md

p )T and β̂r = (β̂r
0 , β̂r

1 , . . . , β̂r
p)T with

β̂r
i ≥ 0, i = 0, . . . , p.

3 The Monte Carlo Experiences

To show the usefulness of the approaches proposed in this paper in comparison
with the methods proposed by [2] (here called Center Method - CM ) and [5] (here
called Center and Range Method - CRM ), experiments with simulated interval-
valued data sets with different degrees of difficulty to fit a linear regression model
are considered in this section, along with a cardiological data set (see [2]).

3.1 Simulated Interval-Valued Data Sets

We consider standard quantitative data sets in '2 and '4. Each data set (in '2

or '4) has 375 points partitioned in a learning set (250 points) and a test set
(125 points). Each data point belonging to the standard data set is a seed for an
interval data (a rectangle in '2 or a hypercube in '4). In this way, the interval
data sets are obtained from these standard data sets.

The construction of the standard data sets and the corresponding interval
data sets is accomplished in the following steps:

s1) Let us suppose that each random variables Xmd
j is uniformly distributed

in the interval [a, b]; at each iteration 375 values of each variable Xmd
j are

randomly selected;
s2) The random variable Y md is supposed to be related to variables Xmd

j ac-
cording to Y md = (Xmd)T β + ε, where (Xmd)T = (1, Xmd

1 ) and β =
(β0 = U [c, d], β1 = U [c, d])T in '2, or (Xmd)T = (1, Xmd

1 , Xmd
2 , Xmd

3 ) and
β = (β0 = U [c, d], β1 = U [c, d], β2 = U [c, d], β3 = U [c, d])T in '4 and
ε = U [e, f ]; the mid-points of these 375 intervals are calculated according
this linear relation;

s3) Once the mid-points of the intervals are obtained, let us consider the range of
each interval. Let us suppose that each random variable Y r, Xr

j (j = 1, 2, 3)
is uniformly distributed, respectively, in the intervals [g, h] and [i, j]; at each
iteration 375 values of each variable Y r, Xr

j are randomly selected, which
are the range of these intervals;

s4) The interval-valued data set is partitioned in learning (250 observations) and
test (125 observations) data sets.

Table 1 shows nine different configurations for the interval data sets which
are used to measure de performance of the CCM and CCRM methods in
comparison with the approaches proposed by [2] and [5].

These configurations take into account the combination of two factors (range
and error on the mid-points) with three degrees of variability (low, medium and
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Table 1. Data set configurations

C1 Xmd
j ∼ U [20, 40] Xr

j ∼ U [20, 40] Y r ∼ U [20, 40] ε ∼ U [−20, 20]
C2 Xmd

j ∼ U [20, 40] Xr
j ∼ U [20, 40] Y r ∼ U [20, 40] ε ∼ U [−10, 10]

C3 Xmd
j ∼ U [20, 40] Xr

j ∼ U [20, 40] Y r ∼ U [20, 40] ε ∼ U [−5, 5]
C4 Xmd

j ∼ U [20, 40] Xr
j ∼ U [10, 20] Y r ∼ U [10, 20] ε ∼ U [−20, 20]

C5 Xmd
j ∼ U [20, 40] Xr

j ∼ U [10, 20] Y r ∼ U [10, 20] ε ∼ U [−10, 10]
C6 Xmd

j ∼ U [20, 40] Xr
j ∼ U [10, 20] Y r ∼ U [10, 20] ε ∼ U [−5, 5]

C7 Xmd
j ∼ U [20, 40] Xr

j ∼ U [1, 5] Y r ∼ U [1, 5] ε ∼ U [−20, 20]
C8 Xmd

j ∼ U [20, 40] Xr
j ∼ U [1, 5] Y r ∼ U [1, 5] ε ∼ U [−10, 10]

C9 Xmd
j ∼ U [20, 40] Xr

j ∼ U [1, 5] Y r ∼ U [1, 5] ε ∼ U [−5, 5]

high): low variability range (U [1, 5]), medium variability range (U [10, 20]), high
variability range (U [20, 40], low variability error (U [−5, 5]), medium variability
error (U [−10, 10]) and high variability error (U [−20, 20]).

The configuration C1, for example, represents observations with a high vari-
ability range and with a poor linear relationship between Y and the dependent
variables due the high variability error on the mid-points. Figure 1 shows the
configuration C1 when the data is in '2.

Fig. 1. Configuration C1 showing a poor linear relationship between Y and X1

On the other hand, the configuration C9 represents observations with a low
variability range and with a rich linear relationship between Y and the dependent
variables due the low variability error on the mid-points. Figure 2 shows the
configuration C9 when the data is in '2.

3.2 Experimental Evaluation

The performance assessment of these linear regression models is based on the
following measures: the lower bound root mean-square error (RMSEL), the up-
per bound root mean-square error (RMSEU ), the square of the lower bound
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Fig. 2. Configuration C9 showing a rich linear relationship between Y and X1

correlation coefficient (r2
L) and the square of the upper bound correlation coeffi-

cient (r2
U ). These measures are obtained from the observed values yi = [yLi, yUi]

(i = 1, . . . , n) of Y and from their corresponding predicted values ŷi = [ŷLi, ŷUi],
denoted as:

RMSEL =

√∑n
i=1(yLi − ŷLi)2

n
and RMSEU =

√∑n
i=1(yUi − ŷUi)2

n
(10)

r2
L =

Cov(yL, ŷL)
SyLSŷL

and r2
U =

Cov(yU , ŷU )
SyU SŷU

(11)

where: yL = (yL1, . . . , yLn)T , ŷL = (ŷL1, . . . , ŷLn)T , yU = (yU1, . . . , yUn)T ,
ŷU = (ŷU1, . . . , ŷUn)T , Cov(y•, ŷ•) is the covariance between yL and ŷL or
between yU and ŷU , Sy• is the standard deviation of yL or yU and Sŷ• is the
standard deviation of ŷL or ŷU .

These measures are estimated for the CM, CCM, CRM and CCRM meth-
ods in the framework of a Monte Carlo simulation with 100 replications for each
independent test interval data set, for each of the nine fixed configurations, as
well as for different numbers of independent variables in the model matrix X. At
each replication, we fitted a linear regression model to the training interval data
set using the CM, CCM, CRM and CCRM methods. Thus, the fitted regres-
sion models are used to predict the interval values of the dependent variable Y
in the test interval data set and these measures are calculated. For each measure,
the average and standard deviation over the 100 Monte Carlo simulations is cal-
culated and then a statistical t-test is applied to compare the performance of
the approaches. Additionally, this procedure is repeated considering 50 different
values for the parameter vector β selected randomly in the interval [−10, 10].

The comparison between these approaches is achieved by a statistical t-test
for independent samples at a significance level of 1%, applied to each measure
considered. For each configuration presented in the Table 1, number of indepen-
dent variables and methods compared is calculated the ratio of times that the
hypothesis H0 is rejected for each measure presented in the equations (10) and
(11), considering the 50 different vector of parameters β.
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For any two methods compared (A and B, in this order), concerning RMSEL

and RMSEU measures (the higher the measures, the worse the method), the null
and alternative hypotheses are structured as:

H0 : Method A ≥ Method B versus H1: Method A < Method B;
Concerning r2

L and r2
U measures (the higher the measures, the better the

method), the hypotheses are structured as:
H0 : Method A ≤ Method B versus H1: Method A > Method B;
In the Table 2, we illustrate for the CRM and CCRM methods (in this or-

der) the results of the Monte Carlo experience for a specific vector of parameters
β. This table shows that, for any considered situation and for all the measures
considered, the CRM and CCRM methods presented an average performance
very similar.

The comparison between the CRM and CCRM methods (in this order)
in relation to 50 different values for the parameter vector β showed that the
null hypothesis was never rejected at a significance level of 1%, regardless the
number of variables, the performance measure considered or the configuration.
This means that the average performance of the CRM method is not better
than the CCRM method. The same conclusion was again found in the com-
parisons of the CCRM method against CRM method (in this order). This
corroborates the hypothesis that the approaches present, in average, the same
performance. Then, concerning the model presented by [5] we conclude that the
use of inequality constraints to guarantee that ŷLi will be lower than ŷLi does
not penalize, statistically, its prediction performance. Then, the CCRM method
can be preferred when compared with the CRM

In the Table 3 we present the results of the comparison between CM and
CCM methods (in this order). In contrast with the results presented above, we
conclude that the use of inequality constraints in the method proposed by [2]
penalizes its prediction performance. We can see that the growing of the number
of independent variables produced an increase in the percentage of rejection of
the null hypothesis H0. This means that the performance difference between the
CM and CCM methods increases when the number of independent variables
in the model increases. Comparing the configurations C1, C4 and C7, that differ
with respect to the variability on the range of the intervals, notice that when the
interval’s range decreases, the percentage of rejection of the null hypothesis H0

increases. We have a similar conclusion comparing the configurations (C2, C5, C8)
and (C3, C6, C9). However, it’s important remember that the CM method does
not guarantee that the values of ŷLi will be lower than the values of ŷUi.

Finally, the results presented in Table 4 show the superiority of the CCRM
method when compared with the CM method (in this order). We can see that
the percentage of rejection of the null hypothesis at a significance level of 1%,
regardless the number of variables or the performance measure considered, is
always higher than 80%. This indicate that the CCRM method has a better
performance than the CM approach. When the number of variables is 3, in all
configurations except C7, the null hypothesis H0 was rejected in 100% of the
cases.
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Table 2. Comparision between CRM and CCRM methods - Average and standard
deviation of each measure calculated from the 100 replications in the framework of a
Monte Carlo experience for a specific vector of parameters β

Config. p Stat. RMSEL RMSEU R2
L (%) R2

U (%)
CRM CCRM CRM CCRM CRM CCRM CRM CCRM

C1 1 x 19.874 19.874 19.718 19.718 93.85 93.86 94.07 94.07
S 1.180 1.179 1.121 1.123 0.78 0.78 0.76 0.76

3 x 19.870 19.866 19.697 19.696 97.28 97.29 97.25 97.25
S 1.099 1.096 1.070 1.069 0.38 0.38 0.42 0.42

C2 1 x 16.919 16.919 17.076 17.076 94.76 94.76 95.01 95.01
S 0.751 0.750 0.763 0.764 0.73 0.74 0.63 0.63

3 x 19.778 19.770 19.648 19.644 91.98 91.99 91.83 91.83
S 1.254 1.251 1.082 1.083 1.02 1.02 1.10 1.10

C3 1 x 16.310 16.310 16.337 16.337 97.32 97.32 97.33 97.34
S 0.643 0.644 0.599 0.599 0.35 0.34 0.36 0.36

3 x 16.342 16.340 16.316 16.315 98.28 98.28 98.27 98.27
S 0.616 0.617 0.642 0.643 0.22 0.22 0.24 0.25

C4 1 x 14.060 14.059 14.122 14.120 72.52 72.52 72.41 72.41
S 0.800 0.800 0.880 0.879 3.31 3.31 3.46 3.46

3 x 14.082 14.081 13.959 13.957 94.64 94.64 94.62 94.62
S 0.825 0.825 0.771 0.769 0.72 0.72 0.76 0.76

C5 1 x 9.915 9.915 9.872 9.871 96.91 96.61 96.63 96.64
S 0.612 0.612 0.583 0.584 0.43 0.43 0.36 0.36

3 x 9.955 9.956 9.905 9.904 97.91 97.91 97.93 97.93
S 0.493 0.494 0.498 0.498 0.25 0.25 0.28 0.28

C6 1 x 8.490 8.490 8.545 8.545 99.02 99.02 99.00 99.00
S 0.370 0.370 0.370 0.370 0.14 0.13 0.13 0.13

3 x 8.530 8.529 8.577 8.577 99.53 99.53 99.53 99.53
S 0.391 0.390 0.394 0.395 0.07 0.07 0.08 0.08

C7 1 x 11.863 11.863 11.851 11.851 27.14 27.14 27.20 27.20
S 0.540 0.540 0.515 0.515 6.81 6.80 6.90 6.91

3 x 11.700 11.701 11.753 11.752 94.48 94.48 94.50 94.50
S 0.524 0.524 0.431 0.431 0.63 0.63 0.60 0.60

C8 1 x 6.121 6.121 6.103 6.103 98.85 98.85 96.86 96.86
S 0.285 0.285 0.296 0.295 0.13 0.13 0.14 0.14

3 x 6.145 6.145 6.125 6.124 98.85 98.85 98.86 98.86
S 0.298 0.296 0.328 0.329 0.16 0.16 0.15 0.15

C9 1 x 3.476 3.475 3.455 3.456 81.56 81.57 81.85 81.85
S 0.206 0.205 0.187 0.187 2.51 2.51 2.29 2.29

3 x 3.455 3.454 3.489 3.489 99.52 99.52 99.51 99.51
S 0.181 0.180 0.202 0.202 0.06 0.06 0.07 0.07

Additionally, in all configurations, the growing of the number of independent
variables produced an increase in the percentage of rejection of the null hypoth-
esis H0. This means that the performance difference between the CCRM and
CM methods increases when the number of independent variables in the model
increases.
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Table 3. Comparison between CM and CCM methods - Percentage of rejection of the
null hypothesis H0 (T-test for independent samples following a Student’s t distribution
with 198 degrees of freedom)

Configuration p RMSEL RMSEU r2
L (%) r2

U (%)
C1 1 22% 1% 0% 0%

3 26% 20% 34% 32%
C2 1 22% 2% 0% 0%

3 24% 24% 36% 36%
C3 1 18% 2% 0% 0%

3 26% 16% 28% 28%
C4 1 52% 44% 0% 0%

3 74% 80% 22% 22%
C5 1 62% 48% 0% 0%

3 80% 88% 38% 38%
C6 1 46% 36% 0% 0%

3 78% 88% 38% 38%
C7 1 60% 62% 0% 0%

3 86% 88% 42% 42%
C8 1 58% 56% 0% 0%

3 80% 84% 42% 42%
C9 1 60% 60% 0% 0%

3 90% 90% 36% 36%

Now, comparing the configurations C1, C2, and C3, that differ with respect to
the error on the mid-points of the intervals, notice that when the variability of the
error decreases, the percentage of rejection of the null hypothesis H0 increases.
This shows that, as much linear is the relationship between the variables as
higher is the statistical significance of the difference between the CCRM and
CM methods. We arrive to the same conclusion comparing the configurations
(C4, C5, C6) and (C7, C8, C9).

On the other hand, comparing the configurations C1, C4 and C7, that differ
with respect to the variability on the range of the intervals, notice that when
the interval’s range decreases, the percentage of rejection of the null hypothesis
H0 decreases too. We have a similar conclusion comparing the configurations
(C2, C5, C8) and (C3, C6, C9).

3.3 Cardiological Interval Data Set

This data set (Table 5) concerns the record of the pulse rate Y , systolic blood
pressure X1 and diastolic blood pressure X2 for each of eleven patients (see [2]).
The aim is to predict the interval values y of Y (the dependent variable) from
xj (j = 1, 2) through a linear regression model.

The fitted linear regression models to the CM, CCM, CRM and CCRM
methods in the cardiological interval data set are presented below:
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Table 4. Comparison between CCRM and CM methods - Percentage of rejection
of the null hypothesis H0 (T-test for independent samples following a Student’s t
distribution with 198 degrees of freedom)

Configuration p RMSEL RMSEU r2
L (%) r2

U (%)
C1 1 100% 100% 97% 97%

3 100% 100% 100% 100%
C2 1 100% 100% 96% 96%

3 100% 100% 100% 100%
C3 1 100% 100% 98% 98%

3 100% 100% 100% 100%
C4 1 100% 100% 94% 94%

3 100% 100% 100% 100%
C5 1 100% 100% 96% 94%

3 100% 100% 100% 100%
C6 1 100% 100% 100% 100%

3 100% 100% 100% 100%
C7 1 94% 94% 84% 80%

3 98% 98% 98% 98%
C8 1 100% 100% 94% 94%

3 100% 100% 100% 100%
C9 1 100% 100% 100% 100%

3 100% 100% 100% 100%

Table 5. Cardiological interval data set

u Pulse rate Systolic blood pressure Diastolic blood pressure
1 [44-68] [90-100] [50-70]
2 [60-72] [90-130] [70-90]
3 [56-90] [140-180] [90-100]
4 [70-112] [110-142] [80-108]
5 [54-72] [90-100] [50-70]
6 [70-100] [130-160] [80-110]
7 [72-100] [130-160] [76-90]
8 [76-98] [110-190] [70-110]
9 [86-96] [138-180] [90-110]
10 [86-100] [110-150] [78-100]
11 [63-75] [60-100] [140-150]

CM: ŷL = 21.17 + 0.33a1 + 0.17a2 and ŷU = 21.17 + 0.33b1 + 0.17b2;
CCM: ŷL = 21.17 + 0.33a1 + 0.17a2 and ŷU = 21.17 + 0.33b1 + 0.17b2;
CRM: ŷmd = 21.17 + 0.33xmd

1 + 0.17xmd
2 and ŷr = 20.13 − 0.15xr

1 + 0.35xr
2.

CCRM: ŷmd = 21.17 + 0.33xmd
1 + 0.17xmd

2 and ŷr = 17.96 + 0.20xr
2.

From the fitted linear regression models for interval-valued data listed above
we present, in the Table 6, the predicted interval values of the dependent variable
pulse rate, in accordance with CM, CCM, CRM and CCRM models.
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Table 6. Predicted interval values of the dependent variable pulse rate, according to
CM, CCM, CRM and CCRM models

CM CCM CRM CCRM

[59-66] [59-66] [50-75] [52-74]
[63-79] [63-79] [60-82] [60-82]
[83-97] [83-97] [81-99] [80-100]
[71-86] [71-86] [66-99] [67-90]
[59-66] [59-66] [50-75] [52-74]
[78-92] [78-92] [72-98] [73-97]
[77-89] [77-89] [73-93] [73-93]
[69-102] [69-102] [75-97] [73-99]
[82-99] [82-99] [80-101] [79-101]
[71-87] [71-87] [68-90] [68-90]
[65-80] [65-80] [63-81] [62-82]

Table 7. Performance of the methods in the cardiological interval data set

Method RMSEL RMSEL r2
L (%) r2

U (%)
CM 11.09 10.41 30.29 53.47

CCM 11.09 10.41 30.29 53.47
CRM 9.81 8.94 41.54 63.34

CCRM 9.73 9.18 41.04 59.41

The performance of the CM, CCM, CRM and CCRM methods is eval-
uated through the calculation of RMSEL, RMSEU , r2

L and r2
U measures on

this cardiological interval data set. From Table 7, we can see that the perfor-
mance of the methods in this cardiological data set were similar to what was
demonstrated in the Monte Carlo simulations. We conclude that the CRM and
CCRM methods outperforms the CM and CCM methods, that present the
same performance in this particular case, and that the CRM and CCRM meth-
ods presented a very close performance.

4 Concluding Remarks

In this paper we presented two new methods to fit a regression model on interval-
valued data which considers inequality constraints to guarantee that the pre-
dicted values of the ŷLi will be lower than the predicted values of the upper
bounds ŷUi. The first approach consider the regression linear model proposed
by [2] and add inequality constraints in the vector of parameters β. The second
approach consider the regression linear model proposed by [5] and add, in the
regression model fitted over the ranges of the intervals, inequality constraints to
guarantee that ŷLi will be lower than ŷUi.

The assessment of the proposed prediction methods was based on the aver-
age behaviour of the root mean square error and the square of the correlation
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coefficient in the framework of a Monte Carlo simulation. The performance of
the proposed approaches was also measured in a cardiological interval data set

The comparison between the CRM and CCRM showed that the use of
inequality constraints to guarantee that ŷLi would be be lower than ŷLi did not
represent, statistically, penalization in the model prediction performance. Then,
the CCRM method was preferred when compared with the CRM.

On the other hand, we conclude that the use of inequality constraints in the
method proposed by [2] penalizes its prediction performance. We observed that
the performance difference between the CM and CCM methods increases when
the number of independent variables in the model increases.

The results showed the superiority of the CCRM method when compared
with the CM method. The percentage of rejection of the null hypothesis at a
significance level of 1%, regardless the number of variables or the performance
measure considered, is always higher than 80%. The performance difference be-
tween the CCRM and CM methods increases when the number of independent
variables in the model increases. Moreover, as much linear is the relationship
between the variables as higher is the statistical significance of the difference
between the CCRM and CM methods.

Finally, the performance of the methods in the cardiological data set was
similar to that showed in the Monte Carlo simulations. We concluded that the
CRM and CCRM methods outperforms the CM and CCM methods and that
the CRM and CCRM methods presented a very similar performance.
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Abstract. Pattern recognition essentially deals with the training and classifica-
tion of patterns, where the distribution of the features is assumed unknown. How-
ever, in almost all the reported results, a fundamental assumption made is that this
distribution, although unknown, is stationary. In this paper, we shall relax this as-
sumption and assume that the class-conditional distribution is non-stationary. To
now render the training and classification feasible, we present a novel estimation
strategy, involving the so-called Stochastic Learning Weak Estimator (SLWE).
The latter, whose convergence is weak, is used to estimate the parameters of a
binomial distribution using the principles of stochastic learning. Even though our
method includes a learning coefficient, λ, it turns out that the mean of the final
estimate is independent of λ, the variance of the final distribution decreases with
λ, and the speed decreases with λ. Similar results are true for the multinomial
case. To demonstrate the power of these estimates in data which is truly “non-
stationary”, we have used them in two pattern recognition exercises, the first of
which involves artificial data, and the second which involves the recognition of
the types of data that are present in news reports of the Canadian Broadcasting
Corporation (CBC). The superiority of the SLWE in both these cases is demon-
strated.

1 Introduction

Every Pattern Recognition (PR) problem essentially deals with two issues : the training
and then the classification of the patterns. Generally speaking, the fundamental assump-
tion made is that the class-conditional distribution, although unknown, is stationary. It
is interesting to note that this tacit assumption is so all-pervading - all the data sets in-
cluded in the acclaimed UCI machine learning repository [2] represent data in which
the class-conditional distribution is assumed to be stationary. Our intention here is to
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propose training (learning) and classification strategies when the class-conditional dis-
tribution is non-stationary. Indeed, we shall approach this problem by studying the fun-
damental statistical issue, namely that of estimation.

Since the problem involves random variables, the training/classification decisions
are intricately dependent on the system obtaining reliable estimates on the parameters
that characterize the underlying random variable. These estimates are computed from
the observations of the random variable itself. Thus, if a problem can be modeled using
a random variable which is normally (Gaussian) distributed, the underlying statistical
problem involves estimating the mean and the variance. The theory of estimation has
been studied for hundreds of years [1,3,8,24,26,27]. It is also easy to see that the learn-
ing (training) phase of a statistical Pattern Recognition (PR) system is, indeed, based
on estimation theory [4,5,6,32]. Estimation methods generally fall into various cate-
gories, including the Maximum Likelihood Estimates (MLE) and the Bayesian family
of estimates [1,3,4,5].

Although the MLEs and Bayesian estimates have good computational and statistical
properties, the fundamental premise for establishing the quality of estimates is based on
the assumption that the parameter being estimated does not change with time. In other
words, the distribution is assumed to be stationary. Thus, it is generally assumed that
there is an underlying parameter θ, which does not change with time, and as the number
of samples increases, we would like the estimate θ̂ to converge to θ with probability
one, or in a mean square sense.

There are numerous problems which we have recently encountered, where these
strong estimators pose a real-life concern. One scenario occurs in pattern classifica-
tion involving moving scenes. We also encounter the same situation when we want to
perform adaptive compression of files which are interspersed with text, formulae, im-
ages and tables. Similarly, if we are dealing with adaptive data structures, the structure
changes with the estimate of the underlying data distribution, and if the estimator used is
“strong” (i.e., w. p. 1), it is hard for the learned data structure to emerge from a structure
that it has converged to. Indeed, we can conclusively demonstrate that it is sub-optimal
to work with strong estimators in such application domains, i.e., when the data is truly
non-stationary.

In this paper, we shall present one such “weak” estimator, referred to as the Stochas-
tic Learning Weak Estimator (SLWE), and which is developed by using the principles
of stochastic learning. In essence, the estimate is updated at each instant based on the
value of the current sample. However, this updating is not achieved using an additive
updating rule, but rather by a multiplicative rule, akin to the family of linear action-
probability updating schemes [13,14]. The formal results that we have obtained for the
binomial distribution are quite fascinating. Similar results have been achieved for the
multinomial case, except that the variance (covariance) has not been currently derived.

The entire field of obtaining weak estimators is novel. In that sense, we believe
that this paper is of a pioneering sort – we are not aware of any estimators which are
computed as explained here. We also hope that this is the start of a whole new body
of research, namely those involving weak estimators for various distributions, and their
applications in various domains. In this regard, we are currently in the process of deriv-
ing weak estimators for various distributions. To demonstrate the power of the SLWE in
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real-life problems, we conclude the paper with results applicable to news classification
problems, in which the underlying distribution is non-stationary.

To devise a new estimation method, we have utilized the principles of learning as
achieved by the families of Variable Structure Stochastic Automata (VSSA) [10,11,13].
In particular, the learning we have achieved is obtained as a consequence of invoking
algorithms related to families of linear schemes, such as the Linear Reward-Inaction
(LRI) scheme. The analysis is also akin to the analysis used for these learning automata
(LA). This involves first determining the updating equations, and taking the conditional
expectation of the quantity analyzed. The condition disappears when the expectation
operator is invoked a second time, leading to a difference equation for the specified
quantity, which equation is later explicitly solved. We have opted to use these families of
VSSA in the design of our SLWE, because it turns out that the analysis is considerably
simplified and (in our opinion) fairly elegant.

The traditional strategy to deal with non-stationary environments has been one of
using a sliding window [7]. The problem with such a “sliding window” scheme for
estimation is that the width of the window is crucial. If the width is too “small”, the
estimates are necessarily poor. On the other hand, if the window is “large”, the esti-
mates prior to the change of the parameters influence the new estimates significantly.
Also, the observations during the entire sliding window must be retained and updated
during the entire process. A comparison of our new estimation strategy with some of
the other “non-sliding-window” approaches is currently under way. However, the main
and fundamental difference that our method has over all the other reported schemes is
the fact that our updating scheme is not additive, but multiplicative.

The question of deriving weak estimators based on the concepts of discretized LA
[16,18] and estimator-based LA [12,17,19,21,23,29] remains open. We believe, how-
ever, that even if such estimator-based SLWE are designed, the analysis of their prop-
erties will not be trivial.

2 Weak Estimators of Binomial Distributions

Through out this paper we assume that we are estimating the parameters of a bino-
mial/multinomial distribution. The binomial distribution is characterized by two pa-
rameters, namely, the number of Bernoulli trials, and the parameter characterizing each
Bernoulli trial. In this regard, we assume that the number of observations is the number
of trials. Thus, all we have to do is to estimate the Bernoulli parameter for each trial.
This is what we endeavor to do using stochastic learning methods.

Let X be a binomially distributed random variable, which takes on the value of
either ‘1’ or ‘2’1. We assume that X obeys the distribution S, where S = [s1, s2]T . In
other words,

X = ‘1’ with probability s1

= ‘2’ with probability s2 ,
where, s1 + s2 = 1.

1 We depart from the traditional notation of the random variable taking values of ‘0’ and ‘1’, so
that the notation is consistent when we consider the multinomial case.
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Let x(n) be a concrete realization of X at time ‘n’. The intention of the exercise is
to estimate S, i.e., si for i = 1, 2. We achieve this by maintaining a running estimate
P (n) = [p1(n), p2(n)]T of S, where pi(n) is the estimate of si at time ‘n’, for i = 1, 2.
Then, the value of pi(n) is updated as per the following simple rule :

p1(n + 1) ← λp1(n) if x(n) = 2 (1)

← 1 − λp2(n) if x(n) = 1 . (2)

where λ is a user-defined parameter, 0 < λ < 1.
In order to simplify the notation, the vector P (n) = [p1(n), p2(n)]T refers to the

estimates of the probabilities of ‘1’ and ‘2’ occurring at time ‘n’, namely p1(n) and
p2(n) respectively. In the interest of simplicity, we omit the index n, whenever there is
no confusion, and thus, P is an abbreviation P (n).

The first theorem, whose proof can be found in [15], concerns the distribution of
the vector P which estimates S as per Equations (1) and (2). We shall state that P
converges in distribution. The mean of P is shown to converge exactly to the mean of
S. The proof, which is a little involved, follows the types of proofs used in the area of
stochastic learning [15].

Theorem 1. Let X be a binomially distributed random variable, and P (n) be the esti-
mate of S at time ‘n’. Then, E [P (∞)] = S. �

The next results that we shall prove indicates that E [P (n + 1)] is related to E [P (n)]
by means of a stochastic matrix. We derive the explicit dependence, and allude to the
resultant properties by virtue of the stochastic properties of this matrix. This leads us to
two results, namely that of the limiting distribution of the chain, and that which concerns
the rate of convergence of the chain. It turns out that while the former is independent of
the learning parameter, λ, the latter is determined only by λ.

The reader will observe that the results we have derived are asymptotic results. In
other words, the mean of P (n) is shown to converge exactly to the mean of S. The
implications of the “asymptotic” nature of the results will be clarified presently. The
proofs of Theorems 2, 3 and 4 can be found in [15].

Theorem 2. If the components of P (n + 1) are obtained from the components of P (n)
as per Equations (1) and (2), E [P (n + 1)] = MT E [P (n)], where M is a stochastic
matrix. Thus, the limiting value of the expectation of P (.) converges to S, and the rate
of convergence of P to S is fully determined by λ. �

Theorem 3. Let X be a binomially distributed random variable governed by the dis-
tribution S, and P (n) be the estimate of S at time ‘n’ obtained by (1) and (2). Then,
the rate of convergence of P to S is fully determined by λ. �

We now derive the explicit expression for the asymptotic variance of the SLWE. A
small value of λ leads to fast convergence and a large variance and vice versa.

Theorem 4. Let X be a binomially distributed random variable governed by the dis-
tribution S, and P (n) be the estimate of S at time ‘n’ obtained by (1) and (2). Then,
the algebraic expression for the variance of P (∞) is fully determined by λ. �
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When λ → 1, it implies that the variance tends to zero, implying mean square
convergence.

Our result seems to be contradictory to our initial goal. When we motivated our
problem, we were working with the notion that the environment was non-stationary.
However, the results we have derived are asymptotic, and thus, are valid only as n →
∞. While this could prove to be a handicap, realistically, and for all practical purposes,
the convergence takes place after a relatively small values of n. Thus, if λ is even as
“small” as 0.9, after 50 iterations, the variation from the asymptotic value will be of the
order of 10−50, because λ also determines the rate of convergence, and this occurs in a
geometric manner [13]. In other words, even if the environment switches its Bernoulli
parameter after 50 steps, the SLWE will be able to track this change. Observe too that
we do not need to introduce or consider the use of a “sliding window”.

We conclude this Section by presenting the updating rule given in (1) and (2) in the
context of some schemes already reported in the literature. If we assume that X can
take values of ‘0’ and ‘1’, then the probability of ‘1’ at time n + 1 can be estimated as
follows:

p1(n + 1) ← n

n + 1
p1 +

1
n + 1

x(n + 1) (3)

This expression can be seen to be a particular case of the rule (1) and (2), where the
parameter λ = 1 − 1

n+1 . This kind of rule is typically used in stochastic approximation
[9], and in some reinforcement learning schemes, such as the Q-learning [31]. What we
have done is to show that when such a rule is used in estimation, the mean converges to
the true mean (independent of the learning parameter λ), and that the variance and rate
of convergence are determined only by λ. Furthermore, we have derived the explicit
relationships for these dependencies.

3 Weak Estimators of Multinomial Distributions

In this section, we shall consider the problem of estimating the parameters of a multi-
nomial distribution. The multinomial distribution is characterized by two parameters,
namely, the number of trials, and a probability vector which determines the probabil-
ity of a specific event (from a pre-specified set of events) occurring. In this regard, the
number of observations is the number of trials. Thus, we are to estimate the latter prob-
ability vector associated with the set of possible outcomes or trials. Specifically, let X
be a multinomially distributed random variable, which takes on the values from the set
{‘1’, . . . , ‘r’}. We assume that X is governed by the distribution S = [s1, . . . , sr]T as:

X = ‘i’ with probability si, where
∑r

i=1 si = 1.
Also, let x(n) be a concrete realization of X at time ‘n’. The intention of the exer-

cise is to estimate S, i.e., si for i = 1, . . . , r. We achieve this by maintaining a running
estimate P (n) = [p1(n), . . . , pr(n)]T of S, where pi(n) is the estimate of si at time
‘n’, for i = 1, . . . , r. Then, the value of p1(n) is updated as per the following simple
rule (the rules for other values of pj(n) are similar):

p1(n + 1) ← p1 + (1 − λ)
∑
j =1

pj when x(n) = 1 (4)

← λp1 when x(n) �= 1 (5)
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As in the binomial case, the vector P (n) = [p1(n), p2(n), . . . , pr(n)]T refers to the
estimate of S = [s1, s2, . . . , sr]T at time ‘n’, and we will omit the reference to time ‘n’
in P (n) whenever there is no confusion.

The results that we present now are as in the binomial case, i.e. the distribution of
E [P (n + 1)] follows E [P (n)] by means of a stochastic matrix. This leads us to two
results, namely to that of the limiting distribution of the vector, and that which concerns
the rate of convergence of the recursive equation. It turns out that both of these, in the
very worst case, could only be dependent on the learning parameter λ. However, to our
advantage, while the former is independent of the learning parameter, λ, the latter is
only determined by it (and not a function of it). The complete proofs of Theorems 5, 6
and 7 are found in [15].

Theorem 5. Let X be a multinomially distributed random variable governed by the
distribution S, and P (n) be the estimate of S at time ‘n’ obtained by (4) and (5). Then,
E [P (∞)] = S. �

We now derive the explicit dependence of E [P (n + 1)] on E [P (n)] and the conse-
quences.

Theorem 6. Let the parameter S of the multinomial distribution be estimated at time
‘n’ by P (n) obtained by (4) and (5). Then, E [P (n + 1)] = MT E [P (n)], in which
every off-diagonal term of the stochatic matrix, M, has the same multiplicative factor,
(1−λ). Furthermore, the final solution of this vector difference equation is independent
of λ.

�
The convergence and eigenvalue properties of M follow.

Theorem 7. Let the parameter S of the multinomial distribution be estimated at time
‘n’ by P (n) obtained by (4) and (5). Then, all the non-unity eigenvalues of M are
exactly λ, and thus the rate of convergence of P is fully determined by λ. �

A small value of λ leads to fast convergence and a large variance, and vice versa.
Again, although the results we have derived are asymptotic, if λ is even as “small” as
0.9, after 50 iterations, the variation from the asymptotic value will be of the order of
10−50. In other words, after 50 steps, the SLWE will be able to track this change. Our
experimental results demonstrate this fast convergence.

4 Experiments on Pattern Classification

The power of the SLWE has been earlier demonstrated in the “vanilla” estimation prob-
lem [20]. We now argue that these principles also have significance in the PR of non-
stationary data, by demonstrating in two pattern recognition experiments. The classifi-
cation in these cases was achieved on non-stationary data respectively derived synthet-
ically, and from real-life data files obtained from the Canadian Broadcasting Corpora-
tion’s (CBC’s) news files. We now describe both these experiments and the comparison
of the SLWE with the well-known MLE that uses a sliding window (MLEW).
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4.1 Classification of Synthetic Data

In the case of synthetic data, the classification problem was the following. Given a
stream of bits, which are drawn from two different sources (or classes), say, S1 and
S2, the aim of the classification exercise was to identify the source which each symbol
belonged to. To train the classifier, we first generated blocks of bits using two binomial
distributions (20 blocks for each source), where the probability of 0 for each distribution
was s11 and s12 respectively. For the results which we report, (other settings yielding
similar results are not reported here) the specific values of s11 and s12 were randomly
set to be s11 = 0.18 and s12 = 0.76, which were assumed unknown to the classifier.
These data blocks were then utilized to compute MLE estimates of s11 and s12, which
we shall call s′11 and s′12 respectively. In the testing phase, 40 blocks of bits were gen-
erated randomly from either of the sources, and the order in which they were generated
was kept secret to the classifier. Furthermore, the size of the blocks was also unknown to
the estimators, MLEW and SLWE. In the testing phase, each bit read from the testing
set was classified using two classifiers, which were designed using the probability of
the symbol ‘0’ estimated by the MLEW and SLWE, which we refer to as pM1(n) and
pS1(n) respectively. The classification rule was based on a linear classifier, and the bit
was assigned to the class that minimized the Euclidean distance between the estimated
probability of 0, and the “learned” probability of 0 (for the two sources) obtained during
the training. Thus, based on the MLWE classifier, the nth bit read from the test set was
assigned to class S1, if (ties were resolved arbitrarily) :

(p1M − s′11) < (p1M − s′12) ,

and assigned to class S2 otherwise. The classification rule based on the SLWE was
analogous, except that it used p1S instead of p1M .

The two classifiers were tested for different scenarios. For the SLWE, the value of
λ was arbitrarily set to 0.9. In the first set of experiments, the classifiers were tested
for blocks of different sizes, b = 50, 100, . . . , 500. For each value of b, an ensemble
of 100 experiments was performed. The MLEW used a window of size w, which was
centered around b, and was computed as the nearest integer of a randomly generated
value obtained from a uniform distribution U [b/2, 3b/2]. In effect, we thus gave the
MLEW the advantage of having some a priori knowledge of the block size. The results
obtained are shown in Table 1, from which we see that classification using the SLWE
was uniformly superior to classification using the MLEW, and in many cases yielded
more than 20% accuracy than the latter. The accuracy of the classifier increased with
the block size as is clear from Figure 1.

In the second set of experiments, we tested both classifiers, the MLEW and SLWE,
when the block size was fixed to be b = 50. The window size of the MLEW, w was
again randomly generated from U [b/2, 3b/2], thus giving the MLE the advantage of
having some a priori knowledge of the block size. The SLWE again used a conservative
value of λ = 0.9. In this case, we conducted an ensemble of 100 simulations, and in
each case, we computed the classification accuracy of the first k bits in each block.
The results are shown in Table 2. Again, the uniform superiority of the SLWE over the
MLEW can be observed. For example, when k = 45, the MLEW yielded an accuracy
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Table 1. The results obtained from testing linear classifiers which used the MLEW and SLWE
respectively. In this case, the blocks were generated of sizes b = 50, 100, . . . , 500, and the
window size w used for the MLEW was randomly generated from U [b/2, 3b/2]. The SLWE
used a value of λ = 0.9. The results were obtained from an ensemble of 100 simulations, and the
accuracy was computed using all the bits in the block.

b MLEW SLWE

50 76.37 93.20
100 75.32 96.36
150 73.99 97.39
200 74.63 97.95
250 74.91 98.38
300 74.50 98.56
350 75.05 98.76
400 74.86 98.88
450 75.68 98.97
500 75.55 99.02
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Fig. 1. Plot of the accuracies of the MLEW and SLWE classifiers for different block sizes. The
settings of the experiments are as described in Table 1.

of only 73.77%, but the corresponding accuracy of the SLWE was 92.48%. From the
plot shown in Figure 2, we again observe the increase in accuracy with k.

In the final set of experiments, we tested both classifiers, the MLEW and SLWE,
when the block size was made random (as opposed to being fixed as in the previous
cases). This was, in one sense, the most difficult setting, because there was no fixed
“periodicity” for the switching from one “environment” to the second, and vice versa.
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Table 2. The results obtained from testing linear classifiers which used the MLEW and SLWE
respectively. In this case, the blocks were generated of size b = 50, and the window size w used
for the MLEW was randomly generated from U [b/2, 3b/2]. The SLWE used a value of λ = 0.9.
The results were obtained from an ensemble of 100 simulations, and the accuracy was computed
using the first k bits in each block.

k MLEW SLWE

5 50.76 56.46
10 51.31 70.00
15 53.15 78.65
20 56.03 83.66
25 59.47 86.78
30 63.19 88.90
35 67.03 90.42
40 70.65 91.57
45 73.77 92.48
50 76.37 93.20
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Fig. 2. Plot of the accuracies of the MLEW and SLWE classifiers for different values of k. The
settings of the experiments are as described in Table 2.

This block size was thus randomly generated from U [w/2, 3w/2], where w was the
width used by the MLEW. Observe again that this implicitly assumed that the MLE had
some (albeit, more marginal than in the previous cases) advantage of having some a
priori knowledge of the system’s behaviour, but the SLWE used the same conservative
value of λ = 0.9. Again, we conducted an ensemble of 100 simulations, and in each
case, we computed the classification accuracy of the first k bits in each block. The
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Table 3. The results obtained from testing linear classifiers which used the MLEW and SLWE re-
spectively. In this case, the blocks were generated of a random width b uniform in U [w/2, 3w/2],
where w was the window size used by the MLEW. The SLWE used a value of λ = 0.9. The re-
sults were obtained from an ensemble of 100 simulations, and the accuracy was computed using
the first k bits in each block.

b MLEW SLWE

5 51.53 56.33
10 51.79 70.05
15 52.06 78.79
20 53.09 83.79
25 56.17 86.88
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Fig. 3. Plot of the accuracies of the MLEW and SLWE classifiers for different values of k. The
numerical results of the experiments are shown in Table 3.

results are shown in Table 3. As in the above two cases, the SLWE was uniformly
superior to the MLEW. For example, when b = 20, the MLEW yielded a recognition
accuracy of only 53.09%, but the corresponding accuracy of the SLWE was 83.79%.
From the plot shown in Figure 3, we again observe the increase in accuracy with k for
the case of the SLWE, but the increase in the case of the MLEW is far less marked.

4.2 Result on Real-Life Classification

In this section, we present the results of classification obtained from real-life data. The
problem can be described as follows. We are given a stream of news items from different
sources, and the aim of the PR exercise is to detect the source that the news come



On Utilizing Stochastic Learning Weak Estimators 117

Table 4. Empirical results obtained by classification of CBC files into Sports (S) and Business
(B) items using the MLEW and SLWE

File name Class Size MLEW SLWE
Hits Accuracy Hits Accuracy

s3.txt S 1162 721 62.05 909 78.23
b11.txt B 1214 1045 86.08 1154 95.06
b17.txt B 1290 1115 86.43 1261 97.75
s16.txt S 1044 610 58.43 656 62.84
s9.txt S 2161 1542 71.36 1789 82.79
b7.txt B 1021 877 85.90 892 87.37
b5.txt B 1630 932 57.18 1087 66.69
b12.txt B 1840 1289 70.05 1502 81.63
s20.txt S 2516 1582 62.88 1919 76.27
b1.txt B 1374 826 60.12 882 64.19
b2.txt B 1586 940 59.27 1124 70.87
s4.txt S 1720 1051 61.10 1169 67.97
b8.txt B 1280 801 62.58 917 71.64
b15.txt B 1594 831 52.13 928 58.22
s10.txt S 2094 1202 57.40 1486 70.96
b20.txt B 2135 1361 63.75 1593 74.61
s14.txt S 2988 1749 58.53 2163 72.39
b10.txt B 3507 2086 59.48 2291 65.33
b9.txt B 2302 1425 61.90 1694 73.59
s7.txt S 2209 928 42.01 1116 50.52
s5.txt S 2151 1181 54.90 1411 65.60
s12.txt S 3197 1636 51.17 2071 64.78
s8.txt S 1935 1149 59.38 1398 72.25
s1.txt S 2334 1079 46.23 1248 53.47
b3.txt B 1298 563 43.37 640 49.31
s2.txt S 2147 917 42.71 1218 56.73
b19.txt B 1943 991 51.00 1210 62.27
s13.txt S 2534 1380 54.46 1568 61.88

from. For example, consider the scenario when a TV channel broadcasts live video,
or a channel that releases news in the form of text, for example, on the internet. The
problem of detecting the source of the news item from a live channel has been studied
by various researchers (in the interest of brevity, we merely cite one reference [25])
with the ultimate aim being that of extracting shots for the videos and using them to
classify the video into any of the pre-defined classes. Processing images is extremely
time-consuming, which makes real time processing almost infeasible. Thus, to render
the problem tractable, we consider the scenario in which the news items arrive in the
form of text blocks, which are extracted from the closed-captioning text embedded in
the video streams. A classification problem of this type is similar to that of classifying
files posted, for example, on the internet.

To demonstrate the power of our SLWE over the MLE when used in a classification
scheme for real-life problems, we used them both as in the case of the artificial data
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described above, followed by a simple linear classifier. We first downloaded news files
from the Canadian Broadcasting Corporation (CBC), which were from either of two
different sources (the classes): business or sports2. The data was then divided into two
subsets, one for training and the other for testing purposes, each subset having 20 files
of each class. With regard to the parameters, for the SLWE we randomly selected a
value of λ uniformly from the range [0.99, 0.999], and for the case of the MLEW, the
window size was uniformly distributed in [50, 150]. In our particular experiments, the
value for λ was 0.9927, and the value for the size of the window was 79, where the
latter was obtained by rounding the resulting random value to the nearest integer. The
results of the classification are shown in Table 4, where we list the name of the files
that were selected (randomly) from the testing set. The column labeled “hits” contains
the number of characters in the file, which were correctly classified, and “accuracy”
represents the percentage of those characters. The results reported here are only for
the cases when the classification problem is meaningful. In a few cases, the bit pattern
did not even yield a 50% (random choice) recognition accuracy. We did not report
these results because, clearly, classification using these “features” and utilizing such
a classifier is meaningless. But we have reported all the cases when the MLEW gave
an accuracy which was less than 50%, but for which the SLWE yielded an accuracy
which was greater than 50%. The superiority of the SLWE over the MLEW is clearly
seen from the table - for example in the case of the file s9.txt, the MLEW yielded a
classification accuracy of 71.36%, while the corresponding accuracy for the SLWE was
82.79%. Indeed, in every single case, the SLWE yielded a classification accuracy better
than the corresponding accuracy obtained by the MLEW !

We conclude this section by observing that a much better accuracy can be obtained
using similar features if a more powerful classifier (for example, a higher order classi-
fier) is utilized instead of the simple linear classifier that we have invoked.

5 PR Using SLWE Obtained with Other LA Schemes

Throughout this paper, we have achieved PR by deriving training schemes obtained
by utilizing the principles of learning as achieved by the families of Variable Struc-
ture Stochastic Automata (VSSA) [10,11,13,28]. In particular, the learning we have
achieved is obtained using an learning algorithm of the linear scheme family, namely
the LRI scheme, and provided the corresponding analysis.

We would like to mention that the estimation principles introduced here leads to
various “open problems”. A lot of work has been done in the last decades which in-
volve the so-called families of Discretized LA, and the families of Pursuit and Esti-
mator algorithms. Discretized LA were pioneered by Thathachar and Oommen [28]
and since then, all the families of continuous VSSA have found their counterparts in
the corresponding discretized versions [16,18]. The design of SLWE using discretized
VSSA is open. Similarly, the Pursuit and Estimator algorithms were first pioneered by
Thathachar, Sastry and their colleagues [23,29,30]. These involve specifically utilizing
running estimates of the penalty probabilities of the actions in enhancing the stochastic

2 The files used in our experiments were obtained from the CBC web-site, www.cbc.ca, between
September 24 and October 2, 2004, and can be made available upon request.
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learning. These automata were later discretized [12,19] and currently, extremely fast
continuous and discretized pursuit and estimator LA have been designed [17,21,22].
The question of designing SLWE using Pursuit and Estimator updating schemes is also
open3. We believe that “weak” estimates derivable using any of these principles will
lead to interesting PR and classification methods that could also be applicable for non-
stationary data.

6 Conclusions and Future Work

In this paper we have considered the pattern recognition (i.e., the training and classi-
fication) problem in which we assume class-conditional distribution of the features is
assumed unknown, but non-stationary. To achieve the training and classification fea-
sible within this model, we presented a novel estimation strategy, involving the so-
called Stochastic Learning Weak Estimator (SLWE), which is based on the principles
of stochastic learning. The latter, whose convergence is weak, has been used to esti-
mate the parameters of a binomial/multinomial distribution. Even though our method
includes a learning coefficient, λ, it turns out that the mean of the final estimate is in-
dependent of λ, the variance of the final distribution decreases with λ, and the speed
decreases with λ. To demonstrate the power of these estimates in data which is truly
“non-stationary”, we have used them in two PR exercises, the first of which involves
artificial data, and the second which involves the recognition of the types of data that
are present in news reports of the Canadian Broadcasting Corporation (CBC). The su-
periority of the SLWE in both these cases is demonstrated.
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Abstract. Recent advances in the theory of evolutionary algorithms
have indicated that a hybrid method known as the evolutionary-gradient-
search procedure yields superior performance in comparison to contem-
porary evolution strategies. But the theoretical analysis also indicates a
noticeable performance loss in the presence of noise (i.e., noisy fitness
evaluations). This paper aims at understanding the reasons for this ob-
servable performance loss. It also proposes some modifications, called
inverse mutations, to make the process of estimating the gradient direc-
tion more noise robust.

1 Introduction

The literature on evolutionary computation discusses the question whether or
not evolutionary algorithms are gradient methods very controversially. Some [10]
believe that by generating trial points, called offspring, evolutionary algorithms
stochastically operate along the gradient, whereas others [4] believe that evolu-
tionary algorithms might deviate from gradient methods too much because of
their high explorative nature.

The goal of an optimization algorithm is to locate the optimum x(opt) (min-
imum or maximum in a particular application) of an N -dimensional objective
(fitness) function f(x1, . . . , xN ) = f(x) with xi denoting the N independent
variables. Particular points x or y are also known as search points. In essence,
most procedures differ in how they derive future test points x(t+1) from knowl-
edge gained in the past. Some selected examples are gradient descent, Newton’s
method, and evolutionary algorithms. For an overview , the interested reader is
referred to the pertinent literature [3,6,7,8,9,14].

Recent advances in the theory of evolutionary algorithms [1] have also con-
sidered hybrid algorithms, such as the evolutionary-gradient-search (EGS) pro-
cedure [12]. This algorithm fuses principles from both gradient and evolutionary
algorithms in the following manner:

– it operates along an explicitly estimated gradient direction,
– it gains information about the gradient direction by randomly generating

trial points (offspring), and
– it periodically reduces the entire population to a single search point.

U. Furbach (Ed.): KI 2005, LNAI 3698, pp. 121–133, 2005.
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A description of this algorithm is presented in Section 2, which also briefly
reviews some recent theoretical analyses. Arnold [1] has shown that the EGS
procedure performs superior, i.e., sequential efficiency, in comparison to contem-
porary evolution strategies.

But Arnold’s analysis [1] also indicates that the performance of EGS progres-
sively degrades in the presence of noise (noisy fitness evaluations). Due to the
high importance of noise robustness in real-world applications, Section 3 briefly
reviews the relevant literature and results.

Section 4 is analyzing the reason for the observable performance loss. A first
result of this analysis is that the procedure might be extended by a second,
independently working step size in order to de-couple the gradient estimation
from performing the actual progress step.

A main reason for EGS suffering from a performance loss in the presence of
noise is that large mutation steps cannot be used, because they lead to quite
imprecise gradient estimates. Section 5 proposes the usage of inverse mutations,
which use each mutation vector z twice, originally and in the inverse direction
−z. Section 5 shows that inverse mutations are able to compensate for noise
due to a mechanism, which is called genetic repair in other algorithms. Section
6 concludes with a brief discussion and an outlook for future work.

2 Background: Algorithms and Convergence

This section summarizes some background material as far as necessary for the
understanding of this paper. This includes a brief description of the procedure
under consideration as well as some performance properties on quadratic func-
tions.

2.1 Algorithms

As mentioned in the introduction, the evolutionary-gradient-search (EGS) pro-
cedure [12] is a hybrid method that fuses some principles of both gradient and
evolutionary algorithms. It periodically collapses the entire population to a sin-
gle search point, and explicitly estimates the gradient direction in which it tries
to advance to the optimum. The procedure estimates the gradient direction by
randomly generating trial points (offspring) and processing all trial points in
calculating a weighted average. In its simplest form, EGS works as follows1:

1. Generate i=1, . . . , λ offspring y
(i)
t (trial points)

y
(i)
t = xt + σz

(i)
t (1)

1 Even though further extensions, such as using a momentum term or generating
non-isotropic mutations, significantly accelerate EGS [13], they are not considered
in this paper, because they are not appropriately covered by currently available
theories. Furthermore, these extensions are not rotationally invariant, which limits
their utility.
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from the current point xt (at time step t), with σ>0 denoting a step size
and z(i) denoting a mutation vector consisting of N independent, normally
distributed components.

2. Estimate the gradient direction g̃t:

g̃t =
λ∑

i=1

(
f(y(i)

t ) − f(xt)
)(

y
(i)
t − xt

)
. (2)

3. Perform a step

xt+1 = xt +
√

N
g̃t

‖g̃t‖
= xt + z

(prog)
t , (3)

with z(prog) denoting the progress vector.

It can be seen that Eq. (2) estimates an approximated gradient direction
by calculating a weighted sum of all offspring regardless of their fitness values;
the procedure simply assumes that for offspring with negative progress, positive
progress can be achieved in the opposite direction and sets those weights to
negative values. This usage of all offspring is in way contrast to most other
evolutionary algorithms, which only use ranking information of some selected
individuals of some sort. Further details can be found in the literature [1,5,12].

EGS also features some dynamic adaptation of the step size σ. This, however,
is beyond the scope of this paper, and the interested reader is referred to the
literature [12].

This paper compares EGS with the (μ/μ, λ)-evolution strategy [5,10], since
the latter yields very good performance and is mathematically well analyzed.
The (μ/μ, λ)-evolution strategy maintains μ parents, applies global-intermediate
recombination on all parents, and applies normally distributed random numbers
to generates λ offspring, from which the μ best ones are selected as parents
for the next generation. In addition, this strategy also features some step size
adaptation mechanism [1].

2.2 Progress on Quadratic Functions

Most theoretical performance analyses have yet been done on the quadratic
function f(x1, . . . , xn) =

∑
i x2

i , also known as the sphere model. This choice has
the following two main reasons: First, other functions are currently too difficult
to analyze, and second, the sphere model approximates the optimum’s vicinity
of many (real-world) applications reasonably well. Thus, the remainder of this
paper also adopts this choice.

As a first performance measure, the rate of progress is defined as

ϕ = f(xt) − f(xt+1) (4)

in terms of the best population members’ objective function values in two sub-
sequent time steps t and t+1. For standard (μ, λ)-evolution strategies operating
on the sphere model, Beyer [5] has derived the following rate of progress ϕ:

ϕ ≈ 2Rcμ,λσ − Nσ2 , (5)
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Fig. 1. Rate of progress for EGS and (μ/μ, λ)-evolution strategies according to Eqs.
(7) and (8). Further details can be found in [1].

with R = ‖xg‖ denoting the distance of the best population member to the
optimum and cμ,λ denoting a constant that subsumes all influences of the pop-
ulation configuration as well as the chosen selection scheme. Typical values are:
c1,6=1.27, c1,10=1.54, c1,100=2.51, and c1,1000=3.24. To be independent from the
current distance to the optimum, normalized quantities are normally considered
(i.e., relative performance):

ϕ∗ = σ∗cμ,λ − 0.5(σ∗)2 with
ϕ∗ = ϕ N

2R2 , σ∗ = σ N
R . (6)

Similarily, the literature [1,5,10] provides the following rate of progress formulas
for EGS and the (μ/μ, λ)-evolution strategies:

ϕ∗
EGS ≈ σ∗

√
λ

1 + σ∗2/4
− σ∗2

2
, (7)

ϕ∗
μ/μ,λ ≈ σ∗cμ/μ,λ − σ∗

2μ
(8)

The rate of progress formula is useful to gain insights about the influences of
various parameters on the performance. However, it does not consider the (com-
putational) costs required for the evaluation of all λ offspring. For the common
assumption that all offspring be evaluated sequentially, the literature often uses
a second performance measure, called the efficiency η = ϕ∗/λ. In other words,
the efficiency η expresses the sequential run time of an algorithm.

Figure 1 shows the efficiency of both algorithms according to Eqs. (7) and
(8). It can be seen that for small numbers of offspring (i.e., λ≈5), EGS is most
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efficient (in terms of sequential run time) and superior to the (μ/μ, λ)-evolution
strategy.

3 Problem Description: Noise and Performance

Subsection 2.2 has reviewed the obtainable progress rates for the undisturbed
case. The situation changes, however, when considering noise, i.e., noisy fitness
evaluations. Noise is present in many (if not all) real-world applications. For the
viability of practially relevant optimization procedures, noise robustness is thus
of high importance.

Most commonly, noise is modeled by additive N(0,σε) normally distributed
random numbers with standard deviation σε. For noisy fitness evaluations,
Arnold [1] has derived the following rate of progress

ϕ∗
EGS ≈ σ∗

√
λ

1 + σ∗2/4 + σ∗2
ε /σ∗2 − σ∗2

2
, (9)

with σ∗
ε = σεN/(2R2) denoting the normalized noise strength.

Figure 2 demonstrates how the presence of noise σ∗
ε reduces the rate of

progress of the EGS procedure. Eq. (9) reveals that positive progress can be
achieved only if σ∗

ε ≤
√

4λ + 1 holds. In other words, the required number of
offspring (trial points) to estimate the gradient direction grows quadratically.

Another point to note is that the condition σ∗
ε ≤

√
4λ + 1 incorporates the

normalized noise strength. Thus, if the procedure approaches the optimum, the
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distance R decreases and the noise strength increases. Consequently, the proce-
dure exhibits an increasing performance loss as it advances towards the optimum.

By contrast, the (μ/μ, λ)-evolution strategy benefits from an effect called
genetic repair induced by the global-intermediate recombination, and is thus
able to operate with larger mutation step sizes σ∗. For the (μ/μ, λ)-evolution
strategy, the literature [2] suggest that only a linear growth in the number of
offspring λ is required.

4 Analysis: Imprecise Gradient Approximation

This section analysis the reasons for the performance loss described in Section
3. To this end, Figure 3 illustrates how the EGS procedure estimates the gradi-
ent direction according to Eq. (2): g̃t =

∑λ
i=1(f(y(i)

t ) − f(xt))(y
(i)
t − xt). The

following two points might be mentioned here:

1. The EGS procedure uses the same step size σ for generating trial points and
performing a step from xt to xt+1.

2. For small step sizes σ, the probability for an offspring to be better or worse
than its parents is half chance. For larger step sizes, though, the chances for
better offspring are steadily decreasing, and are approaching zero for σ ≥ 2R.

z4
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z6

z1
z2

z3

x1

x2

−σ∗ζ∗e

−σ/ζ∗e

xt

t

t

Optimum

f(x)=const

*

y6

y5

y4

y3

y2y1

Fig. 3. This figure shows how the EGS procedure estimates the gradient direction g̃

by averaging weighted test points y
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It is obvious that for small λ, unequal chances have a negative effect on the
gradient approximation accuracy.

Both points can be further elaborated as follows: A modified version of the EGS
procedure uses two independent step sizes σg and σp for generating test points
(offspring) y

(i)
t =xt+σgz

(i)
t and performing the actual progress step xt+1=xt

+σp

√
N g̃t/‖g̃t‖ according to Eqs. (1) and (3), respectively. Figure 4 illustrates
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the effect of these two step sizes for the example R = 1, N = 10 dimensions
and λ = 10 trial points. It can be clearly seen that the rate of progress ϕ∗

drastically degrades for large step sizes σg . Since Figure 4 plots the performance
for ‘all possible’ step sizes σp, it can be directly concluded that the accuracy of
the gradient estimation significantly degrades for step size σg being too large;
if the estimation g̃ = g was precise, the attainable rate of progress would be
ϕ∗ = (f(x0) − f(0))N/(2R2) = (1 − 0)10/2 = 5.

This hypothesis is supported by Fig. 5, which shows the angle cosα =
gg̃/(‖g‖‖g̃‖) between the true gradient g and its estimate g̃. It can be clearly
seen that despite being dependent on the number of trial points λ, the gra-
dient estimate’s accuracy significantly depends on the step size σg. The qual-
itative behavior is more or less equivalent for all three number of trial points
λ ∈ {5, 10, 25}: it is quite good for small step sizes, starts degrading at σg ≈ R,
and quickly approaches zero for σg > 2R. In addition, Fig. 6 shows how the sit-
uation changes when noise is present. It can be seen that below the noise level,
the accuracy of the gradient estimate degrades.

In summary, this section has show that it is generally advantageous to employ
two step sizes σg and σp and that the performance of the EGS procedure degrades
when the step size σg is either below the noise strength or above the distance to
the optimum.

5 Inverse Mutations

The previous section has identified two regimes, σg < σe and σg > R that yield
poor gradient estimates. This problem could be tackled by either resampling al-
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ready generated trial points or by increasing the number of different trial points.
Both options, however, have high computational costs, since the performance
gain would grow at most with

√
λ (i.e., reduced standard deviation or Eq. (9)).

Since the performance gain of the (μ/μ, λ)-evolution strategy grows linearly in
λ (due to genetic repair [1]), these options are not further considered here.

For the second problematic regime σg > R, this paper proposes inverse
mutations. Here, the procedure still generates λ trial points (offspring). However,
half of them are mirrored with respect to the parent, i.e., they are pointing
towards the opposite direction. Inverse mutations can be formally defined as:

y
(i)
t = xt + σgz

(i)
t for i = 1 . . . ,λ/2- (10)

y
(i)
t = xt − σgz

(i−�λ/2�)
t for i = ,λ/2- + 1, . . . λ

In other words, each mutation vector z(i) is used twice, once in its original form
and once as −z(i).

Figure 7 illustrates the effect of introducing inverse mutations. The perfor-
mance gain is obvious: The observable accuracy of the gradient estimate is con-
stant over the entire range of σg values. This is in sharp contrast to the regular
case, which exhibits the performance loss discussed above. The figure, however,
indicates a slight disadvantage in that the number of trial points should be twice
as much in order to gain the same performance as in the regular case. In addition,
the figure also shows the accuracy for λ = 6, which is smaller than the number
of search space dimensions; the accuracy is with cosα ≈ 0.47 still reasonably
good.
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Fig. 7. cos α between the true gradient g and its estimate g̃ for various numbers of
trial points λ. For comparison purposes, also the regular case with λ = 10 is shown. In
this example, N = 10 and R = 1 were used.
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Figure 8 illustrates the performance inverse mutations yield in the presence of
noise. For comparison purposes, the figure also shows the regular case for λ = 10
and σe ∈ {0.05, 0.5} (dashed lines). Again, the performance gain is obvious: the
accuracy degrades for σg < σe but sustains for σg > R, which is in way contrast
to the regular case.
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Fig. 8. cos α between the true gradient g and its estimate g̃ for λ ∈ {10, 20} and
σe ∈ {0.05, 0.5}. For comparison purposes, also the regular case with λ = 10 and
σe ∈ {0.05, 0.5} (dashed lines). In this example, N = 10 and R = 1 were used.

Figure 9 shows the rate of progress ϕ∗ of the EGS procedure with two step
sizes σg and σp and inverse mutations for the example N = 40 and λ=24 and
a normalized noise strength of σ∗

ε = 8. When comparing the figure with Fig. 2,
it can be seen that the rate of progress is almost that of the undisturbed case,
i.e., σ∗

ε = 0. It can be furthermore seen that the performance starts degrading
only for too small a step size σg. It should be mentioned here that for the case
of σ∗

ε = 0, the graphs are virtually identical with the cases σ∗
ε = 8 and σg = 32,

and are thus not shown.
Figure 10 demonstrates that the proposed method is not restricted to the

sphere model; also the general quadratic case f(x) =
∑

i ξix2
i benefits from

using inverse mutations. The performance gain is quite obvious when compar-
ing graph “C”, i.e., regular mutations, with graphs “A” and “B”, i.e., inverse
mutations. When using regular mutations, the angle between the true and es-
tiamted gradient is rather eratic, whereas inverse mutations yield virtually the
same accuracy as compared to the sphere model. It might be worhtwhile to note
that regular mutations are able to yield some reasonable accurace only for small
excentricities, e.g., ξ = 2 in graph “D”.

Even though inverse mutations are able to accurately estimate the gradient
direction, that do not resort to second order derivatives – that in the case of
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excentric quadratic fitness functions, the gradient does not point towards the
minimum. Please note that as all gradient-based optimization procedures that
do not utilize second order derivatives suffer from the same problem.
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ξ = 10, and for graph “D”, ξ = 2 was used. In all examples, N = 10 and R = 1 were
used.
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6 Conclusions

This paper has briefly reviewed the contemporary (μ/μ, λ)-evolution strategy as
well as a hybrid one known as the evolutionary-gradient-search procedure. The
review of recent analyses has emphasized that EGS yields superior efficiency
(sequential run time), but that it significantly degrades in the presence of noise.
The paper has also analyzed the reasons of this observable performance loss. It
has then proposed two modifications: inverse mutations and using two indepen-
dent step sizes σg and σp, which are used to generate the λ trial points and to
perform the actual progress step, respectively. With these two modifications, the
EGS procedure yields a performance, i.e., the normalized rate of progress ϕ∗,
which is very noise robust; the performance is almost not effected as long as the
step size σg for generating trial points is sufficiently large.

The achievements reported in this paper have been motivated by both anal-
yses and experimental evidence, and have be validated by further experiments.
Future work will be devoted to conducting a mathematical analysis.
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3. T. Bäck, U. Hammel, and H.-P. Schwefel, Evolutionary Computation: Comments
on the History and Current State. IEEE Transactions on Evolutionary Computa-
tion, 1(1), 1997, 3-17.

4. H.-G. Beyer. On the Explorative Power of ES/EP-like Algorithms, in V.W. Porto,
N. Saravanan, D. Waagen, and A.E. Eiben, (eds), Evolutionary Programming
VII: Proceedings of the Seventh Annual Conference on Evolutionary Programming
(EP’98), Springer-Verlag, Berlin, Heidelberg, Germany, 323-334, 1998.

5. H.-G. Beyer. The Theory of Evolution Strategies. Springer-Verlag Berlin, 2001.
6. D.B. Fogel. Evolutionary Computation: Toward a New Philosophy of Machine

Learning Intelligence.. IEEE Press, NJ, 1995.
7. D.E. Goldberg. Genetic Algorithms in Search, Optimization and Machine Learning.

Addison-Wesley, Reading, MA, 1989.
8. D.G. Luenberger. Linear and Nonlinear Programming. Addison-Wesley, Menlo

Park, CA, 1984.
9. W.H. Press, B.P. Flannery, S.A. Teukolsky, and W.T. Vetterling. Numerical

Recipes. Cambridge University Press, 1987.
10. I. Rechenberg, Evolutionsstrategie (Frommann-Holzboog, Stuttgart, 1994).
11. R. Salomon and L. Lichtensteiger, Exploring different Coding Schemes for the

Evolution of an Artificial Insect Eye. Proceedings of The First IEEE Symposium
on Combinations of Evolutionary Computation and Neural Networks, 2000, 10-16.



Noise Robustness by Using Inverse Mutations 133

12. R. Salomon, Evolutionary Algorithms and Gradient Search: Similarities and Dif-
ferences, IEEE Transactionson Evolutionary Computation, 2(2): 45-55, 1998.

13. R. Salomon, Accelerating the Evolutionary-Gradient-Search Procedure: Individual
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Abstract. In this study, the datamining application was achieved for fault detec-
tion and diagnosis of induction motors based on wavelet transform and classifi-
cation models with current signals. Energy values were calculated from trans-
formed signals by wavelet and distribution of the energy values for each detail 
was used in comparing similarity. The appropriate details could be selected by 
the fuzzy similarity measure. Through the similarity measure, features of faults 
could be extracted for fault detection and diagnosis. For fault diagnosis, neural 
network models were applied, because in this study, it was considered which 
details are suitable for fault detection and diagnosis.  

1   Introduction 

The most popular way of converting electrical energy to mechanical energy is an 
induction motor. This motor plays an important role in modern industrial plants. The 
risk of motor failure can be remarkably reduced if normal service conditions can be 
arranged in advance. In other words, one may avoid very costly expensive downtime 
by replacing or repairing motors if warning signs of impending failure can be headed. 
In recent years, fault diagnosis has become a challenging topic for many electric ma-
chine researchers. 

The diagnostic methods to identify the faults listed above may involve several dif-
ferent types of fields of science and technology [1]. K. Abbaszadeh et al. presented a 
novel approach for the detection of broken rotor bars in induction motors based on the 
wavelet transformation [2]. Multiresolution signal decomposition based on wavelet 
transform or wavelet packet provides a set of decomposed signals in independent 
frequency bands [3]. Z. Ye et al. presented a novel approach to induction motor cur-
rent signature analysis based on wavelet packet decomposition (WPD) of the stator 
current [4]. L. Eren et al. analyzed the stator current via wavelet packet decomposi-
tion to detect bearing defects [5]. The proposed method enables the analysis of  
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frequency bands that can accommodate the rotational speed dependence of the bear-
ing-defect frequencies. 

Fault detection and diagnosis algorithms have been developed according to the tar-
get motors, so it cannot guarantee the adaptability and flexibility under changeable 
field conditions. In this study, similarity measure was performed to find out the good 
features from signals that improve compatibility of fault detection and diagnosis algo-
rithm.  

2   Application Data from Induction Motor 

2.1   Signal Acquisition from Induction Motor 

As it is obvious, sometimes, different faults produce nearly the same frequency com-
ponents or behave like healthy machine, which make the diagnosis impossible. This is 
the reason that new techniques must also be considered to reach a unique policy for 
distinguishing among faults. In this study, current signals were used for fault diagno-
sis of induction motors. Current signals can be changed by the inner resistivity, so it 
can indicate the status of the motor intuitionally. Figure 1 shows the measuring 
method of induction motors. In this study, we used this concept to detect faults of the 
motor. 

 

AC Motor
3-phase 
Supply

Burden

Current 
Transformer a

b

c

 

Fig. 1. Measuring the current signal using instruments 

2.2   Fault Types 

Many types of signals have been studied for the fault detection of induction motors. 
However, each technique has advantages and disadvantages with respect to the vari-
ous types of faults. In this study, the proposed fault detection system dealt with bowed 
rotor, broken rotor bar, and healthy cases. 

2.2.1   Bearing Faults 
Though almost 40~50% of all motor failures are bearing related, very little has been 
reported in the literature regarding bearing related fault detection techniques. Bearing 
faults might manifest themselves as rotor asymmetry faults from the category of ec-
centricity related faults [6], [7]. Artificial intelligence or neural networks have been 
researched to detect bearing related faults on line. In addition, adaptive, statistical 
time frequency method is studying to find bearing faults. 
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2.2.2   Rotor Faults 
Rotor failures now account for 5-10% of total induction motor failures. Frequency 
domain analysis and parameter estimation techniques have been widely used to detect 
this type of faults. In practice, current side bands may exist even when the machine is 
healthy. Also rotor asymmetry, resulting from rotor ellipticity, misalignment of the 
shaft with the cage, magnetic anisotropy, etc. shows up at the same frequency compo-
nents as the broken bars. 

2.2.3   Eccentricity Related Faults 
This fault is the condition of unequal air-gap between the stator and rotor. It is called 
static air-gap eccentricity when the position of the minimal radial air-gap length is 
fixed in the space. In case of dynamic eccentricity, the center of rotor is not at the 
center of rotation, so the position of minimum air-gap rotates with the rotor. This 
maybe caused by a bent rotor shaft, bearing wear or misalignment, mechanical  
resonance at critical speed, etc. In practice, an air-gap eccentricity of up to 10% is  
permissible.  

3   Feature Extraction from Current Signals 

3.1   Wavelet Analysis 

Time series data are of growing importance in many new database applications, such 
as data warehousing and datamining. A time series is a sequence of real numbers, 
each number representing a value at a time point. In the last decade, there has been an 
explosion of interest in mining time series data. Literally hundreds of papers have 
introduced new algorithms to index, classify, cluster and segment time series.  

For fault detection and diagnosis of motors, Fourier transform has been employed. 
Discrete Fourier Transform (DFT) has been one of the general techniques used com-
monly for analysis of discrete data. One problem with DFT is that it misses the impor-
tant feature o time localization. Discrete Wavelet Transform (DWT) has been found 
to be effective in replacing DFT in many applications in computer graphic, image, 
speech, and signal processing. In this paper, this technique was applied in time series 
for feature extraction from current signals of induction motors. The advantage of 
using DWT is multi-resolution representation of signals. Thus, DWT is able to give 
locations in both time and frequency. Therefore, wavelet representations of signals 
bear more information than that of DFT [8]. In the past studies, details of wavelet 
decomposition were used as features of the motor faults. Following sections will in-
troduce the principal algorithm of the past researches.  

3.2   Problem in Feature Extraction 

In the time series datamining, the following claim is made. Much of the work in the 
literature suffers from two types of experimental flaws, implementation bias and data 
bias. Because of these flaws, much of the work has very little generalizability to real 
world problems. In particular, many of the contributions made (speed in the case of 
indexing, accuracy in the case of classification and clustering, model accuracy in the 
case of segmentation) offer an amount of “improvement” that would have been com-
pletely dwarfed by the variance that would have been observed by testing on many 
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real world data sets, or the variance that would have been observed by changing mi-
nor (unstated) implementation details [9].  

To solve the problem, fuzzy similarity measure was employed to analyze detail 
values and find good features for fault detection. The features were defined by energy 
values of each detail level of wavelet transform. Bed adaptability and flexibility that 
have been considered as important ability in fault detection and diagnosis of induction 
motors could be improved by the proposed algorithm.  

3.2.1   Which Wavelet Function Is Proper? 
Many transform methods have been used for feature extraction from fault signals. 
Typically, Fourier transform has been broadly employed in data analysis on frequency 
domain. In this study, instead of Fourier transform, wavelet transform was applied, 
because the wavelet transform can keep information of time domain and can extract 
features from time series data.  

On the other hand, types of wavelet functions and detail levels of decomposition 
were chosen by user’s decision. Therefore, it could be difficult to extract suitable 
features for fault detection based on optimal algorithm. Especially, when the devel-
oped algorithm in changed new environments or motors, fault detection and diagnosis 
could not achieved properly. Algorithms are sometimes very sensitive to environ-
ments, so the system can make incorrect results. Therefore, in this study, the new 
algorithm is proposed to increase adaptability of fault detection and diagnosis. 

3.2.2   How Many Details Are Best? 
In past studies, fault detection and diagnosis algorithms were developed and applied 
to specific motors, that is, the algorithms had no flexibility for general application. 
Therefore, under changed environments, the system cannot detect faults correctly. In 
actual, when the developed algorithm in the past researches was applied on the used 
data here, the faults could not be detected and diagnosed.  

In this study, the advanced algorithm is proposed to compensate the problems of 
the traditional approaches in fault detection and diagnosis. The best features for fault 
detection were automatically extracted by fuzzy similarity measure. The purpose of 
the proposed algorithm is to compare features and determine function types and detail 
levels of wavelet transform. The algorithm was performed by fuzzy similarity meas-
ure and improved detection performance. If similarity is low, the classification can be 
well accomplished. Through the proposed method, the best mother wavelet function 
and detail level can be determined according to target signals.  

3.3   Proposed Solutions 

In this chapter, the solution is proposed to settle the problem in feature extraction that 
is mentioned before. When wavelet analysis is employed to find features from signals, 
two important things must be considered before starting transform. One is to select a 
wavelet mother function and the other is to determine a detail level for composition.  

In this study, fuzzy similarity measure was applied to compare the performance of 
5 functions and 12 detail levels and determine the best one for the function and the 
detail level. The proposed algorithm can automatically find out the best condition in 
feature extraction, so it can guarantee adaptability and flexibility in industrial proc-
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esses. Figure 2 shows the flowchart for fault detection and diagnosis of induction 
motors. 
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Fig. 2. The proposed algorithm with fuzzy similarity measure 

3.3.1   Calculation of Energy Value from Wavelet Transforms 
In this study, wavelet transform was used for feature extraction from motor signals. 
The energy of each detail was applied for features of faults, that is, energy index. 
Because the energy index has unique characteristics according to each fault on spe-
cific frequency, faults can be detected by calculated energy values. Especially, the 
energy index shows considerable differences between normal and abnormal, thus, it 
can powerfully used in fault detection.  

3.3.2   Determination of Function Type and Detail Level 
Similarity measure was applied to evaluate similarity among cases with energy val-
ues. For the similarity measure, fuzzy similarity measure was used because consider-
ing the distribution of the faults was good for flexible diagnosis.  

The similarity between one normal case and two fault cases was achieved and the 
best function and level was selected that had the least similarity value, because well-
separated distribution is better for fault diagnosis. Through the proposed algorithm, 
the function type and detail level can be automatically selected that can perfectly 
classify the fault type. This ability is self-organization and it plays a very important 
role in fault diagnosis under changeable environmental conditions. After developing 
the fault diagnosis systems, when the system is implemented new sites, the proposed 
algorithm evaluates energy values and finds the function type and detail level for 
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better performance. After finishing feature extraction, the extracted features can be 
classified by logics or models. In this study, fault diagnosis was achieved by neural 
network models with fault detection.  

3.4   Applied Methods for Feature Extraction 

3.4.1   Wavelet Transform 
Wavelet transform is a method for time varying or non-stationary signal analysis, and 
uses a new description of spectral decomposition via the scaling concept. Wavelet 
theory provides a unified framework for a number of techniques, which have been 
developed for various signal-processing applications. One of its feature is multi-
resolution signal analysis with a vigorous function of both time and frequency localiza-
tion. Mallat’s pyramidal algorithm based on convolutions with quadratic mirror filters 
is a fast method similar to FFT for signal decomposition of the original signal in an 
orthonormal wavelet basis or as a decomposition of the signal in a set of independent 
frequency bands. The independence is due to the orthogonality of the wavelet function. 

The DWT computes the wavelet coefficients cj,k and dj,k (j=1,…, J) given by 

−=
n

j
jkj knhnxc ]2[][,

 
(1) 

−=
n

j
jkj kngnxd ]2[][,

 
(2) 

where x[n] is a discrete-time series, hj[n-2jk] is called the discrete wavelets, is equiva-
lent to 2-j/2ψ(2-j(t-2jk)). The term gj[n-2jk] is called the scaling sequence. At the jth 
resolution, cj,k and dj,k present the approximation and the detail signal f(t). At each 
resolution j>0, the scaling coefficients and the wavelet coefficients are 

−=+
n

kjkj dkngc ,,1 ]2[  
(3) 

−=+
n

kjkj dknhd ,,1 ]2[  
(4) 

3.4.2   Fuzzy Similarity Measure 
A recent comparative analysis of similarity measures between fuzzy sets has shed a 
great deal of light on our understanding of these measures. Different kinds of meas-
ures were investigated from both the geometric and the set-theoretic points of view. In 
this paper, a similarity measure was used as a measure transformed from a distance 
measure by using SM=1/(1+DM). In this sense, Zwick et al. similarity measures are 
actually distance measures used in the derivation of our SM. 

In a behavioral experiment, different distance measures were generalized to fuzzy 
sets. A correlation analysis was conducted to assess the goodness of these measures. 
More specifically, the distance measured by a particular distance measure was corre-
lated with the true distance. It was assumed that it would be desirable for a measure to 
have high mean and median correlation, to have a small dispersion among its correla-
tions, and to be free of extremely how correlations.  
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In this study, the other similarity of fuzzy values was employed that was proposed 
by Pappis and Karacapilidis [10]. The similarity measure is defined as follows: 
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4   Fault Detection of Induction Motor 

4.1   Current Signals and Data Preprocessing 

The motor ratings applied in this paper depend on electrical conditions. The rated 
voltage, speed, and horsepower are 220 [V], 3450 [RPM], and 0.5 [HP], respectively. 
The specifications for used motors are 34 slots, 4 poles, and 24 rotor bars. Figure 3 
shows the experimental equipment. The current signals are measured under fixed 
conditions that consider the sensitivity of the measuring signals that is, the output of 
the current probes. The sensitivity of each channel is 10 mV/A, 100 mV/A, and 
100mV/A, respectively. The specification of the measured input current signal under 
this condition consists of 16,384 sampling numbers, 3 kHz maximum frequency, and 
2.1333 measuring time. Therefore, the sampling time is 2.1333 over 16,384. Fault 
types used in this study are broken rotor, faulty bearing, bowed rotor, unbalance, and 
static and dynamic eccentricity.  

When wavelet decomposition is used to detect faults in induction motors, the un-
synchronized current phase problem should have great influence on the detection 
results. Figure 4 shows original current signals that are not synchronized with the 
origin point. If the target signals are not synchronized with each other, unexpected 
results will appear in wavelet decomposition. Therefore the signals have to be re-
sampled with the starting origin to a 0 (zero) phase. In this study, 64 of 128 cycles of 
the signals had to be re-sampled. The average value divided by one cycle signal is 
used to reduce the noise of the original signals.  

 

 

Fig. 3. Fault detection and data acquisition equipment 
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Fig. 4. Current signals measured by equipped motors 
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Fig. 5. Wavelet transformation for one current signal 

4.2   Wavelet Transform for Current Signals 

As mentioned above, wavelet transform was applied to extract features. A signal was 
transformed to 12 details that depend on sampling numbers. An energy value was calcu-
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lated to one value, so one set consists of 12 values for one case. The energy value was 
computed by each detail value and the distribution of the calculated energy values was 
evaluated by similarity measure. Figure 5 shows one result of wavelet transform. 

4.3   Calculate Energy Values 

From wavelet transformed 12 details, the energy values were calculated that shows 
the features according to motor status. The energy values could be illustrated by dis-
tribution functions with 20 samples. Each distribution function was expressed as 
fuzzy membership function types and applied for fuzzy similarity measure. Employed 
conditions included one normal case and two fault cases, so constructed membership 
functions were three according to each detail. In conclusion, 12 sets of membership 
functions can be constructed for one wavelet function. After determining functions 
and details, features were extracted from signals and the extracted features were clas-
sified by neural network models, that is, fault diagnosis.  

Figure 6 shows the calculated energy values that include 12 results according to 
each detail. And Fig. 7 illustrates the distribution of the energy values for 20 samples. 
One detail has three distributions for normal, broken rotor bar, and bowed rotor fault. 
Table 1 shows the calculated similarity between three distributions for each detail. 
Detail 1 and 2 of the first function show the best result for fault classification. Finally, 
Section 5 shows the classification results using similarity values to diagnose faults. 
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Fig. 6. Energy values of wavelet transform with Daubechies wavelet function 
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4.4   Distribution of Energy Values of Details  
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Fig. 7. Distribution for energy values of wavelet transform with Daubechies wavelet function 

4.5   Results of Similarity Measure 

In this section, the result of fuzzy similarity measure is shown. Using similarity meas-
ure, the proper a wavelet function and detail levels were selected that can classify  
 

Table 1. Results of fuzzy similarity measures 

Detail Daub1 Daub2 Sym Coif Mey Bior 

Detail 1 0.0081 0.0000 0.0000 0.0000 1.4286 0.0081 
Detail 2 0.0084 0.0000 0.0000 0.0000 0.0000 0.0084 
Detail 3 0.0094 2.0664 2.0664 1.2986 0.9402 0.0094 
Detail 4 1.8507 1.9684 1.9684 1.9502 2.0714 1.8507 
Detail 5 0.9273 2.3579 2.3579 2.7438 2.3912 0.9273 
Detail 6 2.4349 2.3521 2.3521 2.6290 2.3532 2.4349 
Detail 7 2.5762 2.3616 2.3616 2.3854 2.3671 2.5762 
Detail 8 2.3295 2.5403 2.5403 2.2591 2.4443 2.3295 
Detail 9 1.9273 2.6427 2.6427 2.3220 2.4702 1.9273 
Detail 10 1.3469 2.6122 2.6122 2.3463 2.4958 1.3469 
Detail 11 2.5999 2.6327 2.6327 2.3444 2.3301 2.5999 
Detail 12 1.7005 2.6177 2.6177 2.3442 2.6441 1.7005 
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faults correctly. For the similarity measure, fuzzy similarity measure was employed to 
measure similarity with distribution of 20 samples for one case. Namely, one distribu-
tion was constructed by 20 sample sets for one fault or normal case. On one detail 
domain, three distribution functions were illustrated for similarity measure.  

After measuring fuzzy similarity, low valued details were selected for fault diagnosis, 
because dissimilar distribution valued details can classify the cases well. As shown in 
Table 1, the Daubechies wavelet function has low similarity value in general and Detail 
1 to Detail 3 has low similarity generally. Therefore, Detail 1 to Detail 3 of Daubechies 
wavelet function is suitable for fault detection and diagnosis in this study. 

5   Fault Diagnosis of Induction Motor 

5.1   Fault Diagnosis Using Whole Details 
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(a) Classification result of 12 details using Daub1 and Daub2 function. 
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(b) Classification result of 12 details using Symlet and Coiflet function. 

Test results for Mey

0

1

2

3

0 6 12 18
Sample data

C
la

ss
ifi

ca
tio

n

Model class
Actual class

Test results for Bior

0

1

2

3

0 6 12 18
Sample data

C
la

ss
ifi

ca
tio

n

Model class
Actual class

 
(c) Classification result of 12 details using Meyer and Biorthogonal function 

Fig. 8. Fault diagnosis result using 12 details of Wavelet transform 
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5.2   Fault Diagnosis Using Selected Details 
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(a) Classification result of selected details using Daub1 and Daub2 function 
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(b) Classification result of selected details using Symlet and Coiflet function 
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(c) Classification result of selected details using Meyer and Biorthogonal function 

Fig. 9. Fault diagnosis result using selected details of Wavelet transform 

5.3   Comparison of the Three Detail Sets 

In this section, the result of fault diagnosis using neural network is shown. As shown 
in figures, fault diagnosis was achieved using three data sets. First, whole details were 
applied, second, selected details by fuzzy similarity measure were used, and finally, 
unselected details in the second case were employed for fault diagnosis. The purpose 
of evaluation was to check the effect of the selected details. If the selected details do 
not affect the performance of diagnosis, three cases will show good performance, and 
vice verse.  
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As shown in Table 2, the performance shows the best when the selected details are 
only used in diagnosis. The performance of diagnosis with whole details is also ade-
quate for diagnosis, but there were some error points. When the selected details were 
used, the performance was the best. This means the selected details have principal 
information for fault diagnosis. However, the result using unselected details showed 
the worst performance.  

Table 2. Comparison of the three data sets 

Whole details Selected details Unselected details 
Function 

Train: 42 Test: 18 Train: 42 Test: 18 Train: 42 Test: 18 
42  17  42  18  42  16  

Daub1 
100% 94.44% 100% 100% 100% 88.88% 
42 18  42  18  42  12  

Daub2 
100% 100% 100% 100% 100% 66.66% 
42  18  42  18  42  16  

Symlet 
100% 100% 100% 100% 100% 88.88% 
42  15  42  18  42  11  

Coiflet 
100% 83.33% 100% 100% 100% 61.11% 
42  18  42  18  42  15  

Meyer 
100% 100% 100% 100% 100% 83.33% 
42  17  42  18  42  16  

Bior 
100% 94.44% 100% 100% 100% 88.88% 

6   Conclusions 

The motor is one of the most important equipment in industrial processes. Most pro-
duction lines used the motor for power supplying in the industrial fields. The motor 
control algorithms have been studied for a long time, but the motor management sys-
tems have not been researched much. The management is one of popular fields that 
are broadly performed recently. However, it is difficult to diagnose the motor and 
guarantee the performance of the diagnosis, because the motors are applied in various 
fields with different specification.  

In this study, the datamining application was achieved for fault detection and diag-
nosis of induction motors based on wavelet transform and classification models with 
current signals. Energy values were calculated from transformed signals by wavelet 
and distribution of the energy values for each detail was used in comparing similarity. 
The appropriate details could be selected by the fuzzy similarity measure. Through 
the similarity measure, features of faults could be extracted for fault detection and 
diagnosis. For fault diagnosis, neural network models were applied, because in this 
study, it was considered which details are suitable for fault detection and diagnosis.  

Through the proposed algorithm, the fault detection and diagnosis system for in-
duction motors can be employed in different motors and changed environments. 
Therefore, the importantly dealt problem related to the adaptability and flexibility in 
the past can be solved to improve the performance of motors. 
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Abstract. Diagnosis aims to identify faults that explain symptoms by a 
sequence of actions. Computing minimum cost of diagnosis is a NP-Hard 
problem if diagnosis actions are dependent. Some algorithms about dependent 
actions are proposed but their problem descriptions are not accurate enough and 
the computation cost is high. A precise problem model and an algorithm named 
NGAOAS (Niche Genetic Algorithm for the Optimal Action Sequence) are 
proposed in this paper. NGAOAS can avoid running out of memory by 
forecasting computing space, and obtain better implicit parallelism than normal 
genetic algorithm, which makes the algorithm be easily computed under grid 
environments. When NGAOAS is executed, population is able to hold diversity 
and avoid premature problem. At the same time, NGAOAS is aware of adaptive 
degree of each niche that can reduce the computation load. Compared with 
updated P/C algorithm, NGAOAS can achieve lower diagnosis cost and obtain 
better action sequence. 

Keywords: ECD (Expected Cost of Diagnosis); Fault Diagnosis; Niche Genetic 
Algorithm. 

1   Introduction 

The purpose of diagnosis is to identify faults by a sequence of actions. It is when 
faults can be identified in the least time and with the lowest cost that the diagnostic 
result does make sense. Otherwise, any sequences of the actions can identify faults at 
a potential tremendous cost. The efficiency of an action is defined in papers [1-4]. 
The ratio ( )

ii i aeff a P c=  is called the efficiency of the action ia , where 
iac  is the cost 

of the action ia , ( | )i iP p a succeeds e=  is the conditional probability that the action ia  

identifies faults if the evidence e  is present. Corresponding P/C algorithm is 
presented in [1-4], which calculates efficiencies of all the actions, performs the 
actions in degressive order of their efficiencies and finally acquires an action 
sequence with minimal expected cost. The algorithm can get the optimal action 
sequence in the case of single fault, independent actions and cost. In [5] an updated 
                                                           
*
 This work is supported by the National Grand Fundamental Research 973 Program of China 

under Grant No. 2003CB314802. 
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P/C algorithm is presented to solve dependent actions problem. The algorithm selects 
the action with the highest efficiency ( | )( )

iai ieff a p a succeeds e c=  and performs it 

under the current evidence e . If the action cannot successfully identify faults, it will 
update the evidence e  with{ }ia fails e∪ , and erase the action ia  from the list of 

actions. Repeating the above procedure, we can obtain an action sequence with 
minimal expected cost. We will describe the algorithm by a simple example. There 
are three actions, their possibilities of successful diagnosis are 1 20.45, 0.65P P= =  and 

3 0.55P = , and their costs are 
1 2 3

1a a ac c c= = = . We can get 2 3 1( ) ( ) ( )eff a eff a eff a> > . 

First of all, we select the action 2a  with the highest efficiency and perform it.  

If it cannot identify any faults, we update the probabilities and the new  
efficiencies are turned into 

11 1 2( ) ( | ) 0.5714aeff a p a succeeds a fails c= = , 3( )eff a =  

33 2( | ) 0.4286ap a succeeds a fails c =  respectively. Since the action 1a  has higher 

efficiency now, we perform 1a  next. If the process of fault identification fails again, 

we perform the last remaining action, i.e. 3a . Finally, the sequence 2 1 3, ,a a a< >  gets 

the expected diagnosis cost, i.e. 
2 122 1 3 (1 ( )( , , ) )a ap aECD a a a c succeeds c= −+  

32 21(1 ( | ))(1 ( )) 1.50ap a succeeds a fails p a succeeds c+ − − ≈ , which is lower than 

the expected cost acquired by the sequence 2 3 1, ,a a a< >  in P/C algorithm. 

Suppose 
11 1 3( ) ( | ) 0.99aeff a p a succeeds a fails c= =  and 2( )eff a =  

22 3( | ) 0.10ap a succeeds a fails c = , the sequence 3 1 2, ,a a a< >  will have less 

expected diagnosis cost  3 1 2( , , ) 1.455ECD a a a ≈  in the condition of the dependent 

actions. Therefore, we can conclude that the approximate approach of updated P/C 
algorithm is not always optimal. 

In this paper, we first give detailed descriptions of the fault diagnosis problem, and then 
present an algorithm named NGAOAS. NGAOAS deals with the background knowledge 
of the problem, partitions the candidate action sequences into several niches each of which 
corresponds to a permutation of the candidate fault sets. Each individual will compete with 
others in the same niche and NGAOAS will estimate whether a niche should continue 
evolving and when to do the evolution at the same time, which can reduce the calculation 
load as much as possible and get the result as soon as possible. At last, we prove through 
experiments that NGAOAS has several outstanding features: 1) The space used in 
NGAOAS can be predicted. 2) Compared with normal genetic algorithm, NGAOAS has 
better implicit parallelism. 3) When NGAOAS is on execution, population is able to hold 
diversity and avoid premature problem. 4) NGAOAS introduces the niche adaptive value 
to reduce calculation load, and thus can speed up convergence rate and avoid premature 
problem. Compared with updated P/C algorithm, NGAOAS can achieve lower diagnosis 
cost and obtain better actions sequence. 

2   Description of the Fault Diagnosis Problem in Network 

This section describes the fault diagnosis problem in network and related definitions. 
The fault evidence set 1 2{ , , , }mE e e e=  denotes all possible fault evidences in 

network. cE E⊆  is the current fault evidence set.  
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The candidate fault set 1 2{ , , , }nF f f f=  denotes all possible faults. cf F∈  is the 

current fault. The probability 
if

P of the candidate fault if  in the evidence set cE  can 

be expressed as ( | )
i i cfP p f happens E= . The probability set of candidate faults in the 

evidence set cE is 1{ ( | ),..., ( | )}
cE c n cProb p f happens E p f happens E=  . 

The action set 1 2{ , , , }lA a a a=  is formed by all the possible actions which can 

identify the current fault if  according to cE . The cost of the action ia  is 
iac . The 

action subset on if  is an action set selected to diagnose candidate fault if , which is 

represented as 
if

A , 
if

A A⊆ . The action subset on F  is represented as multi-set 

i

i

F f
f F

A A
∈

= . FA  is a multi-set because the repeated actions are possibly needed while 

diagnosing  different candidate faults. 
For an arbitrary action subset 

if
A , we can obtain |!|

if
A  permutations of all the 

elements in it. The sequence set is denoted as 1 2 (| |)!{ , , , }
f f f fi i i ifi

A A A A AS s s s= … , where 

fi
jAs is a permutation of 

if
A . 

Definition 1. (Expected Cost of Diagnosis, ECD) The expected cost of diagnosis 
refers to the cost spent by the process that an action sequence 

FAs S∈ completes the 

diagnosis task. Supposing there is an action sequence, 1 2( , , , )ks a a a= … , which is a 

permutation of the multi-set FA , expected cost of diagnosis is defined as: 
1

1 1

( | ) ( { }| )
j

jk

c c ai
j i

ECD s E p a fails E c
−

= =
=  (1) 

( | )cip a fails E is the probability of the diagnosis failure when ia is performed in 

the evidence set cE . 

Definition 2. For an arbitrary '
FAs S∈ ,  we can get ( | ) ( ' | )

C C
ECD s E ECD s E≤ ,  if 

FAs S∈ is the optimal action sequence when s  is to identify cf in the evidence set  

cE . 

Once the evidence set cE  is known, the optimal action sequence can be found by 

searching 
FAs S∈  and computing the least ( | )cECD s E . This combinatorial 

optimization problem is an NP-hard problem. Considering the space limit, we omit 
proof of the NP-hard problem. 

To solve the decision-making problem about diagnosis action, we propose the 
following assumptions. 

Assumption 1. (Single fault assumption) Only one fault is present. 

Assumption 2. (Independent cost) The cost of each action is independent with the 
results of former actions, which means that each action cost is a constant. 

Assumption 3. (Independent diagnosis process) We can identify faults one by one 
according to an action sequence until a candidate fault issued by the current 
symptoms is proven. 
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Although we have made assumptive limits for the problem, it is still an NP-hard 
problem and it is hard to find the optimal action sequence for dependence actions. 
However, the assumptions can help to solve the problem, particularly assumption 3, 
which is originated from the actual diagnosis process. 

According to assumption 3, finding the optimal action sequence is a process of 
calculating 1 2 ... ns s s , during which 1 2( ... | )n cECD s s s E  remains the least, 

where   is the append operator.. For any i , we have 
1

f j

n

i A
j

s S
=

∈ . If 

i j≠ ,
fk

i As S∈ ,
fl

j As S∈ , we have 
f fk l

A AS S≠ .  

According to the former assumptions, for a sequence 1 2 ... ns s s , we can 

suppose 
fi

i As S∈  , 1 11 12 1( , ,..., )s a a a α= , 2 21 22 2( , ,..., )s a a a β= , 3 31 32 3( , ,..., )s a a a γ= ,…. 

The value of ECD  can be calculated based on the assumptions and definition of 
action subset on F  as follow. 

1 2 1 1 1
1 1

1

2 1 2 2
1 1 1

1

3 1 2 3 3
1 1 1 1

( ... | ) ( | ) ( { }| )

( | ) (( { }) ( { }) | )

( | ) (( { }) ( { }) ( { }) | )

...

j

j

j

j

n c c ai
j i

j

c ai i
j i i

j

c ai i i
j i i i

ECD s s s E p f E p a fails f c

p f E p a fails a fails f c

p f E p a fails a fails a fails f c

α

β α

βγ α

= =
−

= = =
−

= = = =

=

+

+

+

 (2) 

In the formula (2), ( | )cip f E  can be calculated by probability of fault  

if  in evidence set cE . According to the assumptions, 
iac  is a  

constant. 1 1 1
1 1

( | ) ( { }| )
j

j

c ai
j i

p f E p a fails f c
α

= =
 is the expected cost spent when we 

verify whether the fault 1f  occurs at the first time. 
1

2 1 2 2
1 1 1

( | ) (( { }) ( { }) | )
j

j

c ai i
j i i

p f E p a fails a fails f c
β α −

= = =
 is the expected  cost spent 

when we verify whether fault 2f  occurs if 1f  does not occur. 

We have known the conditional probability that a single action can not find out the 
fault if  , that is ( | )j ip a fails f , and the conditional probability that any two of  the 

actions can not find out the fault if , that is : 

( , | )j ikp a fails a fails f  (3) 
In the formula (2), the possibilities 1 2 3( , , ,... | )ip a fails a fails a fails f  can be 

calculated by the following iterative procedures: 

1 2 3

1 2 3 1 2

1 2 3 1

3 2 1 2 3 1

3 2

( , , | )

( , | ) ( | , , )

( , | ) ( | , )

( | | ) ( , | ) ( , | )

( ,

i

i i

i i

i i i

p a fails a fails a fails f

p a fails a fails f p a fails a fails a fails f

p a fails a fails f p a fails a fails f

p a fails a fails f p a fails a fails f p a fails a fails f

p a fails a f

=
≈

=

1 2| ) /( ( | ) ( | ))i i iails f p a fails f p a fails f

 (4) 
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(5) 

In order to calculate the united possibilities of the multi-actions’ failure, we only 
need the possibilities of a single action failure and the united possibilities of any two 
actions failure. We can calculate approximation of 1 2( ... | )n cECD s s s E  according 

to the formula (2) and iterative method in the formulae (3), (4), (5) according to the 
previous assumptions.  

Based on the description of problem and simplification of assumptions, the process 
to calculate the optimal action sequence is the one to make 1 2( ... | )n cECD s s s E  

the minimum.  

3   Computing the Optimal Action Sequence by Niche Genetic 
Algorithm 

In order to solve the problem, we should firstly find an optimal permutation of the 
candidate fault set F , and then find an optimal action sequence for each if . Because 

the diagnosis actions are dependent, the diagnosis costs are different for different 
permutations of F  and the same action sequences of if . In the case of specified fault 

sequence (the permutation of F is specified), we can get a local optimal action 
sequence by adjusting action sequence of each if . 

Based on the former analysis, we partition the solution into two steps. First, we 
should get a local optimal action sequence for each permutation of F . Then, a global 
optimal action sequence is selected by comparing the cost of all the local optimal 
action sequences. 

In order to obtain the least diagnosis cost with less calculation load, we present the 
niche genetic algorithm. 

From the formula (2), we can see that the optimal action sequences are closely 
related to the sequences of candidate faults. Once a fault sequence is given, we can 
get a local optimal action sequence by adjusting the order of each fault’s action 
subset. From the local optimal action sequence of each candidate fault permutation, 
we can obtain a global optimal result. We should hold better results from different 
fault sequences as possible as we can during the process of the algorithm. We adopt 
niche algorithm of the cooperating multi-group genetic algorithms, and partition all 
action sequences into multi-niches, each of which corresponds to a permutation of 
fault set. Firstly an individual will compete with others in the same niche firstly. At 
the same time, the algorithm uses adaptability function to estimate whether a niche 
should continue evolving and when to do evolution, which can reduce the calculation 
load as much as possible and get the result as soon as possible. 

First, we can define the code of the niche genetic algorithm and its operators. 
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The coding manner. [6][7]Each action sequence of  if   adopts the symbolic coding 

( , ,..., )ix iy iza a a . Each action sequence of F  adopts multi-symbolic coding, which is 

appended by a action sequence of if   as : 

' ' ' '' '' ''( , ,..., , , ,..., ,..., , ,..., )ix iy iz jx jy jz kx ky kza a a a a a a a a
. 

Crossover operator. For chromosomes 

' ' ' '' '' ''( , , . .. , , .. ., , , . .. , , .. ., , , . .. , )ix iy iz jx jy jz k x ky k za a a a a a a a a  and 

''' ''' ''' '''' '''' '''' ''''' ''''' '''''( , ,..., ,..., , ,..., ,..., , ,..., )lx ly lz jx jy jz nx ny nza a a a a a a a a , their offspring generated by 

performing the crossing operation are '''' '''' '''' '' '' ''( , ,..., , , ,..., ,..., , ,..., )ix iy iz jx jy jz kx ky kza a a a a a a a a  

and ''' ''' ''' ' ' ' ''''' ''''' '''''( , ,..., ,..., , ,..., ,..., , ,..., )lx ly lz jx jy jz nx ny nza a a a a a a a a  for any  integer j . 

Mutation operator. For a chromosome (..., ,..., ,...)jx jya a  and three integers , ,j x y , 

the chromosome generated by performing the mutation operation is (..., ,..., ,...)jy jxa a . 

Reversal operator.  For a chromosome ' '(..., , , ,..., , ,...)iz jx jy jz kxa a a a a , and any integer j , 

the chromosome generated by performing the reversal operation is 
' '(..., , ,..., , , ...)iz jz jy jx kxa a a a a . 

Adaptability function. For Adaptability function 
( | ) ( ) max{ }/ ( | )

ic a cfitness s E length s C ECD s E= ⋅ , where ( | )cECD s E  can be calculated 

according to formula (2), ' ' ' '' '' ''( , ,..., , , ,..., ,..., , ,..., )ix iy iz jx jy jz kx ky kzs a a a a a a a a a=  is a 

chromosome and ( ) max{ }
ialength s C⋅  in numerator is used to keep the adaptability 

function value within the ability of  a  computer. 
In the niche genetic algorithm, in order to make individuals in niche compete with 

each other, we adopt the fitness-sharing model. The method adjusts an individual’s 
adaptive value by defining the individual’s sharing scale in population, and thus the 
population holds multiple high-level modes. The sharing model is a kind of 
measurement transformation of a special nonlinear adaptive value, which is based on 
the similarity between individuals in the population. The mechanism limits the 
limitless increase of a special species in the population, which ensures that different 
species can develop themselves in their own niches. 

In order to define the sharing function, we firstly define the coding distance 
between any two individuals. 

Definition 3. ( , )i jd s s  represents the distance between coding is  and js as : 

( , ) | ( ) ( ) |i j i kl j kld s s order a order a= − , where ( )i klorder a  and ( )j klorder a  are the 

sequence numbers of kla  in is  and js  respectively. 

Definition 4. Given a set which has  | |!F  niches 1 2 | |!{ , ,..., }FNICHES niche niche niche= , 

the radius of a niche is defined as : max{ ( , )}niche i jd s s
α

σ = , where ,i js s nicheα∈ . 

Definition 5. The sharing function between individuals andi js s  is defined as 

( , )
1- , ,

( ( , ))

0 ,

i j
i j

i j niche

d s s
if s s niche

sh d s s

otherwise
α

γ

ασ
∈

= , 
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γ  is used to adjust the shape of the sharing function. Beasley’s advice is to set 
2γ = [7]. The sharing value represents similar degree between two individuals. We can 

see that individual sharing value between different niches is zero. 

Definition 6. For a population 1 2{ , ,..., }nS s s s= , the sharing scale of individual is  in 

population is defined as: 

1

( ( , )), 1,2, ,
n

i i j
j

m sh d s s i n
=

= =  

Definition 7. The method to adjust the fitness-sharing value is defined as: 
( | )

'( | ) , 1,2, ,i c
i c

i

fitness s E
fitness s E n n

m
= = . 

Individual selection operator. Through adjusting fitness value, we use the optimal 
preserve policy to copy | |!Fα  oriental individuals to the next generation, where α  is 
the scale of a niche. 

The niche’s adaptive value. For the niche’s adaptive value 
)( ) ( ( | )) / ( ( | ))(c cNF env E ECD s E E ECD s E s nicheα α= Δ ∈ , ( ( | ))i cE ECD s E is the 

expected value of the individuals’ ECD  in a niche. The smaller ( ( | ))i cE ECD s E  are, 

the better niches are. | ( ( | )) |cE ECD s EΔ  is the change rate of ( ( | ))i cE ECD s E , which 

represents the individuals’ evolution speed in a niche on one step length. The bigger 
| ( ( | )) |cE ECD s EΔ  is, the faster the niche evolves. 

We calculate that the niches with higher adaptive value should be counted in 
priority. Other niches which evolve slowly and whose value of ( ( | ))i cE ECD s E  is big 

can be put aside for the moment. So unnecessary calculations load is reduced. 
The following is the computing process of the optimal action sequence by the 

niche genetic algorithm. 

Algorithm NGAOAS (Niche Genetic Algorithm for the Optimal Action 
Sequence). 

(1) Initialize the counter 0t =  
(2) Random generates the initial population (0)P , and the initial scale is 

| |!Fα ( α  is the scale of the niches, | |!F  is the number of the niches) 
(3) Initialize all the niches adaptive values ( )NF niche = +∞  
(4) Select the optimal | |!/10F  niches based on ( )NF env  
(5) Process the crossover action between individuals '( ) [ ( )]P t Crossover P t←  by 

the probability β  
(6) Process the individual mutation action by the probability γ : 

''( ) [ '( )]P t Mutation P t←   
(7) Process the individual reversal action by the probability σ : 

'''( ) [ ''( )]P t Inversion P t←   
(8) Calculate the individual adaptive value ( | )cfitness s E  

(9) Adjust the adaptive value by sharing scale to get an adjusted '( )fitness s   
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(10) Copy | |!Fα  individuals of the optimal adaptive value to the next generation, 
and get ( 1)P t +  

(11) If mod 10 0t = , recalculate the adaptive value ( )NF niche of each evolving 

niche 
(12) If ,niche s∃ ∃ , s niche∈ , ( | ) max{ ( ' | )}c cfitness s E fitness s E= , ( ) 0NF niche =  and  

niche∀ , ( )NF niche δ< , the algorithm ends. Otherwise, go to (4). 

4   The Performance Analysis of NGAOAS 

The keys of calculating the optimal action sequence with the genetic algorithm are 
selecting the proper parameters and holding good features. Before analyzing features 
of NGAOAS, we select parameters of NGAOAS by testing. 

NGAOAS has four parameters. By experience we can assign the reference values 
to 0.3β = , 1γ = , 0.03σ = . Notice that because the algorithm adapts the symbolic 
coding, the function of mutation operator is similar to the crossover operator in the 
general GA algorithm, while the reversal operator is real mutation operator. 
Therefore, we usually set the mutation operator’s probability of NGAOAS according 
to GA experienced crossover probability value. Accordingly, we set the reversal 
operator’s probability of NGAOAS according to GA algorithm’s mutation 
experienced probability value. 

 

Fig. 1.  Choose parameter α  

We emphasize the parameter α , which decides the original population scale of 
NGAOAS. The selection of the original population scale affects the probability of 
finding the optimal result. An unsuitable original scale may cause premature problem. 
We select five network faults and 20 diagnosis actions, and each fault diagnosis needs 
average 10 actions. We do experiment on a stand-alone PC with PIV 2G CPU, 512M 
memory. 

From the figure 1, we know that when the parameter α  is bigger than 100, 
premature problem can be avoided. In order to reduce the memory space that the 
algorithm needs, we set 100α =  in the later test. 
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Furthermore, NGAOAS has some outstanding features. 
Feature 1. The space complexity of NGAOAS is (| |!)O F , the memory space that the 
algorithm needs can be predicted. 

Only | |!Fα  optimal individuals remain by the optimal reservation strategy. So the 
memory space that NGAOAS needs can be predicted and controlled under | |!Fα . We 
can avoid the case of insufficient memory before processing the algorithm. Besides, 
the space complexity of the algorithm is (| |!)O F  , but not ( ( )!)O length s . Therefore, 

we reduce the space complexity effectively. 

Feature 2. NGAOAS has better implicit parallelism. 
Through the plain definition and assumptions for the problem, we study the 

background knowledge and adopt niche technology. Each niche is independent and 
seldom communicates with each other. Therefore, NGAOAS has better implicit 
parallelism than the normal genetic algorithm. We can make better use of the existing 
calculating grid, and the algorithm has better practicability. 

We have tested the performance of NGAOAS on the single PC and grid 
environments according to feature 2. We select 5 network faults and 20 corresponding 
diagnosis actions. Each fault diagnosis needs 10 actions on average. Standalone 
environment is PIV 2G CPU, 512M memory. The grid environment is composed of 
Globus Toolkit 2.4 computation grid platform and 10 identical test PCs. 

 

Fig. 2. Compare the performance under the circumstance between a single PC and the grid 
environment 

From figure 2 we can find that performance of NGAOAS increases about 6 to 7 
times in the grid environment. This proves that NGAOAS has better implicit 
parallelism. 

Feature 3. The population is able to hold diversity, which can avoid premature 
problem. 

NGAOAS defines the distance between individuals, adjusts the adaptive value with 
sharing scale and selects the optimal individuals according to adjusted adaptive value, 
which makes individuals in each niche achieve balanced development. NGAOAS 
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takes the inner and global competitive stress all around, and thus avoids the 
convergence problem prematurely. 

According to feature 3, we draw a comparison between the genetic algorithm 
without niche technology and NGAOAS. The test is processed in the similar 
environment as feature 2. We adapt 

, ( ) , (0)

( ( )) ( , ) ( , )
i j k l

i j k l
s s P t s s P

div P t d s s d s s
∈ ∈

=  as the 

computation formula of the population’s diversity.  

 

Fig. 3.  The Diversity changing curve along with genetic generations 

Figure3 is population’s diversity changing curve along with the genetic generation. 

 

Fig. 4.  The changing curve of adaptive value along with genetic generations 

Figure 4 is the changing curve of the optimal individual’s adaptive value in the 
same situation. 

From figure 3 and figure 4, we can see that compared with general GA algorithm, 
NGAOAS can keep the adaptive values of individuals increasing and can retain better 
diversity along with the increase of genetic generations. While the population 
diversity of the general GA algorithm decreases quickly, the optimal individuals’ 
adaptive values no longer increase after the 100th generation. Premature problem 
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severely influences the optimal results or preferable results. Repeated experiments 
prove that NGAOAS has a moderate convergence speed, the probability of finding 
out the optimal results per 300 generations is 82%, and the rest 18% also generates 
preferable result, which is close to the optimal one. This effect is enough for the most 
situations. 

Feature 4. NGAOAS introduces niche adaptive value to reduce calculation load, and 
thus speeds up convergence and avoid the premature problem at the same time. 

NGAOAS introduces the concept of niche adaptive value according to the 
diagnosis decision problem. The niches’ evolution speed is direct ratio to niches’ 
adaptive value, so niches have a good potential of being optimized. The smaller 
current optimal ECD is, the better the niche is. The proper design of the niche 
adaptive value function ensures the generation of the optimal results, which decreases 
unnecessary calculation load at a certain extent and also speeds up the convergence 
without causing premature problem. 

In the experiment, we choose a situation with less calculation load, in which we 
compare the previous convergence speed with the later introduction of the niche 
adaptive function. In the test environment, we select 6 network faults and 16 
corresponding diagnosis actions. Each fault diagnosis needs 3 to 4 actions. 

 

Fig. 5.  Comparison of the convergence rates 

In figure 5, the algorithm without niche adaptive value converges to a steady state 
after about 500 generations. After using the niche adaptive value function, the 
algorithm can converge to a steady state after about 200 generations. The convergence 
rate doubles. When there are more candidate faults, the convergence rate increases 
even more. From figure 5, we can also see that NGAOAS optimize the convergence 
rate without causing premature problem. It can find the optimal or preferable results 
at faster convergence rate. 

At the same time, we do experiments in various of diagnosis environments and 
compare the diagnosis cost of the updated P/C algorithm with the one of NGAOAS. 

As is shown in figure 6, when actions are dependent, compared with updated P/C 
algorithm, NGAOAS can acquire preferable diagnosis action sequence and the lower 
cost.  
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Fig. 6. Comparison of the optimal diagnosis costs 

5   Summary and Conclusion 

This paper presents an algorithm named NGAOAS to compute the minimum 
diagnosis cost in the condition of dependent actions. NGAOAS decomposes the 
candidate action sequences into | |!F  niches, each of which corresponds to a single 
candidate faults permutation. An individual will compete with others in the same 
niche. At the same time NGAOAS will estimate whether a niche should continue 
evolving and when it should do evolution, which reduces calculation load as much as 
possible and get the result as soon as possible. The experiment proves NGAOAS has 
several outstanding features. Compared with updated P/C algorithm, NGAOAS can 
acquire preferable diagnosis action sequence and the less cost. 

We describe the diagnosis problem in the condition of dependent actions. There are 
several other scenarios that we have not considered and that deserve further 
exploration. We described the diagnosis problem assuming there are independent 
faults or single fault, which simplifies the computations, but dependent faults and 
multiple faults may occur in real world. So [8] [9] introduce the model of exact 3-sets 
cover. These problems will be studied further. Another issue relates to the behavior of 
observations [10]. Observations can not solve the diagnosis problem, but they can 
exclude some faults and speed up the troubleshooting. 
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Abstract. We adapt the Model-Based Diagnosis framework to perform (agent-
based) plan diagnosis. In plan diagnosis, the system to be diagnosed is a plan, con-
sisting of a partially ordered set of instances of actions, together with its executing
agent. The execution of a plan can be monitored by making partial observations
of the results of actions. Like in standard model-based diagnosis, observed devia-
tions from the expected outcomes are explained qualifying some action instances
that occur in the plan as behaving abnormally. Unlike in standard model-based
diagnosis, however, in plan diagnosis we cannot assume that actions fail indepen-
dently. We focus on two sources of dependencies between failures: dependencies
that arise as a result of a malfunction of the executing agent, and dependencies
that arise because of dependencies between action instances occurring in a plan.
Therefore, we introduce causal rules that relate health states of the agent and
health states of actions to abnormalities of other action instances. These rules en-
able us to introduce causal set and causal effect diagnoses that use the underlying
causes of plan failing to explain deviations and to predict future anomalies in the
execution of actions.

Keywords: planning, diagnosis, agent systems.

1 Introduction

In Model-Based Diagnosis (MBD) a model of a system consisting of components, their
interrelations and their behavior is used to establish why the system is malfunctioning.
Plans resemble such system specifications in the sense that plans also consist of com-
ponents (action specifications), their interrelations and a specification of the (correct)
behavior of each action. Based on this analogy, the aim of this paper is to adapt and
extend a classical Model-Based Diagnosis (MBD) approach to the diagnosis of plans.

To this end, we will first formally model a plan consisting of a partially ordered set
of actions as a system to be diagnosed, and subsequently we will describe how a diag-
nosis can be established using partial observations of a plan in progress. Distinguishing
between normal and abnormal execution of actions in a plan, we will introduce sets of
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actions qualified as abnormal to explain the deviations between expected plan states
and observed plan states. Hence, in this approach, a plan diagnosis is just a set of ab-
normal actions that is able to explain the deviations observed. Although plan diagnosis
conceived in this way is a rather straightforward application of MBD to plans, we do
need to introduce new criteria for selecting acceptable plan diagnoses: First of all, while
in standard MBD usually subset-minimal diagnoses, or within them minimum (cardi-
nality) diagnoses, are preferred, we also prefer maximum informative diagnoses. The
latter type of diagnosis maximizes the exact similarity between predicted and observed
plan states. Although maximum informative diagnoses are always subset minimal, they
are not necessarily of minimum cardinality. More differences between MBD and plan
diagnosis appear if we take a more detailed look into the reasons for choosing mini-
mal diagnoses. The idea of establishing a minimal diagnosis in MBD is governed by
the principle of minimal change: explain the abnormalities in the behavior observed by
changing the qualification from normal to abnormal for as few system components as
necessary. Using this principle is intuitively acceptable if the components qualified as
abnormal are failing independently. However, as soon as dependencies exist between
such components, the choice for minimal diagnoses cannot be justified. As we will ar-
gue, the existence of dependencies between failing actions in a plan is often the rule
instead of an exception. Therefore, we will refine the concept of a plan diagnosis by
introducing the concept of a causal diagnosis. To establish such a causal diagnosis, we
consider both the executing agent and its plan as constituting the system to be diagnosed
and we explicitly relate health states of the executing agent and subsets of (abnormally
qualified) actions to the abnormality of other actions in the form of causal rules. These
rules enable us to replace a set of dependent failing actions (e.g. a plan diagnosis) by a
set of unrelated causes of the original diagnosis. This independent and usually smaller
set of causes constitutes a causal diagnosis, consisting of a health state of an agent and
an independent (possibly empty) set of failing actions. Such a causal diagnosis always
generates a cover of a minimal diagnosis. More importantly, such causal diagnoses can
also be used to predict failings of actions that have to be executed in the plan and thereby
also can be used to assess the consequences of such failures for goal realizability.

This paper is organized as follows. Section 2 introduces the preliminaries of plan-
based diagnosis, while Section 3 formalizes plan-based diagnosis. Section 4 extends the
formalization to determining the agent’s health state. Finally, we briefly discuss some
computational aspects of (causal) plan diagnosis. In Section 6, we place our approach
into perspective by discussing some related approaches to plan diagnosis. and Section
7 concludes the paper.

2 Preliminaries

Model Based Diagnosis. In Model-Based Diagnosis (MBD) [4,5,12] a system S is
modeled as consisting of a set Comp of components and their relations, for each com-
ponent c ∈ Comp a set Hc of health modes is distinguished and for each health mode
hc ∈ Hc of each component c a specific (input-output) behavior of c is specified. Given
some input to S, its output is defined if the health mode of each component c ∈ Comp is
known. The diagnostic engine is triggered whenever, under the assumption that all com-
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ponents are functioning normally, there is a discrepancy between the output as predicted
from the input observations, and the actually observed output. The result of MBD is a
suitable assignment of health modes to the components, called a diagnosis, such that
the actually observed output is consistent with this health mode qualification or can
be explained by this qualification. Usually, in a diagnosis one requires the number of
components qualified as abnormally to be minimized.

States and Partial States. We consider plan-based diagnosis as a simple extension
of the model-based diagnosis where the model is not a description of an underlying
system but a plan of an agent. Before we discuss plans, we introduce a simplified state-
based view on the world, assuming that for the planning problem at hand, the world can
be simply described by a set Var = {v1, v2, . . . , vn} of variables and their respective
value domains Di. A state of the world σ then is a value assignment σ(vi) = di ∈ Di

to the variables. We will denote a state simply by an element of D1×D2× . . .×Dn, i.e.
an n-tuple of values. It will not always be possible to give a complete state description.
Therefore, we introduce a partial state as an element π ∈ Di1 × Di2 × . . . × Dik

,
where 1 ≤ k ≤ n and 1 ≤ i1 < . . . < ik ≤ n. We use V ar(π) to denote the set of
variables {vi1 , vi2 , . . . , vik

} ⊆ Var specified in such a state π. The value dj of variable
vj ∈ V ar(π) in π will be denoted by π(j). The value of a variable vj ∈ Var not
occurring in a partial state π is said to be unknown (or unpredictable) in π, denoted by
⊥. Including ⊥ in every value domain Di allows us to consider every partial state π as
an element of D1 × D2 × . . . × Dn.

Partial states can be ordered with respect to their information content: Given values
d and d′, we say that d ≤ d′ holds iff d = ⊥ or d = d′. The containment relation �
between partial states is the point-wise extension of ≤ : π is said to be contained in
π′, denoted by π � π′, iff ∀j[π(j) ≤ π(j′)]. Given a subset of variables V ⊆ Var ,
two partial states π, π′ are said to be V -equivalent, denoted by π =V π′, if for every
vj ∈ V , π(j) = π′(j). We define the partial state π restricted to a given set V , denoted
by π �V , as the state π′ � π such that V ar(π′) = V ∩ V ar(π).

An important notion for diagnosis is the notion of compatibility between partial
states. Intuitively, two states π and π′ are said to be compatible if there is no essential
disagreement about the values assigned to variables in the two states. That is, for every
j either π(j) = π′(j) or at least one of the values π(j) and π′(j) is undefined. So we
define π and π′ to be compatible, denoted by π ≈ π′, iff ∀j[π(j) ≤ π′(j) or π′(j) ≤
π(j)]. As an easy consequence we have, using the notion of V -equivalent states, π ≈ π′

iff π =V ar(π)∩V ar(π′) π′. Finally, if π and π′ are compatible states they can be merged
into the �-least state π � π′ containing them both: π � π′(j) = max≤{π(j), π′(j)}.

Goals. An (elementary) goal g of an agent specifies a set of partial states an agent
wants to bring about using a plan. Here, we specify each such a goal g as a constraint,
that is a relation over some product Di1 × . . . × Dik

of domains.
We say that a goal g is satisfied by a partial state π, denoted by π |= g, if the

relation g contains at least one tuple (di1 , di2 , . . . , dik
) such that (di1 , di2 , . . . dik

) � π.
We assume each agent to have a set G of such elementary goals g ∈ G. We use π |= G
to denote that all goals in G hold in π, i.e. for all g ∈ G, π |= g.

Actions and Action Schemes. An action scheme or plan operator α is represented as
a function that replaces the values of a subset Vα ⊆ Var by other values, dependent



164 N. Roos and C. Witteveen

a1

0

1

v1 v2 v3 v4

Fig. 1. Plan operators & states

upon the values of another set V ′
α ⊇ Vα of variables. Hence, every action scheme α

can be modeled as a (partial) function fα : Di1 × . . . × Dik
→ Dj1 × . . . × Djl

,
where 1 ≤ i1 < . . . < ik ≤ n and {j1, . . . , jl} ⊆ {i1, . . . , ik}. The variables whose
value domains occur in dom(fα) will be denoted by domV ar(α) = {vi1 , . . . , vik

}
and, likewise ranV ar(α) = {vj1 , . . . , vjl

}. Note that it is required that ranV ar(α) ⊆
domV ar(α). This functional specification fα constitutes the normal behavior of the
action scheme, denoted by fnor

α .

Example 1. Figure 1 depicts two states σ0 and σ1 (the white boxes) each characterized
by the values of four variables v1, v2, v3 and v4. The partial states π0 and π1 (the gray
boxes) characterize a subset of values in a (complete) state. Action schemes are used to
model state changes. The domain of the action scheme α is the subset {v1, v2}, which
are denoted by the arrows pointing to α. The range of α is the subset {v1}, which is
denoted by the arrow pointing from α. Finally, the dashed arrow denotes that the value
of variable v2 is not changed by operator(s) causing the state change.

The correct execution of an action may fail either because of an inherent malfunctioning
or because of a malfunctioning of an agent responsible for executing the action, or
because of unknown external circumstances. In all these cases we would like to model
the effects of executing such failed actions. Therefore, we introduce a set of health
modes Mα for each action scheme α. This set Mα contains at least the normal mode
nor, the mode ab indicating the most general abnormal behavior, and possibly several
other specific fault modes. The most general abnormal behavior of action α is specified
by the function fab

α , where fab
α (di1 , di2 , . . . , dik

) = (⊥,⊥, . . . ,⊥) for every partial
state (di1 , di2 , . . . , dik

) ∈ dom(fα).1 To keep the discussion simple, in the sequel we
distinguish only the health modes nor and ab.

Given a set A of action schemes, we will need to consider a set A ⊆ inst(A) of
instances of actions in A. Such instances will be denoted by small roman letters ai. If
type(ai) = α ∈ A, such an instance ai is said to be of type α. If the context permits
we will use “actions” and “instances of actions” interchangeably.

Plans. A plan is a tuple P = 〈A, A, <〉 where A ⊆ Inst(A) is a set of instances
of actions occurring in A and (A, <) is a partial order. The partial order relation <

1 This definition implies that the behavior of abnormal actions is essentially unpredictable.



Diagnosis of Plan Execution and the Executing Agent 165

3

a1 a2

a3 a4

a5 a6

2

1

0

v1 v2 v3 v4

Fig. 2. Plans and action instances. Each state characterizes the values of four variables v1, v2, v3

and v4. States are changed by application of action instances.

specifies a precedence relation between these instances: a < a′ implies that the instance
a must finish before the instance a′ may start. We will denote the transitive reduction
of < by /, i.e., / is the smallest subrelation of < such that the transitive closure /+

of / equals <.
We assume that if in a plan P two action instances a and a′ are independent, in prin-

ciple they may be executed concurrently. This means that the dependency relation < at
least should capture all resource dependencies that would prohibit concurrent execution
of actions. Therefore, we assume < to satisfy the following concurrency requirement:

If ranV ar(a) ∩ domV ar(a′) �= ∅ then a < a′ or a′ < a.2

That is, for concurrent instances, domains and ranges do not overlap.

Example 2. Figure 2 gives an illustration of a plan. Arrows relate the variables an action
uses as inputs and the variables it produces as its outputs to the action itself. In this
plan, the dependency relation is specified as a1 / a3, a2 / a4, a4 / a5, a4 / a6

and a1 / a5. Note that the last dependency has to be included because a5 changes the
value of v2 needed by a1. The action a1 shows that not every variable occurring in the
domain of an action need to be affected by the action. The actions a5 and a6 illustrate
that concurrent actions may have overlapping domains.

3 Standard Plan Diagnosis

Let us assume, for the moment, that each action instance can be viewed as an indepen-
dent component of a plan. To each action instance a a health mode ma ∈ {nor, ab} can

2 Note that since ranV ar(a) ⊆ domV ar(a), this requirement excludes overlapping ranges of
concurrent actions, but domains of concurrent actions are allowed to overlap as long as the
values of the variables in the overlapping domains are not affected by the actions.
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be assigned and the result is called a qualified plan. In establishing which part of the
plan fails, we are only interested in those actions qualifies as abnormal. Therefore, we
define a qualified version PQ of a plan P = 〈A, A, <〉 as a tuple PQ = 〈A, A, <, Q〉,
where Q ⊆ A is the subset of instances of actions qualified as abnormal (and therefore,
A − Q the subset of actions qualified as normal).

Since a qualification Q corresponds to assigning the health mode ab to every action
in Q and since fab

a (di1 , di2 , . . . , dik
) = (⊥,⊥, . . . ,⊥) for every action a ∈ Q with

type(a) = α, the results of anomalously executed actions are unpredictable. Note that
a “normal” plan P corresponds to the qualified plan P∅ and furthermore that in our
context “undefined” is considered to be equivalent to “unpredictable”.

3.1 Qualified Plan Execution

For simplicity, when a plan P is executed, we will assume that every action takes a unit
of time to execute. We are allowed to observe the execution of a plan P at discrete times
t = 0, 1, 2, . . . , k where k is the depth of the plan, i.e., the longest <-chain of actions
occurring in P . Let depthP (a) be the depth of action a in plan P = 〈A, A, <〉. Here,
depthP (a) = 0 if {a′ |a′ / a} = ∅ and depthP (a) = 1 + max{depthP (a′) | a′ /
a}, else. If the context is clear, we often will omit the subscript P . We assume that the
plan starts to be executed at time t = 0 and that concurrency is fully exploited, i.e., if
depthP (a) = k, then execution of a has been completed at time t = k + 1. Thus, all
actions a with depthP (a) = 0 are completed at time t = 1 and every action a with
depthP (a) = k will be started at time k and will be completed at time k + 1. Note that
thanks to the above specified concurrency requirement, concurrent execution of actions
having the same depth leads to a well-defined result.

Let Pt denote the set of actions a with depthP (a) = t, let P>t =
⋃

t′>t Pt′ , P<t =⋃
t′<t Pt′ and P[t,t′] =

⋃t′

k=t Pk. Execution of P on a given initial state σ0 will induce a
sequence of states σ0, σ1, . . . , σk, where σt+1 is generated from σt by applying the set
of actions Pt to σt. Instead, however, of assuming total states and total state transitions,
we define the (predicted) effect of the execution of plan P on a given (partial) state π at
time t ≥ 0, denoted by (π, t).

We say that (π′, t + 1) is (directly) generated by execution of PQ from (π, t), ab-
breviated by (π, t) →Q;P (π′, t + 1), iff the following conditions hold:

1. π′ �ranV ar(a) = fnor
a (π �domV ar(a)) for each a ∈ Pt −Q such that domV ar(a)

⊆ V ar(π), that is, the consequences of all actions a enabled in π can be predicted
and occur in π′.3

2. V ar(π′) ∩ ranV ar(a) = ∅ for each a ∈ Q ∩ Pt, since the result of executing an
abnormal action cannot be predicted (even if such an action is enabled in π);

3. V ar(π′) ∩ ranV ar(a) = ∅ for each a ∈ Pt with domV ar(a) �⊆ V ar(π), that
is, even if an action a is enabled in (the complete state) σt, if a is not enabled in
π � σt, the result is not predictable and therefore does not occur in π′, since it
is not possible to predict the consequences of actions that depend on values not
defined in π.

3 An action a is enabled in a state π if domV ar(a) ⊆ V ar(π).
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Fig. 3. Plan execution with abnormal actions

4. π′(i) = π(i) for each vi �∈ ranV ar(Pt), that is, the value of any variable not occur-
ring in the range of an action in Pt should remain unchanged. Here, ranV ar(Pt) is
a shorthand for the union of the sets ranV ar(a) with a ∈ Pt.

For arbitrary values of t ≤ t′ we say that (π′, t′) is (directly or indirectly) generated
by execution of PQ from (π, t), denoted by (π, t) →∗

Q;P (π′, t′), iff the following
conditions hold:

1. if t = t′ then π′ = π;
2. if t′ = t + 1 then (π, t) →Q;P (π′, t′);
3. if t′ > t + 1 then there must exists some state (π′′, t′ − 1) such that (π, t) →∗

Q;P

(π′′, t′ − 1) and (π′′, t′ − 1) →Q;P (π′, t′).

Note that (π, t) →∗
∅;P (π′, t′) denotes the normal execution of a normal plan P∅.

Such a normal plan execution will also be denoted by (π, t) →∗
P (π′, t′).

Example 3. Figure 3 gives an illustration of an execution of a plan with abnormal ac-
tions. Suppose action a3 is abnormal and generates a result that is unpredictable (⊥).
Given the qualification Q = {a3} and the partially observed state π0 at time point t = 0,
we predict the partial states πi as indicated in Figure 3, where (π0, t0) →∗

Q;P (πi, ti)
for i = 1, 2, 3. Note that since the value of v1 and of v5 cannot be predicted at time
t = 2, the result of action a6 and of action a8 cannot be predicted and π3 contains only
the value of v3.

3.2 Diagnosis

Suppose now that we have a (partial) observation obs(t) = (π, t) of the state of the
world at time t and an observation obs(t′) = (π′, t′) at time t′ > t ≥ 0 during the exe-
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cution of the plan P . We would like to use these observations to infer the health states of
the actions occurring in P . Assuming a normal execution of P , we can (partially) pre-
dict the state of the world at a time point t′ given the observation obs(t): if all actions
behave normally, we predict a partial state π′

∅
at time t′ such that obs(t)→∗

P (π′
∅

, t′).
There does not need to be a strict correspondence between the variables predicted

at time t′ and the variables observed at time t′. That is, V ar(π′) and V ar(π′
∅

) need
not to be identical sets. This means that to check whether the predicted state matches
the observed state at time t′, we have to verify whether the variables occurring in both
V ar(π′) and V ar(π′

∅
) have identical values, that is whether π′(j) = π′

∅
(j) holds

for all vj ∈ V ar(π′) ∩ V ar(π′
∅

). Therefore, these states match exactly if they are
compatible i.e. π′ ≈ π′

∅
holds.4

If this is not the case, the execution of some action instances must have gone wrong
and we have to determine a qualification Q such that the predicted state π′

Q derived
using Q is compatible with π′. Hence, we have the following straight-forward extension
of the diagnosis concept in MBD to plan diagnosis (cf. [5]):

Definition 1. Let P = 〈A, A, <〉 be a plan with observations obs(t) = (π, t) and
obs(t′) = (π′, t′), where t < t′ ≤ depth(P ) and let obs(t)→∗

Q;P (π′
Q, t′) be a deriva-

tion assuming a qualification Q.
Then Q is said to be a plan diagnosis of 〈P, obs(t), obs(t′)〉 iff π′ ≈ π′

Q.

Example 4. Consider again Figure 3 and suppose that we did not know that action
a3 was abnormal and that we observed obs(0) = ((d1, d2, d3, d4), 0) and obs(3) =
((d′1, d

′
3, d

′
5), 3). Using the normal plan derivation relation starting with obs(0) we will

predict a state π′
∅

at time t = 3 where π′
∅

= (d′′1 , d′′2 , d′′3). If everything is ok, the values
of the variables predicted as well as observed at time t = 3 should correspond, i.e. we
should have d′j = d′′j for j = 1, 3. If, for example, only d′1 would differ from d′′1 , then
we could qualify a6 as abnormal, since then the predicted state at time t = 3 using
Q = {a6} would be π′

Q = (d′′3) and this partial state agrees with the predicted state on
the value of v3.

Note that for all variables in V ar(π′) ∩ V ar(π′
Q), the qualification Q provides an

explanation for the observation π′ made at time point t′. Hence, for these variables
the qualification provides an abductive diagnosis [4] for the normal observations. For
all observed variables in V ar(π′) − V ar(π′

Q), no value can be predicted given the
qualification Q. Hence, by declaring them to be unpredictable, possible conflicts with
respect to these variables if a normal execution of all actions is assumed, are resolved.
This corresponds with the idea of a consistency-based diagnosis [12].

The following observation shows that we might easily trivialize plan diagnoses:

Observation 1. If Q ⊂ A is a plan diagnosis of 〈P, obs(t), obs(t′)〉, then every super-
set Q′ ⊇ Q is also a plan diagnosis and in particular A is always a plan diagnosis.

The reason is that (i) Q′ ⊇ Q implies π′
Q′ � π′

Q where π′
Q′ and π′

Q are the predicted
states using the qualifications Q and Q′, respectively and (ii) π′

Q ≈ π′ and π′
Q′ � π′

Q,
using the definition of ≈, immediately imply that π′

Q′ ≈ π′, i.e., Q′ is a diagnosis as

4 See the definition in the preliminaries.
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well. Since in particular A ⊇ Q for every qualification Q, A is a diagnosis whenever
there has been found any diagnosis.

Clearly then, the smaller a diagnosis is, the more values it will predict that are also
actually observed in the resulting plan state. This, like in MBD, is a reason for us to
prefer subset-minimal diagnoses and especially minimum diagnoses among the set of
minimal diagnoses.

But there is a caveat: a minimum diagnosis only minimizes the number of abnormal
actions to explain deviations; as important however for a diagnosis might be its infor-
mation content, i.e. the exactness it provides in predicting the values of the variables
occurring in the observed state π′. This means that besides minimizing the cardinality
of abnormalities another criterion could be maximizing the exactness of the similarity
by maximizing |V ar(π′) ∩ V ar(π′

Q)| i.e. maximizing the number of variables hav-
ing the same value in the predicted state and the observed state. Therefore, besides a
minimum diagnosis we also define the notion of a maximum informative diagnosis:

Definition 2. Given plan observations 〈P, (π, t), (π′, t′)〉, a qualification Q is said to
be a minimum plan diagnosis if for every plan diagnosis Q′ it holds that |Q| ≤ |Q′|.

Q is said to be a maximum informative plan-diagnosis iff for all plan diagnoses Q∗,
it holds that |V ar(π′) ∩ V ar(π′

Q)| ≥ |V ar(π′) ∩ V ar(π′
Q∗)|.

Note that for every maximum informative diagnosis Q we have V ar(π′)
∩ V ar(π′

Q) ⊆ V ar(π′) ∩ V ar(π′
∅

), where obs(t)→∗
∅;P (π′

∅
, t′) is the partial state

derivation assuming a normal plan execution.
Also note that every maximum informative diagnosis is a minimal diagnosis. So

both minimum plan diagnoses and maximum informative plan diagnoses are the result
of different criteria for selecting minimal diagnoses, as the following example shows:

Example 5. To illustrate the difference between minimum plan diagnosis and maximum
informative diagnosis, consider again the plan execution depicted in Figure 3. Given
obs(0) and obs(3) and a deviation in the value of v2 at time t = 3, there are three
possible minimum diagnoses: D1 = {a1}, D2 = {a3} and D3 = {a6}. D2 and D3 are
also maximum-informative diagnoses.

4 Causes of Plan-Execution Failures

Unlike in classical MBD, minimum diagnosis and maximum-informative diagnosis
need not provide the best explanation for the differences between observed effects of
a plan execution and the predicted effects. The reason is that often in a plan instances
of actions do not fail independently. For example, suppose that we have a plan for car-
rying luggage from a depot to a number of waiting planes. Such a plan might contain
several instances of a drive action pertaining to the same carrier controlled by an agent.
Suppose that an instance ai of some drive action (type) α behaves abnormally because
of malfunctioning of the carrier. Then it is reasonable to assume that other instances
aj of the same drive action that occur in the plan after ai can be predicted to behave
abnormally, too. Another possibility is that a number of instances of actions is related
to the malfunctioning of an agent executing several actions in the plan. For example, in
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the luggage example, the carrier is controlled by a driving agent. If this agent itself is
not functioning well, all driving actions as well as loading and unloading actions might
be affected.

Such dependencies between action instances and between agent health states and
action instances imply that sometimes qualifying an instance of an action as being ab-
normal implies that other instances of actions must be qualified a being abnormal, too.
Minimum and information-maximum diagnosis do not take into account these depen-
dencies between action failures. Therefore, we must take into consideration the under-
lying causes of a plan-execution failure.

4.1 Causal Rules

To be able to include a malfunctioning of an executing agent as a possible cause, we will
consider a plan together with its executing agent as the system to be diagnosed. Here, an
agent will be simply represented by a set H of specific health states. To identify causes
of action failures, we use a set R of causal rules in combination with plan diagnosis. A
causal rule is a rule that can appear in the following forms:

– (α1, α2, . . . , αk) → αk+1, where k ≥ 1 and for i = 1, 2 . . . , k + 1, αi ∈ A are
action types. This type of rule relates the occurrence of a set of failed actions to the
occurrence of a failed action implied by them. The intuitive meaning of these rules
is that if during plan execution there are, for i = 1, . . . , k, action instances ai of
type αi that have been qualified as abnormal up to time t, then it is inferred that
from time t + 1 on all instances of actions of type αk+1 will behave abnormally,
too.

– (h; α1, α2, . . . , αk) → αk+1, where k ≥ 0, h ∈ H is a health state (h �= nor)
of the plan executing agent and, for i = 1, 2 . . . , k + 1, αi ∈ A are action types.
This type of rule relates the occurrence of an agent abnormality h and a set of action
abnormalities occurring at time t to the inference of a failed action at time t+1. The
intuitive meaning of such a rule is that if during plan execution at some time t′ ≤
t + 1 the agent operates in some abnormal health states h and, for i = 1, 2, . . . , k,
there are action instances ai of type αi that have been qualified as abnormal up to
time t, then it is inferred that from time t+1 on all instances of actions of type αk+1

that occur in the plan will behave abnormally, too.5 If k = 0, this rule establishes a
health state as a single cause for action failure.

The intuitive idea behind a causal diagnosis is to be able to explain a given plan
diagnosis Q by a (usually smaller) set of qualifications (causes) Q′ together with some
health state h of the agent established at time t using the set of causal rules R. Using
such a pair consisting of a health state and a qualification should enable us to generate,
using the rules in R, a set containing Q.

To define the effect of applying R to a set of (unique) instances of actions occurring
in a plan, we first construct the set inst(R) of instance of actions with respect to given
plan P = 〈A, A, <〉 as follows:

5 We allow abnormal health states to be detected at the same time that abnormal action conse-
quences are generated.
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– For every rule r of the form (α1, α2, . . . , αk) → αk+1 ∈ R, inst(R) contains an
instance (ai1 , ai2 , . . . , aik

) → aik+1 of r whenever there exists a t ≥ 0 such that
{ai1 , ai2 , . . . , aik

} ⊆ P≤t and aik+1 ∈ P>t.
– For every rule r of the form (h; α1, α2, . . . , αk) → αk+1 ∈ R, inst(R) contains

the instances (h; ai1 , ai2 , . . . , aik
) → aik+1 , whenever there exists a t ≥ 0 such

that {ai1 , ai2 , . . . , aik
} ⊆ P≤t and aik+1 ∈ P>t.

For each r ∈ inst(R), let ante(r) denote the antecedent of r and hd(r) denote the
head of r. Furthermore, let Ab ⊆ {h} be a set containing an abnormal agent health state
h or be equal to the empty set (signifying a normal state of the agent) and let Q ⊆ A
be a qualification of instances of actions. We can now define a causal consequence of a
qualification Q and a health state Ab using R as follows:

Definition 3. An instance a ∈ A is a causal consequence of a qualification Q ⊂ A and
the health state Ab using the causal rules R if

1. a ∈ Q or
2. there exists a rule r ∈ inst(R) such that (i) for each ai ∈ ante(r) either ai is a

causal consequence of Q or ai ∈ Ab, and (ii) a = hd(r).

The set of causal consequences of Q using R and Ab is denoted by CR,Ab(Q).

We have a simple characterization of the set of causal consequences CR,Ab(Q) of a
qualification Q and a health state Ab using a set of causal rules R:

Observation 2. CR,Ab(Q) = CnA(inst(R) ∪ Q ∪ Ab).

Here, CnA(X) restricts the set Cn(X) of classical consequences of a set of proposi-
tions X to the consequences occurring in A. To avoid cumbersome notation, we will
omit the subscripts R and Ab from the operator C and use C(Q) to denote the set of
consequences of a qualification Q using a health state Ab and a set of causal rules R.
We say that a qualification Q is closed under the set of rules R and an agent health state
Ab if Q = C(Q), i.e, Q is saturated under application of the rules R.

Proposition 1. The operator C satisfies the following properties:

1. (inclusion): for every Q ⊆ A, Q ⊆ C(Q)
2. (idempotency): for every Q ⊆ A, C(Q) = C(C(Q))
3. (monotony): if Q ⊆ Q′ ⊆ A then C(Q) ⊆ C(Q′)

Proof. Note that C(Q) = Cn(inst(R)∪Q∪Ab)∩A. Hence, monotony and inclusion
follow immediately as a consequence of the monotony and inclusion of Cn. Monotony
and inclusion imply C(Q) ⊆ C(C(Q)). To prove the reverse inclusion, let Cn∗(Q) =
Cn(instr(R) ∪ Q ∪ Ab). Then by inclusion and idempotency of Cn we have
C(C(Q)) = Cn∗(C(Q)) ∩ A ⊆ Cn∗(Cn∗(Q)) ∩ A = Cn∗(Q) ∩ A = C(Q). �

Thanks to Proposition 1 we conclude that every qualification can be easily extended
to a closed set C(Q) of qualifications. Due to the presence of causal rules, we require
every diagnosis Q to be closed under the application of rules, that is in the sequel we
restrict diagnoses to closed sets Q = C(Q).

We define a causal diagnosis as a qualification Q such that its set of consequences
C(Q) constitutes a diagnosis:
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Definition 4. Let P = 〈A, A, <〉 be a plan, R a set of causal rules and let obs(t)
and obs(t′) be two observations with t < t′. Then a qualification Q ⊆ A is a causal
diagnosis of (P, obs(t), obs(t′)) if C(Q) ∩ P[t;t′] is a diagnosis of (P, obs(t), obs(t′)).

Like we defined a minimum diagnosis, we now define two kinds of minimum causal
diagnoses: a minimum causal set diagnosis and a minimum causal effect diagnosis:

Definition 5. Let P = 〈A, A, <〉 be a plan and obs(t) and obs(t′) with t < t′ be two
observations.

1. A minimum causal set diagnosis is a causal diagnosis Q such that |Q| ≤ |Q′| for
every causal diagnosis Q′ of P ;

2. A minimum causal effect diagnosis is a causal diagnosis Q such that |C(Q)| ≤
|C(Q′)| for every causal diagnosis Q′.

Maximum informative causal set and maximum informative causal effect diagnoses are
defined completely analogous to the previous definitions using standard diagnosis.

The relationships between the different diagnostic concepts we have distinguished
is partially summarized in the following proposition:

Proposition 2. Let P = 〈A, A, <〉 be a plan and obs(t) and obs(t′) with t < t′ be two
observations.

1. |Q| ≤ |Q′| for every minimum causal set diagnosis Q and minimum closed diag-
nosis Q′ of P ;

2. |Q| ≤ |Q′| for every minimum causal effect diagnosis Q and minimum closed
diagnosis Q′ of P

Proof. Both properties follow immediately from the definitions and the inclusion prop-
erty of C. �

4.2 Causal Diagnoses and Prediction

Except for playing a role in establishing causal explanations of observations, (causal)
diagnoses also can play a significant role in the prediction of future results (states) of
the plan or even the attainability of the goals of the plan. First of all, we should realize
that a diagnosis can be used to enhance observed state information as follows: Suppose
that Q is a causal diagnosis of a plan P based on the observations obs(t) and obs(t′)
for some t < t′, let obs(t) →∗

C(Q);P (π′
Q, t′) and let obs(t′) = (π′, t′). Since C(Q) is

a diagnosis, π′ and π′
Q are compatible states. Hence, we can combine the information

contained in both partial states by merging them into a new partial state π′
� = π′

Q � π′.
This latter state can be seen as the partial state that can be obtained by direct observation
at time t′ as well as by making use of previous observations at time t and diagnostic
information.

In the same way, we can use this information and the causal consequences C(Q) to
derive a prediction of the partial states derivable at a time t′′ > t′:

Definition 6. Let Q be a causal diagnosis of a plan P based on the observations (π, t)
and (π′, t′) where t < t′. Furthermore, let obs(t)→∗

C(Q);P (π′
Q, t′) and let obs(t′) =

(π′, t′). Then, for some time t′′ > t′, (π′′, t′′) is the partial state predicted using Q and
the observations if (π′

Q � π′, t′)→∗
C(Q);P (π′′, t′′).
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In particular, if t′′ = depth(P ), i.e., the plan has been executed completely, we can
predict the values of some variables that will result from executing P and we can check
which goals g ∈ G will still be achieved by the execution of the plan, based on our
current knowledge. That is, we can check for which goals g ∈ G it holds that τ |= g. So
causal diagnosis might also help in evaluating which goals will be affected by failing
actions.

4.3 Complexity Issues

It is well-known that the diagnosis problem is computationally intractable. The decision
forms of both consistency-based and abductive based diagnosis are NP-hard ([2]). It is
easy to see that standard plan diagnosis has the same order of complexity. Concerning
(minimal) causal diagnoses, we can show that they are not more complex than estab-
lishing plan diagnoses if the latter problem is NP-hard. The reason is that in every case
the verification of Q′ being a causal diagnosis is as difficult as verifying a plan diag-
nosis under the assumption that the set instP (R) is polynomially bounded in the size
||P || of the plan P .6 Also note that subset minimality (under a set of rules inst(R) of a
set of causes can be checked in polynomial time.

5 Related Research

In this section we briefly discuss some other approaches to plan diagnosis. Like we use
MBD as a starting point to plan diagnosis, Birnbaum et al. [1] apply MBD to plan-
ning agents relating health states of agents to outcomes of their planning activities, but
not taking into account faults that can be attributed to actions occurring in a plan as a
separate source of errors. However, instead of focusing upon the relationship between
agent properties and outcomes of plan executions, we take a more detailed approach,
distinguishing two separate sources of errors (actions and properties of the executing
agents) and focusing upon the detection of anomalies during the plan execution. This
enables us to predict the outcomes of a plan on beforehand instead of using them only
as observations.

de Jonge et al. [6] propose another approach that directly applies model-based diag-
nosis to plan execution. Their paper focuses on agents each having an individual plan,
and where conflicts between these plans may arise (e.g. if they require the same re-
source). Diagnosis is applied to determine those factors that are accountable for future
conflicts. The authors, however, do not take into account dependencies between health
modes of actions and do not consider agents that collaborate to execute a common plan.

Kalech and Kaminka [9,10] apply social diagnosis in order to find the cause of
an anomalous plan execution. They consider hierarchical plans consisting of so-called
behaviors. Such plans do not prescribe a (partial) execution order on a set of actions. In-
stead, based on its observations and beliefs, each agent chooses the appropriate behavior
to be executed. Each behavior in turn may consist of primitive actions to be executed,
or of a set of other behaviors to choose from. Social diagnosis then addresses the issue

6 The reason is that computing consequences of Horn-theories can be achieved in a time linear
in the size of instP (R).



174 N. Roos and C. Witteveen

of determining what went wrong in the joint execution of such a plan by identifying the
disagreeing agents and the causes for their selection of incompatible behaviors (e.g.,
belief disagreement, communication errors). This approach might complement our ap-
proach when conflicts not only arise as the consequence of faulty actions, but also as
the consequence of different selections of sub-plans in a joint plan.

Lesser et al. [3,8] also apply diagnosis to (multi-agent) plans. Their research con-
centrates on the use of a causal model that can help an agent to refine its initial diagnosis
of a failing component (called a task) of a plan. As a consequence of using such a causal
model, the agent would be able to generate a new, situation-specific plan that is better
suited to pursue its goal. While their approach in its ultimate intentions (establishing
anomalies in order to find a suitable plan repair) comes close to our approach, their
approach to diagnosis concentrates on specifying the exact causes of the failing of one
single component (task) of a plan. Diagnosis is based on observations of a component
without taking into account the consequences of failures of such a component w.r.t. the
remaining plan. In our approach, instead, we are interested in applying MBD-inspired
methods to detect plan failures. Such failures are based on observations during plan ex-
ecution and may concern individual components of the plan, but also agent properties.
Furthermore, we do not only concentrate on failing components themselves, but also on
the consequences of these failures for the future execution of plan elements.

6 Conclusion

We have adapted model-based agent diagnosis to the diagnosis of plans and we have
pointed out some differences with the classical approaches to diagnosis. We distin-
guished two types of diagnosis: minimum plan diagnosis and maximum informative
diagnosis to identify (i) minimum sets of anomalously executed actions and (ii) max-
imum informative (w.r.t. to predicting the observations) sets of anomalously executed
actions. Assuming that a plan is carried out by a single agent, anomalously executed
action can be correlated if the anomaly is caused by some malfunctions in the agent.
Therefore, (iii) causal diagnoses have been introduced and we have extended the diag-
nostic theory enabling the prediction of future failure of actions.

Current work can be extended in several ways. We mention two possible extensions:
First of all, we could improve the diagnostic model of the executing agent. The causal
diagnoses are based on the assumption that the agent enters an abnormal state at some
time point and stays in that state until the agent is repaired. In our future work we wish to
extend the model such that the agent might evolve through several abnormal states. The
resulting model will be related diagnosis in Discrete Event Systems [7,11]. Moreover,
we intend to investigate plan repair in the context of the agent’s current (abnormal) state.
Secondly, we would like to extend the diagnostic model with sequential observations
and iterative diagnoses. Here, we would like to consider the possibilities of diagnosing
a plan if more than two subsequent observations are made, the best way to detect errors
in such cases and the construction of enhanced prediction methods.

Acknowledgements. This research is supported by the Technology Foundation STW,
applied science division of NWO and the technology programme of the Dutch Ministry
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Abstract. This paper addresses the problem of automatic abstraction
of component variables in the context of the MBD of Time-Varying Sys-
tems (i.e. systems where the behavioral modes of components can evolve
over time); the main goal is to produce abstract models capable of de-
riving fewer and more general diagnoses when the current observability
of the system is reduced and/or the system operates under specific oper-
ating conditions. The notion of indiscriminability among instantiations
of a subset of components is introduced and constitutes the basis for a
formal definition of abstractions which preserve all the distinctions that
are relevant for diagnosis given the current observability and operating
conditions of the system. The automatic synthesis of abstract models
further restricts abstractions so that the temporal behavior of abstract
components can be expressed in terms of a simple combination of the
temporal behavior of their subcomponents. As a validation of our pro-
posal, we present the results obtained with the automatic abstraction of
a non-trivial model adapted from the spacecraft domain.

1 Introduction

System model abstraction has been successfully exploited in many approaches
to model-based diagnosis (MBD). The pioneer work presented in [7] and recent
improvements proposed e.g. in [9] and [2] mostly use human-provided abstrac-
tions in order to focus the diagnostic process and thus improve its efficiency.
However, abstraction has another main benefit, namely to provide fewer and
more concise abstract diagnoses when it is not possible to discriminate among
detailed diagnoses (e.g. [4], [5]).

Recently, some authors have aimed at the same goal in a different way, namely
automatic abstraction of static system models ([8], [11], [10]). The main idea
behind these approaches is that, since the system is usually only partially ob-
servable, it can be convenient to abstract the domains of system variables ([10])
and possibly system components themselves ([8], [11]) without losing any in-
formation relevant for the diagnostic task. By using the abstracted model for
diagnosis the number of returned diagnoses can be significantly reduced, and
such diagnoses, by being “as abstract as possible”, are more understandable for
a human.

U. Furbach (Ed.): KI 2005, LNAI 3698, pp. 176–190, 2005.
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The work presented in this paper aims at extending the results of [11] to the
automatic abstraction of time-varying system models. Such models are able to
capture the possible evolutions of the behavioral modes of system components
over time; they thus have an intermediate expressive power between static models
and fully dynamic models, where arbitrary status variables can be modelled 1.
The goal of automatically synthesizing an abstraction of a time-varying system
is very ambitious since the abstraction has to specify not only the relations
between the behavioral modes of the abstract component and the ones of its
subcomponents, but also to automatically derive the temporal evolutions of the
modes of the abstract component.

As the approaches mentioned above, our proposal relies on system observ-
ability as one of the two main factors for driving the automatic abstraction
process. The other factor is represented by the fact that abstractions are tai-
lored to specific operating conditions of the system (e.g. an engine system may
be in operating conditions shut down, warming up, cruising); as already noted
in the context of diagnosability analysis (e.g. [3]), indeed, different operating
conditions imply differences in the system behavior so relevant that it is often
impossible to draw general conclusions (such as the system is diagnosable or
components C and C′ can be abstracted) that hold for all of them.

Our proposal requires that abstractions lead to real simplifications of the
system model while preserving all the information relevant for diagnosis: in order
to exclude all the undesired abstractions we introduce a precise definition of
abstraction mapping, and further drive the computation of abstractions through
heuristics and enforcement of additional criteria.

The paper is structured as follows. In section 2 we formalize the notions of
time-varying system model, diagnostic problem and diagnosis and in section 3 we
give a precise definition of abstraction mapping. In section 4 we describe how the
declarative notions introduced in 3 can be implemented and discuss correctness
and complexity properties of the computational process. In section 5 we present
the results obtained by applying our approach to the automatic abstraction of a
non-trivial time-varying system model taken from the spacecraft domain. Finally,
in section 6 we compare our work to related papers and conclude.

2 Characterising Time-Varying Systems

In order to formally define time-varying system models, we first give the def-
inition of Temporal System Description which captures fully dynamic system
models, and then derive the notion of Time-Varying System Description from it.

Definition 1. A Temporal System Description (TSD) is a tuple (SV, DT, Δ)
where:

- SV is the set of discrete system variables partitioned in INPUTS (system
inputs), OPCONDS (operating conditions), STATUS (system status) and

1 An in-depth analysis of different types of temporal systems in reported in [1] where
the main characteristics of time-varying systems are singled out.
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INTV ARS (internal variables). Distinguished subsets COMPS ⊆ STATUS
and OBS ⊆ INTV ARS represent system components and observables respec-
tively. We will denote with DOM(v) the finite domain of variable v ∈ SV ; in
particular, for each C ∈ COMPS, DOM(C) consists of the list of possible
behavioral modes for C (an ok mode and one or more fault modes)

- DT (Domain Theory) is an acyclic set of Horn clauses defined over SV
representing the instantaneous behavior of the system (under normal and ab-
normal conditions); we require that any instantiation of variables STATUS∪
OPCONDS ∪INPUTS is consistent with DT

- Δ is the System Transition Relation mapping the values of the variables in
OPCONDS ∪ STATUS at time t to the values of the variables in STATUS
at time t+1 (such a mapping is usually non deterministic). A generic element
τ ∈ Δ (named a System Transition) is then a pair (OPCt ∪ St, St+1) where
OPCt is an instantiation of OPCONDS variables at time t and St, St+1 are
instantiations of STATUS variables at times t and t+1 respectively.

In the following, we will sometimes denote a System Transition τ = (OPCt ∪
St, St+1) as τ = St

OPCt→ St+1. Given a system status S and an instantiation
OPC of the OPCONDS variables, the set of the possible successor states of S

given OPC is defined as Π(S, OPC) = {S′ s.t. S
OPC→ S′ ∈ Δ}.

Operator Π can be easily extended to apply to a set S = {S1, . . . , Sm} of
system states by taking the union of Π(Si, OPC), i = 1, . . . , m.

Finally, let θ = (τ0, . . . , τw−1) be a sequence of system transitions s.t. τi =
Si

OPCi→ Si+1, i = 0, . . . , w − 1. We say that θ is a (feasible) system trajectory.
The following definition of Time-Varying System Description is derived by

putting some restrictions on the notion of Temporal System Description.

Definition 2. A Time-Varying System Description (TVSD) is a Temporal Sys-
tem Description TSD = (SV, DT, Δ) such that:

- STATUS = COMPS (i.e. the only status variables are the ones representing
the health conditions of system components)

- Δ can be obtained as Δ1 �� . . . �� Δn where Δi (Component Transition Re-
lation) represents the possible evolutions of the behavioral modes of compo-
nent Ci. A generic element τi ∈ Δi (Component Transition) is then a pair
(OPC ∪Ci,t(bm), Ci,t+1(bm′)) where OPC is an instantiation of OPCONDS
variables at time t and Ci,t(bm), Ci,t+1(bm′) are instantiations of variable Ci

at times t and t+1 respectively.

Since Δ can be partitioned in Δ1, . . . , Δn we can easily extend the notion of
trajectory to apply to any subsystem Γ involving some system components.

We are now ready to formalize the notions of Temporal Diagnostic Prob-
lem and temporal diagnosis; both of these notions apply to Temporal System
Descriptions as well as to Time-Varying System Descriptions.
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Definition 3. A Temporal Diagnostic Problem is a tuple TDP = (TSD, S0, w,
σ) where:

- TSD is a Temporal System Description
- S0 is the set of possible initial states (i.e. system states at time 0)
- w is an integer representing the size of the time window [0, . . . , w] over which
the diagnostic problem is defined
- σ is a sequence (X0, OPC0,Y0, . . . ,Xw, OPCw,Yw) where the Xis, the OPCis
and the Yis are instantiations of the INPUTS, OPCONDS and OBS variables
respectively at times 0, . . . , w. Sequence σ then represents the available observed
information about the system in time window [0, . . . , w].

Given a temporal diagnostic problem TDP , we say that a system status S is
instantaneously consistent at time t, t ∈ {0, . . . , w} if:

DT ∪ Xt ∪ OPCt ∪ Yt ∪ S �0 ⊥
Instantaneous consistency of S expresses the fact that the instantiation S of
STATUS variables is logically consistent with the current values of INPUTS,
OPCONDS and OBS variables, under constraints imposed by DT .

The following definition formalizes the notions of belief state and temporal
diagnosis.

Definition 4. Let TDP= (TSD, S0, w, σ) be a Temporal Diagnostic Problem.
We define the belief state Bt at time t (t = 0, . . . , w) recursively as follows:
- B0 = {S0 s.t. S0 ∈ S0 and S0 is instantaneously consistent at time 0}
- ∀t = 1 . . . w, we have that Bt = {St s.t. St ∈ Π(Bt−1, OPCt−1) and

St is instantaneously consistent at time t}
We say that any system status Sw ∈ Bw is a (temporal) diagnosis for TDP .

In order for St to belong to Bt, then, it must be consistent with the current
observed information about the system (i.e. Xt, OPCt and Yt) and with the
prediction Π(Bt−1, OPCt−1) based on the past history.

Example 1. As a running example throughout the paper we will consider a very
simple hydraulic system involving a pipe P1 connected in series with a valve V
which in turn is in series with a pipe P2 (see the left part of figure 1).

The Time Varying System Description TV SDH of the hydraulic system is
built by instantiating generic models of valve and pipe contained in a library of
component models (figure 2 reports the domain theory DT and the transition re-
lation Δ for both a valve and a pipe). For TV SDH we have that: COMPS =
{P1, V, P2}, where P1 and P2 have three behavioral modes (ok, leaking and bro-
ken), while the valve V has six behavioral modes (ok, leaking, broken, stuck-open,

P1 P2V

in_P1 out_P2

opc_V

(a)

out_P1

P1

(b)

ACout_P1

in_P1
opc_V

out_P2

Fig. 1. A fragment of an hydraulic circuit at two levels of abstraction
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V (ok) ∧ in(f ) ∧ opc(open) ⇒ out(f ) V (lk) ∧ in(f ) ∧ opc(open) ⇒ out(rf )
V (ok) ∧ in(rf ) ∧ opc(open) ⇒ out(rf ) V (lk) ∧ in(rf ) ∧ opc(open) ⇒ out(rf )
V (ok) ∧ in(nf ) ∧ opc(open) ⇒ out(nf ) V (lk) ∧ in(nf ) ∧ opc(open) ⇒ out(nf )
V (ok) ∧ in(∗) ∧ opc(closed) ⇒ out(nf ) V (lk) ∧ in(∗) ∧ opc(closed) ⇒ out(nf )
V (so) ∧ in(f ) ∧ opc(open) ⇒ out(f ) V (hb) ∧ in(f ) ∧ opc(open) ⇒ out(rf )
V (so) ∧ in(rf ) ∧ opc(open) ⇒ out(rf ) V (hb) ∧ in(rf ) ∧ opc(open) ⇒ out(rf )
V (so) ∧ in(nf ) ∧ opc(open) ⇒ out(nf ) V (hb) ∧ in(nf ) ∧ opc(open) ⇒ out(nf )
V (so) ∧ in(f ) ∧ opc(closed) ⇒ out(f ) V (hb) ∧ in(f ) ∧ opc(closed) ⇒ out(rf )
V (so) ∧ in(rf ) ∧ opc(closed) ⇒ out(rf ) V (hb) ∧ in(rf ) ∧ opc(closed) ⇒ out(rf )
V (so) ∧ in(nf ) ∧ opc(closed) ⇒ out(nf ) V (hb) ∧ in(nf ) ∧ opc(closed) ⇒ out(nf )
V (sc) ∧ in(∗) ∧ opc(open) ⇒ out(nf ) V (br) ∧ in(∗) ∧ opc(open) ⇒ out(nf )
V (sc) ∧ in(∗) ∧ opc(closed) ⇒ out(nf ) V (br) ∧ in(∗) ∧ opc(closed) ⇒ out(nf )

P(ok) ∧ in(f ) ⇒ out(f ) P(lk) ∧ in(f ) ⇒ out(rf )
P(ok) ∧ in(rf ) ⇒ out(rf ) P(lk) ∧ in(rf ) ⇒ out(rf )
P(ok) ∧ in(nf ) ⇒ out(nf ) P(lk) ∧ in(nf ) ⇒ out(nf )
P(br) ∧ in(∗) ⇒ out(nf )

OK

SO

LK

SC

open

open

open
closed

BR

HB

closed

open

open
closed

open
closed

open
closed

open
closed

open

open
closed OK LK BR

Fig. 2. Domain Theories and Transition Relations of a Valve and a Pipe

stuck-closed and half-blocked); INPUTS = {inP1} (i.e. the input of the pipe P1
is the only system input); OPCONDS = {opcV } (i.e. the op. cond. of the valve
V specifying whether the valve should be open or closed); INTV ARS = {outP1,
outV , outP2}; OBS = {outP1, outP2} (i.e. the output of V is not observable).

Inputs and internal variables represent qualitative values of flows (flow,
reduced-flow and no-flow). For lack of space the DT and the Δ of the system
are omitted.

3 Abstractions Defined

As pointed out in the introduction, we drive automatic abstraction of time-
varying system models mainly by exploiting system observability and by tailoring
abstractions to specific operating conditions of the system.

The following definition, which introduces the notion of instantaneous indis-
criminability among instantiations of subsets of COMPS, is explicitly based on
both of the driving factors that we use for abstraction.

Definition 5. Let Γ be a subsystem consisting of the subset SCOMPS of
COMPS and OPC be an instantiation of OPCONDS. We say that two in-
stantiations SΓ , S′

Γ of SCOMPS are OPC-indiscriminableinst iff for any in-
stantiation X of INPUTS and any instantiation O of COMPS\SCOMPS the
following holds:
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tcDT (X ∪ OPC ∪ O ∪ SΓ )|OBS = tcDT (X ∪ OPC ∪ O ∪ S′
Γ )|OBS

where tcDT (V) is the transitive closure of V given DT (i.e. the set of variables
instantiations logically derivable from V ∪ DT ) and operator | means projection
of a set of instantiations on a subset of the variables.

Note that the OPC–indiscriminabilityinst relation induces a partition into OPC–
indiscriminabilityinst classes of the set of possible instantiations of SCOMPS.

Example 2. Let us consider a subsystem Γ of the hydraulic system of figure 1
consisting of V and P2. Let also assume that OPC = {opcV (open)}, i.e. the
valve has been commanded to be open. According to the notion of instantaneous
indiscriminability introduced in definition 5, we have 3 indiscriminability classes
for the instantiations of {V,P2}. In particular, class C1 = { V (ok) ∧ P2(ok),
V (so) ∧ P2(ok)}, class C2 = {V (ok) ∧ P2(lk), V (so) ∧ P2(lk), V (hb) ∧ P2(lk),
V (hb) ∧ P2(ok), V (lk) ∧ P2(ok), V (lk) ∧ P2(lk)} and class C3 including all the
other assignments. It is easy to see that just on the basis of a single time point,
the discriminability among different health states of the subsystem is very poor.

We now extend the notion of indiscriminability by taking into account the
temporal dimension.

Definition 6. Let Γ be a subsystem consisting of the subset SCOMPS of
COMPS and OPC be an instantiation of OPCONDS. We say that two in-
stantiations SΓ , S′

Γ of SCOMPS are OPC-indiscriminablek iff:

- SΓ , S′
Γ are OPC-indiscriminableinst

- given a trajectory θΓ = (SΓ,0, . . . , SΓ,k) of subsystem Γ s.t. SΓ,t = SΓ for some
t ∈ {0, . . . , k} there exists a trajectory θ′Γ = (S′

Γ,0, . . . , S
′
Γ,k) s.t. S′

Γ,t = S′
Γ and

SΓ,i, S′
Γ,i are OPC-indiscriminableinst for i = 0, . . . , k

- given a trajectory θ′Γ = (S′
Γ,0, . . . , S

′
Γ,k) of subsystem Γ s.t. S′

Γ,t = S′
Γ for some

t ∈ {0, . . . , k} there exists a trajectory θΓ = (SΓ,0, . . . , SΓ,k) s.t. SΓ,t = SΓ and
SΓ,i, S′

Γ,i are OPC-indiscriminableinst for i = 0, . . . , k

When SΓ , S′
Γ are OPC-indiscriminablek for any k, we say that they are OPC-

indiscriminable∞.
If we require that the second and third conditions of the definition above

only hold for trajectories where SΓ , S′
Γ are the first (last) status of the trajec-

tory we obtain a weaker notion of indiscriminability that we denote as OPC-
indiscriminabilityfut

k (OPC-indiscriminabilitypast
k ). It is possible to prove that

the following property holds.

Property 1. Instantiations SΓ , S′
Γ of SCOMPS are OPC-indiscriminablek iff

they are both OPC-indiscriminablefut
k and OPC-indiscriminablepast

k .

Example 3. The indiscriminability classes of the subsystem involving V and P2
change when we take into consideration the temporal dimension. In fact, if we
consider {V(hb),P2(ok)} and {V(lk),P2(lk)}, they are instantaneously indiscrim-
inable (both belong to class C2) but are not OPC-indiscriminablefut

1 ; in the same
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way the two assignments {V(lk),P2(br)} and {V(sc),P2(br)} are instantaneously
indiscriminable, but are not OPC-indiscriminablepast

1 , while {V(ok),P2(ok)} and
{V(so),P2(ok)} are OPC-indiscriminable∞.

The final OPC-indiscriminable∞ classes for the considered subsystem {V,P2}
when OPC ={opcV (open)} are C1’ = {{V(ok),P2(ok)}, {V(so),P2(ok)}}, C2’
= {{V(hb),P2(ok)}}, C3’ = {{V(ok),P2(lk)}, {V(so),P2(lk)}, {V(hb),P2(lk)},
{V(lk),P2(ok)}, {V(lk),P2(lk)}}, C4’ = {{V(ok),P2(br)}, {V(so),P2(br)},
{V(hb), P2(br)}, {V(lk),P2(br)}, {V(br),P2(ok)}, {V(br),P2(lk)}, {V(br),
P2(br)}} and C5’ = {{V(sc),P2(2ok)}, {V(sc),P2(lk)}, {V(sc),P2(br)}}.

It is easy to see that the temporal dimension reduces the degree of indis-
criminability among mode assignment. Nevertheless, the OPC-indiscriminable∞
classes are far from being singletons even in this very simple subsystem.

We now introduce the notion of abstraction mapping; as it is common in
structural abstractions, abstract components are recursively built bottom-up
starting with the primitive components.

Definition 7. Given a set COMPS = {C1, . . . , Cn} of component variables
and an instantiation OPC of OPCONDS, a components abstraction mapping
AM of COMPS defines a set COMPSA = {AC1, . . . , ACm} of discrete vari-
ables (abstract components) and associates with each ACi ∈ COMPSA one or
more Cj ∈ COMPS (subcomponents of ACi) s.t. each component in COMPS
is the subcomponent of exactly one abstract component. Moreover, AM asso-
ciates with each abstract component AC a definition defAC , which is a char-
acterization of the behavioral modes of AC in terms of the behavioral modes of
its subcomponents. More precisely, an abstract component and its definition are
built hierarchically as follows:

- if C ∈ COMPS, AC is a simple abstract component if its definition defAC

associates with each abm ∈ DOM(AC) a formula defabm = C(bm1) ∨ . . . ∨
C(bmk) s.t. bm1, . . . , bmk ∈ DOM(C); in the trivial case, AC has the same
domain as C and ∀bm ∈ DOM(C) : defbm = C(bm)

- Let AC′, AC′′ be two abstract components with disjoint sets of subcomponents
SCOMPS′, SCOMPS′′:AC is an abstract component with subcomponents
SCOMPS′ ∪ SCOMPS′′ if defAC associates with each abm ∈ DOM(AC)
a definition defabm which is a DNF s.t. each disjunct is in the form defabm′ ∧
defabm′′ where abm′ ∈ DOM(AC′) and abm′′ ∈ DOM(AC′′)

We require that, given the abstract component AC, its definition defAC satisfies
the following conditions:

1. correctness: given defabm ∈ defAC, the set of instantiations of SCOMPS
which satisfy defabm is an OPC-indiscriminability∞ class

2. mutual exclusion: for any two distinct defabm, defabm′ ∈ defAC, and any
instantiation COMPS of COMPS: COMPS ∪ {defabm ∧ defabm′} 0 ⊥

3. completeness: for any instantiation COMPS of COMPS: COMPS 0
defabmi for some i ∈ {1, . . . , |DOM(AC)|}
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The definition defAC of AC thus specifies a relation between instantiations of
the subcomponents of AC and instantiations (i.e. behavioral modes) of AC itself.

Example 4. Let us consider again the subsystem involving {V, P2} and OPC
= opcV (open). A components abstraction mapping AM may define a new ab-
stract component AC whose subcomponents are V and P2 and whose behav-
ioral modes are {abm1, . . ., abm5} (the behavioral modes correspond to the five
OPC-indiscriminable∞ classes C1’, . . ., C5’ reported above). In particular, the
definition of the behavioral modes of AC are the following

– defabm1 = V (ok) ∧ P2(ok) ∨ V (so) ∧ P2(ok)
– defabm2 = V (hb) ∧ P2(ok)
– defabm3 = V (ok)∧P2(lk)∨V (so)∧P2(lk)∨V (hb)∧P2(lk)∨V (lk)∧P2(ok)∨

V (lk) ∧ P2(lk)
– defabm4 = V (ok)∧P2(br)∨V (so)∧P2(br)∨V (hb)∧P2(br)∨V (lk)∧P2(br)∨

V (br) ∧ P2(ok) ∨ V (br) ∧ P2(lk) ∨ V (br) ∧ P2(br)
– defabm5 = V (sc) ∧ P2(ok) ∨ V (sc) ∧ P2(lk) ∨ V (sc) ∧ P2(br)

It is easy to verify that the definitions of abstract behavioral modes abm1, . . .,
abm5 satisfy the properties of correctness, mutual exclusion and completeness
required by definition 7.

4 Computing Abstractions

The hierarchical way abstract components are defined in section 3 suggests that,
after an initial step in which simple abstract components are built, the computa-
tional process can produce new abstract components incrementally, by merging
only two components at each iteration. After some finite number of iterations,
arbitrarily complex abstract components can be produced.

As already mentioned in section 1, however, our purpose is to produce ab-
stractions that are not merely correct, but are also useful and meaningful. In the
context of MBD, this essentially comes down to producing abstract components
with a limited number of different behavioral modes. A proliferation of behav-
ioral modes in the abstract components, indeed, has negative effects on both the
efficiency of diagnosis and the understandability of abstract diagnoses. Given
that the maximum number of behavioral modes of an abstract component AC
built from AC′, AC′′ is clearly |DOM(AC′)| · |DOM(AC′′)|, we chose to impose
the limit |DOM(AC)| ≤ |DOM(AC′)| + |DOM(AC′′)|; we call this condition
the limited domain condition.

Figure 3 reports an high-level description of the abstraction process. The
body of the ForEach loop at the beginning of the algorithm has the purpose of
building a simple abstract component AC by possibly merging indiscriminable
behavioral modes of the basic component C while taking into consideration the
operating conditions of C. This step is performed by invoking BuildSimpleAC()
and the system model is updated in order to replace C with AC.

The update of the Domain TheoryDTtemp is performed by ReviseDTSimple()
which essentially replaces the set of formulas DTC where C occurs with formulas
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Function Abstract(TV SDD, OPC)
AM := ∅
TV SDtemp := TV SDD

ForEach C ∈ COMPStemp

〈AC, defAC〉 = BuildSimpleAC(C, OPC, DTC , ΔC)
COMPStemp := COMPStemp \ {C} ∪ {AC}
DTtemp := ReviseDTSimple(C, DTtemp, DTC , 〈AC, defAC〉)
Δtemp := ReviseDeltaSimple(C, Δtemp, ΔC , 〈AC,defAC〉)
AM := AM ∪ {〈AC, defAC〉}

Loop
G := BuildInfluenceGraph(DTA)
While (Oracle(TV SDA, G) = 〈Ci, Cj〉)

(DTloc, Gloc) := CutDT(Ci, Cj , TV SDtemp, G)
If (BuildAC(Ci, Cj , OPC, DTloc, Gloc, ΔCi , ΔCj ) = 〈AC,defAC〉)

COMPStemp := COMPStemp \ {Ci, Cj} ∪ {AC}
DTtemp := ReviseDT(Ci, Cj , DTtemp, DTloc, Gloc, 〈AC,defAC〉)
Δtemp := ReviseDelta(Ci, Cj , Δtemp, ΔCi , ΔCj , 〈AC, defAC〉)
G := BuildInfluenceGraph(DTtemp)
AM := AM ∪ {〈AC, defAC〉}

EndIf
Loop
TV SDA := TV SDtemp

Return AM, TV SDA

EndFunction

Fig. 3. Sketch of the Abstract() function

that mention the new abstract component AC. Similarly, the System Transition
Relation Δtemp is updated by function ReviseDeltaSimple() which builds the
Component Transition Relation ΔAC of AC and replaces ΔC with ΔAC . Finally,
the definition of AC is added to the abstraction mapping AM.

Once the simple abstract components have been built, the algorithm enters
the While loop for incrementally building complex abstract components. Func-
tion Oracle() selects the next two candidates Ci, Cj for abstraction according
to strategies that will be discussed below; Oracle() uses a DAG G (automati-
cally built by BuildInfluenceGraph()) which represents the influences among
system variables: the variables appearing in the antecedent of a formula φ ∈ DT
become parents of the variable occurring in the consequent of φ.

The call to function CutDT() has the purpose of isolating the portion DTloc

of DTtemp relevant for computing the influence of Ci, Cj on the values of observ-
ables. CutDT() also returns the Influence Graph Gloc associated with DTloc.

Function BuildAC() then tries to compute the definition of a new abstract
component AC starting from Ci and Cj . Unlike BuildSimpleAC(), BuildAC()
may fail when AC turns out to have a number of behavioral modes larger than
|DOM(Ci)| + |DOM(Cj)|. In case BuildAC() succeeds, the system model is
updated in order to replace Ci and Cj with AC. As for the case of simple
abstract components, the Domain Theory and the System Transition Relation
are updated (by functions ReviseDT() and ReviseDelta() respectively).
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Then, the definition of AC is added to the abstraction mapping AM.
The whole process terminates when function Oracle() has no new sugges-

tions for further abstractions.

The Oracle. Function Oracle() chooses, at each iteration, a pair of candidate
components for abstraction. Since a search over the entire space of potential
abstractions would be prohibitive, the function is based on a greedy heuristic
that tries to achieve a good overall abstraction without doing any backtracking.
In our experience it turned out that by following two simple principles significant
results could be achieved.

First, Oracle() follows a locality principle for choosing Ci, Cj . This principle
is often used when structural abstractions are built by human experts, in fact
these abstractions tend to consist in hierarchies such that at each level of the
hierarchy the new abstractions involve components that are structurally close
to one another. The locality principle usually has the advantage of building
abstract components that have a limited and meaningful set of behavioral modes.
However, since there is no guarantee on the number of behavioral modes of the
abstract component, the check of the limited domain condition must be deferred
to a later time, in particular when function BuildAC() is called; there’s thus no
warranty that the components selected by Oracle() will end up being merged
but just a good chance of it to happen. Two good examples of structural patterns
that follow this principle are components connected in series and in parallel 2.

The second principle followed by Oracle() consists of preferring pairs of
components that are connected to the same observables; the rationale behind this
principle is that if at least one of the two components is observable separately
from the other, it is more unlikely to find indiscriminable instantiations of the
two components.

In the current implementation, Oracle() terminates when it can’t find any
pair of components which are connected in series or parallel and influence the
same set of observables.

Building Abstract Components. Figure 4 shows the pseudo-code of function
BuildSimpleAC() which has the purpose of building a simple abstract compo-
nent. First of all, DOM(C) is partitioned into OPC-indiscriminabilityinst classes
by function FindIndiscriminableInst(). The function is essentially an algo-
rithm for computing static indiscriminability classes as the one described in [11];
the only difference is that the values of OPCONDS variables are constrained to
match parameter OPC, so that in general it is possible to merge more behavioral
modes in the same indiscriminability class.

The call to FindIndiscriminableFut() has the purpose of par-
titioning DOM(C) into OPC-indiscriminabilityfut classes. Function
FindIndiscriminableFut() starts with the OPC-indiscriminabilityinst classes
of partition Pinst and gradually refines them into OPC-indiscriminabilityfut

1

classes, OPC-indiscriminabilityfut
2 classes, etc. until a fixed point is reached.

2 Note that the structural notions of vicinity, seriality and parallelism can be naturally
transposed in terms of relationships in the influence graph G.
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Function BuildSimpleAC(C, OPC, DTC , ΔC)
Pinst = FindIndiscriminableInst(C, OPC, DTC)
Pfut = FindIndiscriminableFut(C, OPC, ΔC , Pinst)
Ppast = FindIndiscriminablePast(C, OPC, ΔC , Pinst)
P = Pfut ◦ Ppast

AC = NewComponentName()
defAC = ∅
ForEach π ∈ P

abm = NewBehavioralModeName()
defabm =

∨
bm∈π C(bm)

defAC = defAC ∪ {(abm, defabm)}
Loop
Return 〈AC,defAC〉

EndFunction

Fig. 4. Sketch of the BuildSimpleAC() function

It is important to note that partition P inst is used by FindIndiscriminable
Fut() at each iteration, since it is required by definition 6 that all the states
on trajectories starting from OPC-indiscriminabilityfut states are OPC-
indiscriminableinst . Function FindIndiscriminablePast() is similar to
FindIndiscriminableFut(), except that it partitions DOM(C) into OPC-
indiscriminabilitypast classes by considering backwards transitions on ΔC .

The partition P into OPC-indiscriminability∞ classes is computed by merg-
ing Pfut and Ppast according to property 1.

The classes of P form the basis for building abstract behavioral modes defi-
nitions: associating exactly one abstract behavioral mode to each of them guar-
antees that the mutual exclusion, completeness and correctness conditions given
in definition 7 are automatically satisfied. For this reason, the definitions of the
abstract behavioral modes are generated by considering an indiscriminability
class π at a time and building a behavioral mode definition for π.

We do not report the algorithm for function BuildAC() because of lack of
space. The function exhibits only a few differences w.r.t. BuildSimpleAC():
first of all, partitions P inst, Pfut, Ppast and P are computed on DOM(Ci) ×
DOM(Cj) instead of DOM(C); second, since the number of classes in the par-
tition P corresponds to the number of abstract behavioral modes to be even-
tually generated, the function fails (and returns null) if |P| is larger than
|DOM(Ci)| + |DOM(Cj)|; finally, the generated abstract behavioral modes are
DNFs of terms in the form Ci(bmi) ∧ Cj(bmj).

Example 5. Let us consider now the abstractions performed by the algorithm on
the TV SDH system when the operating condition of the valve V is open. The
first step performed by Abstract() is the creation of simple abstract modes for
each component P1, V and P2. It is worth noting that the model of P1 and P2
does not change since the behavior of the pipe is not influenced by any operating
condition. On the contrary, the simple abstract model of V is different from the
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AC (abm1 ) ∧ inAC (f ) ⇒ outAC (f )
AC (abm1 ) ∧ inAC (rf ) ⇒ outAC (rf )
AC (abm1 ) ∧ inAC (nf ) ⇒ outAC (nf )
AC (abm2 ) ∧ inAC (f ) ⇒ outAC (rf )
AC (abm2 ) ∧ inAC (rf ) ⇒ outAC (rf )
AC (abm2 ) ∧ inAC (nf ) ⇒ outAC (nf )
AC (abm3 ) ∧ inAC (f ) ⇒ outAC (rf )
AC (abm3 ) ∧ inAC (rf ) ⇒ outAC (rf )
AC (abm3 ) ∧ inAC (nf ) ⇒ outAC (nf )
AC (abm4 ) ∧ inAC (∗) ⇒ outAC (nf )
AC (abm5 ) ∧ inAC (∗) ⇒ outAC (nf )

abm1

abm2

abm3

abm4abm5

Fig. 5. Model of the Abstract Component built from V and P2

detailed model of V, in particular the transition relation changes because of the
influence of the operating condition; however the simple abstract model of V
has six modes (despite the restriction on the operating condition, all the original
behavioral modes of the valve are discriminable over time).

Now Oracle() has to select two candidate components for abstraction. It
selects V and P2 because they are connected in series and no observable exists
that is reachable from just one of them (this is not the case for P1 and V since
outP1 is observable).

When BuildAC() is invoked on components V and P2, the abstraction is
successful since the abstract component involves just 5 abstract behavioral modes
(the limited domain condition is satisfied). The inferred definition of the abstract
component is exactly the same as the one reported in example 4. The DT and
Δ of the abstract component are reported in figure 5. No attempt is made to
create an abstract component starting from P1 and AC because of the heuristics
used by Oracle() (i.e. outP1 is observable)

Correctness and Complexity. We now state some results concerning algo-
rithm Abstract() 3. The first result just states that the algorithm builds ab-
stractions according to the definition given in section 3 while the second one
makes explicit the correspondence between detailed and abstract diagnoses.

Property 2. The AM returned by Abstract() is a components abstraction map-
ping according to definition 7.

Property 3. Let AM and TV SDA be the components abstraction mapping and
system description obtained from TV SDD and OPC by applying Abstract().
Given a Temporal Diagnostic Problem TDPD = (TV SDD, S0, w, σ) and the
corresponding abstract Temporal Diagnostic Problem TDPA = (TV SDA, SA,0,
w, σ), DD is a diagnosis for TDPD iff its abstraction DA according to AM4 is
a diagnosis for TDPA.

3 The proofs are not reported because of lack of space.
4 Each instantiation COMPS of COMPS corresponds to exactly one instantiation

COMPSA of COMPSA; we say that COMPSA is the abstraction of COMPS
according to AM.
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Fig. 6. The Propulsion Sub-System (left) and its abstraction (right)

As concerns the computational complexity of Abstract(), it turns out that it
is polynomial in the number |SV| of the System Variables in TV SDD; however,
some of the operations in the While loop can be exponential in |SN loc|, where
SN loc denotes the set of all source nodes in Gloc. This exponential complexity
is taken under control by the locality principle used by Oracle(); indeed, when
Ci and Cj are close, Gloc tends to be small (this is particularly true when Ci, Cj

are connected in series or parallel).

5 Applying Abstraction to a Propulsion Sub-system

In order to show the applicability of our approach to realistic domains, we report
the main results of the abstraction on the model of a part of a propulsion system
of a spacecraft (derived from [6]). In figure 6 (left part) the detailed model is
reported where Vij represent valves whose Domain Theory and Transition Rela-
tion are the same as the ones reported in figure 2 while Ti represent tanks and Ei

engines. Apart from the outputs of the two engines, the observable parameters
are marked with ⊕ symbols.

The only system components that have operating conditions are the valves.
We analyze the case where V11, V12, V14, V16, V17 and V18 are open, while all the
other valves (depicted in black) are closed. For sake of simplicity, pipes are not
modeled as components (i.e. we assume they cannot fail).

Figure 6 (right part) schematically shows the abstractions performed by our
algorithm. In particular, abstract component AC1 is the abstraction of the sub-
system involving V13 and V14 connected in parallel; abstract component AC3 is
the abstraction of a subsystem involving V18 and the abstract component AC2

that has been derived by abstracting V15 and V16; AC5 is the abstraction of a
subsystem involving V23, V24 and V27 (in an intermediate step of the algorithm
V23 and V24 have been abstracted in AC4); similar remarks hold for AC7.

The model of the propulsion system is interesting for analyzing the behavior
of Oracle() in selecting the components to be abstracted. As said above the
current version of Oracle() exploits heuristics for selecting components that are
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connected in parallel or in series. By following this criterion Oracle() identifies
that V13 and V14 are connected in parallel, so they are suitable candidates for
abstraction. The abstraction is successful and returns AC1 which has just 9
behavioral modes (out of 36 possible behavioral modes that are obtained by
the Cartesian product of the modes of the two valves), its Δ involves 27 state
transitions (out of the 289 obtained as the Cartesian product of the Δs of V13

and V14 or the 70 transitions if we take into account the restrictions imposed by
the operating conditions). After the update of the system model, the Oracle()
is able to detect that V17 is connected in series with AC1 and therefore they
could be candidates for abstraction. However, since the output of V17 (and input
of AC1) is observable, Oracle() does not suggest the abstraction of V17 and
AC1.

Oracle()continues its search and the next two selected components are V15

and V16 which are successfully abstracted in AC2. Then, Oracle() selects V18

and AC2, since they are connected in series and no observable parameter exists in
between the two; this step leads to the construction of AC3. Abstract components
AC5 and AC7 are built in a similar way; the main difference is that the involved
valves have different operating conditions. In all these cases abstraction provides
a significant reduction in the number of behavioral modes (15 for AC3, 3 for
AC5 and AC7, just a fraction of the possible 216 behavioral modes), in the
number of transitions of Δ (for AC3 36 versus the 4913 possible transitions or
700 transition if we take into account operating conditions), in the number of
propositional formulas in DT (in case of AC3 54 instead of 108). Even more
dramatic reductions are obtained with AC5 and AC7 whose Δs involve just 3
transitions and whose DT s involve 9 formulas.

6 Conclusions

So far, only a few methods have been proposed for automatic model abstraction
in the context of MBD and all of them deal with static system models. The work
described in [10] aims at automatic abstraction of the domains of system vari-
ables given a desired level of abstraction τtarg for the domains of some variables
and the system observability τobs. In [11] the authors consider the automatic
abstraction of both the domains of system variables and of the system compo-
nents, given the system observability expressed as the set of observables OBSAV

and their granularity Π . Both of these approaches guarantee that the abstract
models they build preserve all the relevant diagnostic information, i.e. there is no
loss of discrimination power when using the abstract model so that the ground
model can potentially be substituted by the abstract one. This is different from
the goal of [7] and its improvements, where the abstract model is viewed as a
focusing mechanism, and is used in conjunction with the detailed model in order
to improve efficiency.

As [10] and [11], the approach described in this paper guarantees that the
information relevant for diagnosis is preserved, as shown by the possibility of
converting back and forth between detailed and abstract diagnoses (property 3).
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However, our approach applies to a significantly broader class of systems, namely
time-varying systems; for this reason, we tailor our abstractions not only to the
system observability, but also to specific operating conditions of the system.

The abstraction is clearly connected with the diagnosability assessment task
([3]), since both of them strongly depend on the indiscriminability of elements
of the model. Note however that the two tasks are actually dual problems: di-
agnosability assessment is based on finding elements that are indiscriminable in
at least one situation, while abstraction is based on finding elements that are
indiscriminable in all situations; moreover, while diagnosability is a system wide
property that either holds or does not hold, a system can be abstracted in several
different ways, so abstraction can be viewed more as a creative process whose
goal is to simplify the system model in a useful and meaningful way.

The application of our approach to the propulsion sub-system has shown
its ability at automatically synthesizing abstract components with complex be-
havior. Note that these results have been obtained under very demanding re-
quirements: the algorithm had to identify combinations of behavioral modes
indiscriminable regardless of the input vectors over unlimited time windows.

The problem of the abstraction of fully dynamic system models is an even
more challenging problem, since it requires not only the abstraction of component
variables but also of other system status variables that interact with component
variables in determining the temporal evolution of the system. We believe that
this paper has laid solid ground for attacking this problem.
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Abstract. In the paper, a novel Neuro-Fuzzy Kolmogorov's Network (NFKN) is 
considered. The NFKN is based on and is the development of the previously 
proposed neural and fuzzy systems using the famous Kolmogorov’s superposi-
tion theorem (KST). The network consists of two layers of neo-fuzzy neurons 
(NFNs) and is linear in both the hidden and output layer parameters, so it can be 
trained with very fast and simple procedures: the gradient-descent based learn-
ing rule for the hidden layer, and the recursive least squares algorithm for the 
output layer. The validity of theoretical results and the advantages of the NFKN 
are confirmed by experiments. 

1   Introduction 

According to the Kolmogorov's superposition theorem (KST) [1], any continuous 
function of d variables can be exactly represented by superposition of continuous 
functions of one variable and addition: 
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where )(•lg  and )(, •ilψ  are some continuous univariate functions, and )(, •ilψ  are 

independent of f. Aside from the exact representation, the KST can be used as the 
basis for the construction of parsimonious universal approximators, and has thus at-
tracted the attention of many researchers in the field of soft computing. 

Hecht-Nielsen was the first to propose a neural network implementation of KST 
[2], but did not consider how such a network can be constructed. Computational as-
pects of approximate version of KST were studied by Sprecher [3], [4] and K rková 
[5]. Igelnik and Parikh [6] proposed the use of spline functions for the construction of 
Kolmogorov's approximation. Yam et al [7] proposed the multi-resolution approach 
to fuzzy control, based on the KST, and proved that the KST representation can be 
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realized by a two-stage rule base, but did not demonstrate how such a rule base could 
be created from data. Lopez-Gomez and Hirota developed the Fuzzy Functional Link 
Network (FFLN) [8] based on the fuzzy extension of the Kolmogorov's theorem. The 
FFLN is trained via fuzzy delta rule, whose convergence can be quite slow. A novel 
KST-based universal approximator called Fuzzy Kolmogorov's Network (FKN) with 
simple structure and training procedure with high rate of convergence was proposed 
in [9 – 11]. The training of the FKN is based on the alternating linear least squares 
technique for both the output and hidden layers. However, this training algorithm may 
require a large number of computations in the problems of high dimensionality. 

In this paper we propose an efficient and computationally simple learning algo-
rithm, whose complexity depends linearly on the dimensionality of the input space. 
The network considered in this paper (Neuro-Fuzzy Kolmogorov's Network – NFKN) 
is based on the FKN architecture and uses the gradient descent-based procedure for 
the tuning of the hidden layer weights, and recursive least squares method for the 
output layer. 

2   Network Architecture 

The NFKN (Fig. 1) is comprised of two layers of neo-fuzzy neurons (NFNs, Fig. 2) 
[12] and is described by the following equations: 
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where n is the number of hidden layer neurons, )( ],1[]2[ l
l of  is the l-th nonlinear syn-

apse in the output layer, ],1[ lo  is the output of the l-th NFN in the hidden layer, 

)(],1[
i

l
i xf  is the i-th nonlinear synapse of the l-th NFN in the hidden layer. 

The equations for the hidden and output layer synapses are 
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where 1m  and 2m  is the number of membership functions (MFs) per input in the 

hidden and output layers respectively, )(]1[
, ihi xμ and )( ],1[]2[

,
l

jl oμ  are the MFs, ],1[
,

l
hiw  and 

]2[
, jlw  are tunable weights. 

Nonlinear synapse is a single input-single output fuzzy inference system with crisp 
consequents, and is thus a universal approximator [13] of univariate functions (see 
Fig. 3). It can provide a piecewise-linear approximation of any functions )(•lg  and 

)(, •ilψ  in (1). So the NFKN, in turn, can approximate any function ),,( 1 dxxf . 
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Fig. 1. NFKN architecture with d inputs and n hidden layer neurons 
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Fig. 2. Neo-fuzzy neuron (left) and its nonlinear synapse (right) 

The output of the NFKN is computed as the result of two-stage fuzzy inference: 
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The description (4) corresponds to the following two-level fuzzy rule base:  
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where hiX ,  and jlO ,  are the antecedent fuzzy sets in the first and second level rules, 

respectively. Each first level rule contains n consequent terms dwdw n
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corresponding to n hidden layer neurons. 
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Fig. 3. Approximation of a univariate nonlinear function by a nonlinear synapse 

Total number of rules is 

21 mnmdN FKN
R ⋅+⋅= , (7) 

i.e., it depends linearly on the number of inputs d. 
The rule base is complete, as the fuzzy sets hiX ,  in (5) completely cover the input 

hyperbox with 1m  MFs per input variable. Due to the linear dependence (7), this 

approach is feasible for input spaces with high dimensionality d without the need for 
clustering techniques for the construction of the rule base. Straightforward grid-

partitioning approach with 1m  MFs per input requires dm )( 1  fuzzy rules, which re-

sults in combinatorial explosion and is practically not feasible for 4>d . 
To simplify computations and to improve the transparency of fuzzy rules, MFs of 

each input are shared between all the neurons in the hidden layer (Fig. 4). So the set 
of rules (5), (6) in an NFKN can be interpreted as a grid-partitioned fuzzy rule-base 
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Fig. 4. Representation of the hidden layer of the NFKN with shared MFs 

with total of dm )( 1  rules, whose consequent values are equal to the outputs of the 

NFKN computed on all the possible d-tuples of prototypes of the input fuzzy sets 
]1[
,

]1[
1,1 1

,, mdcc  [9]. 

3   Learning Algorithm 

The weights of the NFKN are determined by means of a batch-training algorithm as 
described below. A training set containing N samples is used. The minimized error 
function is 

[ ] [ ] [ ])(ˆ)(ˆ),(ˆ)()(
1

2 tYYtYYktykytE
T

N

k

−−=−=
=

, (9) 

where [ ]TNyyY )(,),1(=  is the vector of target values, and 

[ ]TNtytytY ),(ˆ,),1,(ˆ)(ˆ =  is the vector of network outputs at epoch t. 
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Since the nonlinear synapses (3) are linear in parameters, we can employ recursive 
least squares (RLS) procedure for the estimation of the output layer weights. Re-write 
(4) as 
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Then the RLS procedure will be 
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where Nk ,,1= , ItP ⋅=10000)0,( , and I is the identity matrix of corresponding 

dimension. 
Introducing after that the regressor matrix of the hidden layer 

[ ]T
Nxx ))((,)),1(( ]1[]1[]1[ ϕϕ=Φ , we can obtain the expression for the gradient of the 

error function with respect to the hidden layer weights at the epoch t: 
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and then use the well-known gradient-based technique to update these weights: 
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where )(tγ  is the adjustable learning rate, and 
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and )( ],1[]2[ l
l oa  is determined as in [9 – 11] 
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where ]2[
, plw  and ]2[

, plc  are the weight and center of the p-th MF in the l-th synapse of 

the output layer, respectively. The MFs in an NFN are chosen such that only two 
adjacent MFs p and p+1 fire at a time [12]. 
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Thus, the NFKN is trained via a two-stage optimization procedure without any 
nonlinear operations, similar to the ANFIS learning rule for the Sugeno-type fuzzy 
inference systems [14]. In the forward pass, the output layer weights are adjusted. In 
the backward pass, adjusted are the hidden layer weights. An epoch of training is 
considered ‘successful’ if the error measure (e.g. the root mean squared error 
(RMSE)) on the training set is reduced in comparison with the previous epoch. Only 
successful epochs are counted. If the error measure is not reduced, the training cycle 
(forward and backward passes) is repeated until the error measure is reduced or the 
maximum number of cycles per epoch is reached. Once it is reached, the algorithm is 
considered to converge, and the parameters from the last successful epoch are saved 
as the result of training. Otherwise the algorithm is stopped when the maximum num-
ber of epochs is reached. 

The number of tuned parameters in the hidden layer is nmdS ⋅⋅= 11 , in the output 

layer 22 mnS ⋅= , and total )( 2121 mmdnSSS +⋅⋅=+= . 

Hidden layer weights are initialized deterministically using the formula [9 – 11] 
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broadly similar to the parameter initialization technique proposed in [6] for the Kol-
mogorov’s spline network based on rationally independent random numbers. 

Further improvement of the learning algorithm can be achieved through the adap-
tive choice of the learning rate )(tγ  as was proposed for the ANFIS. 

4   Experimental Results 

To verify the theoretical results and compare the performance of the proposed net-
work to the known approaches, we have carried out three experiments. The first two 
were prediction and emulation of the Mackey-Glass time series [15], and the third one 
was classification of the Wisconsin breast cancer (WBC) data [16]. In all the experi-
ments, the learning rate was 05.0)( =tγ , maximum number of cycles per epoch was 

50. In the first and second experiments, the error measure was root mean squared 
error, in the third one – the number of misclassified patterns. 

The Mackey-Glass time series was generated by the following equation: 

)(1.0
)(1

)(2.0)(
10 ty

ty

ty

dt

tdy −
−+

−=
τ

τ
, (17) 

where τ  is time delay. In our experiments, we used 17=τ . The values of the time 
series (17) at each integer point were obtained by means of the fourth-order Runge-
Kutta method. The time step used in the method was 0.1, initial condition 2.1)0( =y , 

and )(ty  was derived for 5000,...,0t = . 
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4.1   Mackey-Glass Time Series Prediction 

In the first experiment, the values )6(),12(),18( −−− tytyty , and )(ty  were used to 

predict )85( +ty . From the generated data, 1000 values for 1117,...,118t =  were 

used as the training set, and the next 500 for 1617,...,1118t =  as the checking set. 
The NFKN used for prediction had 4 inputs, 9 neurons in the hidden layer with 3 MFs 
per input, and 1 neuron in the output layer with 9 MFs per synapse (189 adjustable 
parameters altogether). The training algorithm converged after 43 epochs. 

The NFKN demonstrated similar performance as multilayer perceptron (MLP) 
with 2 hidden layers each containing 10 neurons. The MLP was trained for 50 epochs 
with the Levenberg-Marquardt algorithm. Because the MLP weights are initialized 
randomly, the training and prediction were repeated 10 times. 

Root mean squared error on the training and checking sets (trnRMSE and 
chkRMSE) was used to estimate the accuracy of predictions. For the MLP, median 
values of 10 runs for the training and checking errors were calculated. The results are 
shown in Fig. 5 and Table 1. 
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Fig. 5. Mackey-Glass time series prediction 
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Table 1. Results of Mackey-Glass time series prediction 

Network Parameters Epochs trnRMSE chkRMSE 
MLP 10-10-1 171 50 0.022 0.0197 
NFKN 9-1 189 43 0.018455 0.017263 

With a performance similar to that of the MLP in combination with the Levenberg-
Marquardt training method, the NFKN with its hybrid learning algorithm requires 
much less computations because no matrix inversions for the tuning of the synaptic 
weights are required. 

4.2   Mackey-Glass Time Series Emulation 

The second experiment consisted in the emulation of the Mackey-Glass time series by 
the NFKN. The values of the time series were fed into the NFKN only during the 
training stage. 3000 values for 3117,...,118=t  were used as the training set. The 

NFKN had 17 inputs corresponding to the delays from 1 to 17, 5 neurons in the hid-
den layer with 5 MFs per input, and 1 neuron in the output layer with 7 MFs per syn-
apse (total 460 adjustable parameters). The NFKN was trained to predict the value of 
the time series one step ahead. 

The training procedure converged after 28 epochs with the final value of 
RMSETRN=0.0027, and the last 17 values of the time series from the training set were 
fed to the inputs of the NFKN. Then the output of the network was connected to its 
inputs through the delay lines, and subsequent 1000 values of the NFKN output were 
computed. As can be seen from Fig. 6, the NFKN captured the dynamics of the real 
time series very well. The difference between the real and emulated time series be-
comes visible only after about 500 time steps. The emulated chaotic oscillations re-
main stable, and neither fade out nor diverge. In such a way, the NFKN can be used 
for long-term chaotic time series predictions. 

4.3   Classification of the Wisconsin Breast Cancer Data 

In this experiment, the NFKN was tested on the known WBC dataset [16], which 
consists of 699 cases (malignant or benign) with 9 features. We used only 683 cases, 
because 16 had missing values. The dataset was randomly shuffled, and then divided 
into 10 approximately equally-sized parts to perform 10-fold cross-validation. The 
NFKN that demonstrated best results had 9 inputs, only 1 neuron in the hidden layer 
with 4 MFs per input, and 1 synapse in the output layer with 7 MFs (total 43 
adjustable weights). It provided high classification accuracy (see Table 2). 

Typical error rates the on the WBC data with the application of other classifiers 
range from 2% to 5% [17, 18]. But it is important to note that most neuro-fuzzy sys-
tems rely on time-consuming learning procedures, which fine-tune the membership 
functions [17, 19, 20]. In the NFKN, no tuning of MFs is performed, but the classifi-
cation results are very good. 
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Table 2. Results of the WBC data classification 

Run Epochs Training set 
errors 

Checking 
set errors 

1 6 1.7915% 2.8986% 
2 5 1.9544% 2.8986% 
3 6 2.1173% 0% 
4 12 0.97561% 4.4118% 
5 8 1.9512% 0% 
6 7 1.7886% 2.9412% 
7 6 1.7886% 2.9412% 
8 6 1.7886% 2.9412% 
9 9 1.4634% 2.9412% 
10 8 1.626% 2.9412% 
Min 5 0.97561% 0% 
Max 12 2.1173% 4.4118% 
Average 7.3 1.7245% 2.4915% 
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Fig. 6. Mackey-Glass time series emulation 
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5   Conclusion 

A new simple and efficient neuro-fuzzy network (NFKN) and its training algorithm 
were considered. The NFKN contains the neo-fuzzy neurons in both the hidden and 
output layers and is not affected by the curse of dimensionality because of its two-
level structure. The use of the neo-fuzzy neurons enabled us to develop fast training 
procedures for all the parameters in the NFKN. 

Two-level structure of the rule base helps the NFKN avoid the combinatorial ex-
plosion in the number of rules even with a large number of inputs (17 in the experi-
ment with chaotic time series emulation). 

Further work will be directed to the improvement of the convergence properties of 
the training algorithm by means of the adaptation of the learning rate, and to the de-
velopment of a multiple output modification of the NFKN for the classification prob-
lems with more than two classes. 

We expect that the proposed neuro-fuzzy network can find real-world applications, 
because the experimental results presented in the paper are quite promising. 
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Abstract. This paper presents solution of optimal power distribution networks 
problem of large-sized power systems via a genetic algorithm of real type. The 
objective is to find out the best power distribution network reliability while 
simultaneously minimizing the system expansion costs. To save an important 
CPU time, the constraints are to be decomposing into active constraints and 
passives ones. The active constraints are the parameters which enter directly in 
the cost function and the passives constraints are affecting the cost function 
indirectly as soft limits. The proposed methodology is tested for real 
distribution systems with dimensions that are significantly larger than the ones 
frequently found in the literature. Simulation results show that by this method, 
an optimum solution can be given quickly. Analyses indicate that proposed 
method is effective for large-scale power systems. Further, the developed model 
is easily applicable to n objectives without increasing the conceptual 
complexity of the corresponding algorithm and can be useful for very large-
scale power system.  

1   Introduction 

Investments in power distribution systems constitute a significant part of the utilities’ 
expenses. They can account for up to 60 percent of capital budget and 20 percent of 
operating costs [1]. For this reason, efficient planning tools are needed to allow 
planners to reduce costs. Computer optimization algorithms improve cost reduction 
compared to system design by hand. Therefore, in recent years, a lot of mathematical 
models and algorithms have been developed. The optimal power distribution system 
design has been frequently solved by using classical optimization methods during the 
last two decades for single stage or multistage design problems. The basic problem 
has been usually considered as the minimization of an objective function representing 
the global power system expansion costs in order to solve the optimal sizing  
and/or locating problems for the feeder and/or substations of the distribution  
system [2]. Some mathematical programming techniques, such as Mix-Integral 
Program(MIP)[3,4], Branch and Bound [5], Dynamic Program(DP)[6], Quadratic 
MIP, AI/Expert system approach[7,8], Branch Exchange[9], etc., were extensively 
used to solve this problem. Some of the above models considered a simple linear 
objective function to represent the actual non-linear expansion costs, what leads to 
unsatisfactory representations of the real costs. Mixed-integer models achieved a 
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better description of such costs by including fixed costs associated to integer 0-1 
variables, and linear variable costs associated to continuous variables [10]. The most 
frequent optimization techniques to solve these models have been the branch and 
bound ones. These kinds of methods need large amounts of computer time to achieve 
the optimal solution, especially when the number of integer 0-1 variables grows for 
large power distribution systems [11]. Some models such as DP contained the non-
linear variable expansion costs and used dynamic programming that requires 
excessive CPU time for large distribution systems [12]. AI/Expert based methods 
propose a distribution planning heuristic method, that is faster than classical ones but 
the obtained solutions are sometimes local optimal solutions [13]. This model takes 
into account linearized costs of the feeders, that is, a linear approximation of the non-
linear variable costs.  

Genetic Algorithms (GAs) have solved industrial optimization problems in recent 
years, achieving suitable results. Genetic algorithms have been applied to the optimal 
multistage distribution network and to the street lighting network design [14, 15]. In 
these works, a binary codification was used, but this codification makes difficult to 
include some relevant design aspects in the mathematical models. Moreover, most 
papers about optimal distribution design do not include practical examples of a true 
multi objective optimization of real distribution networks of significant dimensions 
(except in [16]), achieving with detail the set of optimal multi objective non 
dominated solutions [17, 18] (true simultaneous optimization of the costs and the 
reliability). 

In this paper, because the total objective function is very non-linear, a genetic 
algorithm with real coding of control parameters is chosen in order to well taking into 
account this nonlinearity and to converge rapidly to the global optimum. To accelerate 
the processes of the optimization, the controllable variables are decomposed to active 
constraints and passive constraints. The active constraints, which influence directly 
the cost function, are included in the GA process. The passive constraints, which 
affect indirectly this function, are maintained in their soft limits using a conventional 
constraint, only, one time after the convergence of GA. Novel operators of the genetic 
algorithm is developed, that allow for getting out of local optimal solutions and 
obtaining the global optimal solution or solutions very close to such optimal one.  

This algorithm considers the true non-linear variable cost. It also obtains the 
distribution nodes voltages and an index that gives a measure of the distribution 
system reliability. The proposed algorithm allows for more flexibility, taking into 
account several design aspects as, for example, different conductor sizes, different 
sizes of substations, and suitable building of additional feeders for improving the 
network reliability. This methodology is tested for real distribution systems with 
dimensions that are significantly larger than the ones frequently found in the 
literature. Simulation results show that by this method, an optimum solution can be 
given quickly. Further analyses indicate that this method is effective for large-scale 
power systems. CPU times can be reduced by decomposing the optimization 
constraints of the power system to active constraints manipulated directly by the 
genetic algorithm, and passive constraints maintained in their soft limits using a 
conventional constraint power distribution network. 
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2   Power Distribution Problems 

The problem that we want to solve is a simplified form that it disposes a series of 
sources (substations) and a series of drains or demand nodes (demand centers). To 
each demand node it is associated a determined demand of boosts and each source has 
a maximum limit of the power supply. Moreover, it is known the possible routes for 
the construction of electric line to transport the powers from the sources to the 
demand nodes are known. Each line possesses a cost that depends principally on its 
length (basic fixed costs) and the power value that transports (fundamentally variable 
costs). The model contains an objective function that represents the costs 
corresponding to the lines and substations of the electric distribution system. 
Multiobjective optimization can be defined as the problem of finding [10]: 

A vector of decision variables, which satisfies constraints and optimizes a vector 
function whose elements represent the objective functions. These functions form a 
mathematical description of performance criteria, which are usually in conflict with 
each other. Hence, the term “optimizes” means finding such a solution, which would 
give the values of all the objective functions acceptable to the designer. 

The standard power distribution problem can be written in the following form, 

Minimize )(xf                                                 (the objective function) 

    subject to : 0=)(xh                                          (equality constraints) 

and  0≤)(xg                                                    (inequality constraints) 
(1) 

Where [ ]n21 ,...,x,xx=x  is the vector of the control variables, that is those which can 

be varied (set of routes, set of nodes, power flow, fixed cost of a feeder to be built and 
etc.). The essence of the optimal power distribution problem resides in reducing the 
objective function and simultaneously satisfying the objective function (equality 
constraints) without violating the inequality constraints.  

2.1   Objective Function 

The most commonly used objective in the power distribution problem formulation is 
the optimization of the total economic cost and the reliability of the distribution 
network. In this paper, the multi objective design model is a nonlinear mixed-integer 
one for the optimal sizing and location of feeders and substations, which can be used 
for single stage or for multistage planning under a pseudo dynamic methodology. The 
vector of objective functions to be minimized is [ ])(),( xxf(x) 21 ff= , where )(1 xf  

is the objective function of the global economic costs and )(2 xf  is a function related 

with the reliability of the distribution network. The objective function )(1 xf  can be 

considered as below [10]:  

( )( ) ( )( ){ } ( )( ) ( )( ){ }
∈∈

+++=
SF Nk

kkkk
Nji

ijijijij XCVYCFXCVYCFf 2

),(

2
1 )(x  

(2) 

Where: 

FN : is the set of routes (between nodes) associated with lines in the network. 

SN : is the set of nodes associated with substations in the network. 
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( )ji, : is the Route between nodes i and j. 

kX : is the Power flow, in kVA, supplied from node associated with a substation size. 

ijX : is the power flow, in kVA, carried through route associated with a feeder size. 

ijCV : is the Variable cost coefficient of a feeder in the network, on route (i, j). 

ijCF : is the Fixed cost of a feeder to be built, on route (i, j). 

kCV : is the Variable cost coefficient of a substation in the network, in the node k. 

kCF : is the Fixed cost of a substation to be built, in the node k. 

kY : is equal to 1, if substation associated with node 
SNk ∈ is built. Otherwise, it is 

equal to 0. 

ijY : is equal to 1, if feeder associated with route 
FNhji ⊂),( is built. Otherwise, it is 

equal to 0.  
The objective function )(2 xf  is: 

( )( )
∈

=
FNji

jifij Xuf
),(

),(2 )(x  
(3) 

Where:  

FN : is the set of “proposed” routes (proposed feeders) connecting the network nodes 

with the proposed substation. 
( )

),( jifX : is the power flow, in kVA, carried through the route 
FNf ∈  , that is 

calculated for a possible failure of an existing feeder (usually in operation) on the 
route 

FNji ∈),(  In this case, reserve feeders are used to supply the power demands. 

( )iju : is the constants obtained from other suitable reliability constants in the 

distribution network, including several reliability related parameters such as failure 
rates and repair rates for distribution feeders, as well as the length of the 
corresponding feeders on routes or 

FNji ∈),( . The simultaneous minimization of the 

two objective functions is subject to technical constraints, which are [10]: 

1. The first Kirchhoff’s law (in the existed nodes of the distribution system).  
2. The relative restrictions to the power transport capacitance limits of the lines. 
3. The relative restrictions to the power supply capacitance limits of the substations.  

The presented model corresponds to a mathematical formulation of non linear mixed-
integer programming, which includes the true non linear costs of the lines and 
substations of the distribution system, to search the optimal solution from an 
economic viewpoint. 

3   Evolutionary Algorithms in Power Distribution Networks 

Evolutionary algorithms (EAs) are computer-based problem solving systems, which 
are computational models of evolutionary processes as key elements in their design 
and implementation. Genetic Algorithms (GAs) are the most popular and widely used 
of all evolutionary algorithms. They have been used to solve difficult problems with 
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objective functions that do not possess well properties such as continuity, 
differentiability, satisfaction of the Lipschitz Condition, etc. These algorithms 
maintain and manipulate a population of solutions and implement the principle of 
survival of the fittest in their search to produce better and better approximations to a 
solution [19]. This provides an implicit as well as explicit parallelism that allows for 
the exploitation of several promising areas of the solution space at the same time. The 
implicit parallelism is due to the schema theory developed by Holland, while the 
explicit parallelism arises from the manipulation of a population of points. The power 
of the GA comes from the mechanism of evolution, which allows searching through a 
huge number of possibilities for solutions. The simplicity of the representations and 
operations in the GA is another feature to make them so popular. There are three 
major advantages of using genetic algorithms for optimization problems [20]. 

1. GAs do not involve many mathematical assumptions about the problems to 
be solved. Due to their evolutionary nature, genetic algorithms will search 
for solutions without regard for the specific inner structure of the problem. 
GAs can handle any kind of objective functions and any kind of constraints, 
linear or nonlinear, defined on discrete, continuous, or mixed search spaces. 

2.  The ergodicity of evolution operators makes GAs effective at performing 
global search. The traditional approaches perform local search by a 
convergent stepwise procedure, which compares the values of nearby points 
and moves to the relative optimal points. Global optima can be found only if 
the problem possesses certain convexity properties that essentially guarantee 
that any local optimum is a global optimum. 

3. GAs provide a great flexibility to hybridize with domain-dependent 
heuristics to make an efficient implementation for a specific problem. 

The implementation of GA involves some preparatory stages. Having decoded the 
chromosome representation (genotype) into the decision variable domain (phenotype), 
it is possible to assess the performance, or fitness, of individual members of a 
population [21]. This is done through an objective function that characterises an 
individual’s performance in the problem domain. During the reproduction phase, each 
individual is assigned a fitness value derived from its raw performance measure given 
by objective function. 

Once the individuals have been assigned a fitness value, they can be chosen from 
population, with a probability according to their relative fitness, and recombined to 
produce the next generation. Genetic operators manipulate the genes. The 
recombination operator is used to exchange genetic information between pairs of 
individuals. The crossover operation is applied with a probability px when the pairs 
are chosen for breeding. Mutation causes the individual genetic representation to be 
changed according to some probabilistic rule.  

Mutation is generally considered as a background operator that ensures that the 
probability of searching a particular subspace of the problem space is never zero. This 
has the effect of tending to inhibit the possibility of converging to a local optimum 
[22-25]. The traditional binary representation used for the genetic algorithms creates 
some difficulties for the optimization problems of large size with high numeric 
precision. According to the problem, the resolution of the algorithm can be expensive 
in time. The crossover and the mutation can be not adapted. For such problems, the 
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genetic algorithms based on binary representations have poor performance. The first 
assumption that is typically made is that the variables representing parameters can be 
represented by bit strings. This means that the variables are discretized in an a priori 
fashion, and that the range of the discretization corresponds to some power of two. 
For example, with 10 bits per parameter, we obtain a range with 1024 discrete values. 
If the parameters are actually continuous then this discretization is not a particular 
problem. This assumes, of course, that the discretization provides enough resolution 
to make it possible to adjust the output with the desired level of precision. It also 
assumes that the discretization is in some sense representative of the underlying 
function. 

Therefore, one can say that a more natural representation of the problem offers 
more efficient solutions. Then one of the greater improvements consists in the use of 
real numbers directly. Evolutionary Programming algorithms in Economic Power 
Dispatch provide an edge over common GA mainly because they do not require any 
special coding of individuals. In this case, since the desired outcome is the operating 
point of each of the dispatched generators (a real number), each of the individuals can 
be directly presented as a set of real numbers, each one being the produced power of 
the generator it concerns [26]. 

Our Evolutionary programming is based on the completed Genocop III system 
[27], developed by Michalewicz, Z. and Nazhiyath, G. Genecop III for constrained 
numerical optimization (nonlinear constraints) is based on repair algorithms. Genocop 
III incorporates the original Genocop system [28] (which handles linear constraints 
only), but also extends it by maintaining two separate populations, where a 
development in one population influences evaluations of individuals in the other 
population. The first population Ps consists of so-called search points, which satisfy 
linear constraints of the problem, the feasibility (in the sense of linear constraints) of 
these points is maintained by specialized operators (as in Genocop). The second 
population, Pr, consists of fully feasible reference points. These reference points, 
being feasible, are evaluated directly by the objective function, whereas search points 
are “repaired” for evaluation. 

3.1   The Proposed GA for Design of Optimal Power Distribution Network  

The Genecop (for GEnetic algorithm for Numerical Optimization of Constrained 
Problem) system [28] assumes linear constraints only and a feasible starting point (a 
feasible population). 

3.1.1   Initialization  
Let [ ]k

ng
kkk PgPgPgPg ,...,, 21=  be the trial vector that presents the thk  

individual, Pk ,...,2,1=  of the population to be evolved, where ng  is the population 

size. The elements of the kPg are the desired values. The initial parent trial vectors, 
kPg , k=1,…,P, are generated randomly from a reasonable range in each dimension 

by setting the elements of kPg  as: 

( )max,min, , ii
k
i pgpgUpg =           for ngi ,...,2,1=  (4) 
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Where ( )max,min, , ii pgpgU  denotes the outcome of a uniformly distributed random 

variable ranging over the given lower bounded value and upper bounded values of the 
active power outputs of generators. A closed set of operators maintains feasibility of 
solutions. For example, when a particular component xi of a solution vector X is 
mutated, the system determines its current domain dom(xi) ( which is a function of 
liner constraints and remaining value of the solution vector X) and the new value xi is 
taken from this domain (either with flat probability distribution for uniform mutation, 
or other probability distributions for non-uniform and boundary mutations). In any 
case the offspring solution vector is always feasible. Similarly, arithmetic crossover, 
aX+(1-a)Y, of two feasible solution vectors X and Y yields always a feasible solution 
(for 10 ≤≤ a ) in convex search spaces. 

3.1.2   Offspring Creation 
By adding a Gaussian random variation with zero mean, a standard derivation with 
zero mean and a standard derivation proportional to the fitness value of the parent 
trial solution, each parent kPg , k=1,…,P, creates an offspring vector, 1+kPg  , that is: 

( )21 ,0 k
kk Npgpg σ+=+  (5) 

Where ( )2,0 kN σ  designates a vector of Gaussian random variables with mean zero 

and standard deviation
kσ , which is given according to: 

( ) Mpgpg
f

f
r iik +−=σ max,min,

min

 (6) 

Where f  is the objective function value to be minimized in (2) associated with the 

control vector minf  represents the minimum objective function value among the trial 

solution; r is a scaling factor; and M indicates an offset. 

3.1.3   Stopping Rule 
As the stopping rule of maximum generation or the minimum criterion of f value in 
Equations (2, 3) is satisfied, the evolution process stops, and the solution with the 
highest fitness value is regarded as the best control vector. 

3.2   Replacement of Individuals by Their Repaired Versions 

The question of replacing repaired individuals is related to so-called Lamarckian 
evolution, which assumes that an individual improves during its lifetime and that the 
resulting improvements are coded back into the chromosome. In continuous domains, 
Michalewicz, Z. and Nazhiyath, G. indicated that an evolutionary computation 
technique with a repair algorithm provides the best results when 20% of repaired 
individuals replace their infeasible originals. 

4   Computational Results 

The new evolutionary algorithm has been applied intensively to the multi objective 
optimal design of several real size distribution systems. A compatible PC has been 
used (CPU Pentium 1.6GHz and 256Mb of RAM) with the operating system WinXp  
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Table 1. Characteristics of the distribution system 
 
Number of existing demand nodes  
Number of proposed demand nodes  
Number of total demand nodes  
Number of existing lines  
Number of proposed lines  
Number of total lines  
Number of existing substations  
Number of proposed substations  
Number of total substations  
Number of total 0-1 variables  
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Fig. 1. Existing and proposed feeders of the distribution network 
 

Table 2. Results of the multi objective optimization program 

Generations Cost (Rials) Reliability 

75 42511.4367 197.17357 
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Fig. 2. Evolution of the non-dominated solution curve 

to run MATLAB. Table I. shows the characteristics of the example of optimal design, 
indicating the dimensions of the used distribution system and the mathematical 
aspects. Notice the number of 0-1 variables of the distribution network indicating that 
the complexity of the optimization and the dimensions of this network is significantly 
larger than most of the ones usually described in technical papers [20]. 

In this study we use a 20 kV electric net, which is a portion of Iran’s power 
distribution network and the network is represented in the Figure (1). The complete 
network, the existing feeders (thickness lines) and the proposed feeders (other lines). 
The existing network presents two substations at nodes 1 and 17 with the capacitance 
of 40MVA. The sizes of proposed substation are 40MVA and 10MVA. The existing 
lines of the network possess the following conductor sizes: 3x75Al, 3x118Al, 3x126Al 
and 3x42Al. Also in the design of the network, it is proposed 4 different conductor 
sizes for the construction of new lines: 3x75Al, 3x118Al, 3x126Al and 3x42Al.  

We have used a multi objective toolbox that is written to work in MATLAB 
environment, which is called MOEA. In Table 2, we have shown the results of the 
multi objective optimization program that have leaded us to the final non dominated  
solutions curve. This table provides the objective function values (“cost” in millions 
of Rials, and “Reliability”, function of expected energy not supplied, in kWh) of the 
ideal solutions, the number of generations (Gen.) and the objective function values of 
the best topologically meshed network solution for the distribution system. 

The multi objective optimization finishes when the stop criteria is reached, that is 
when the upper limit of the defined generation number reached. The used crossover 
rate is 0.3 and the mutation rate is 0.02. The population size is 180 individuals and the  
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Fig. 3. Solution of multi objective optimal design model 

process uses roulette wheel selection method; it reuses the previous population in the 
new generation. Figure (2), shows the non-dominated solution curve during the 
optimization design. The trade off between two solutions is very easy and subjective. 
The curve shows that when the cost improves the reliability decreases and vice versa. 

After analyzing the curve of the final non-dominated solutions, the planner can 
select the definitive non-dominated solution, taking into account simultaneously the 
most satisfactory values of the two objective functions. We believe that the set of non-
dominated solutions is the best set that can be offered to the planner in order to select 
the best satisfactory solution from such set. Finally, as mentioned before, Figure (1), 
shows the existing and future proposed distribution network. Figure (3), shows the 
final selected multi objective non-dominated solution in this paper, corresponding to 
the non dominated one that represents the topologically meshed distribution system in 
radial operating state with the best reliability achieved by the complete multi 
objective optimal design. The comparison of the multi objective algorithm of this 
paper (evolutionary algorithm) with other existing ones (for distribution systems of 
significant dimensions) has not been possible since such existing algorithms are not 
able to consider the characteristics of our mathematical model used in this paper. 
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5   Conclusions 

This paper was reported the use of multiobjective evolutionary algorithm to solve 
optimal power distribution network problem with coordination of reliability and 
economy objectives. The multi objective optimization model contemplates the 
following aspects: Non-linear objective function of economic costs associated to the 
electric distribution network and a new objective function representing the reliability 
of the electric network to effects of the optimal design. These objective functions are 
subject to the mathematical restrictions that were mentioned. For the optimal design 
localizations and optimal sizes of electric lines as a future substations, proposed for 
the planner. Reliability objective of the electric power distribution system evaluated 
by means of a fitting function to indicate a meshing made topologies (or radial) 
electric network, keeping in mind, in general, faults (errors) of any order in the 
electric lines (studious for the first-order faults in the obtained computational results) 
to effects of the optimal design of distribution network. As a study case, a portion of 
Iran’s power distribution network was selected. The simulation results show that for 
large-scale system a genetic algorithm with real code can give a best result with 
reduced time. To save an important CPU time, the constraints are to be decomposing 
into active constraints and passives ones. The active constraints are the parameters 
which enter directly in the cost function and the passives constraints are affecting the 
cost function indirectly. The developed model is easily applicable to n objectives 
without increasing the conceptual complexity of the corresponding algorithm. The 
proposed method can be useful for very large-scale power system. 
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Abstract. By constructing suitable Lyapunov functionals and comb-
ing with matrix inequality technique, some new sufficient conditions are
presented for the global asymptotic stability of delayed neural networks.
These conditions contain and improve some of the previous results in the
earlier references.

1 Introduction

In recent years, the stability of a unique equilibrium point of delayed neural
networks has extensively been discussed by many researchers[1]-[16]. Several cri-
teria ensuring the global asymptotic stability of the equilibrium point are given
by using the comparison method, Lyapunov functional method, M-matrix, di-
agonal dominance technique and linear matrix inequality approach. In [1]-[12],
some sufficient conditions are given for the global asymptotic stability of delayed
neural networks by constructing Lyapunov functionals. In [13]-[16], several re-
sults for asymptotic stability of neural networks with constant or time-varying
delays are obtained based on the linear matrix inequality approach. In this pa-
per, some new sufficient conditions to the global asymptotic stability for delayed
neural networks are derived. These conditions are independent of delays and
impose constraints on both the feedback matrix and delayed feedback matrix.
The results are also compared with the earlier results derived in the literature.

2 Stability Analysis for Delayed Neural Networks

The dynamic behavior of a continuous time delayed neural networks can be
described by the following state equations:

x
′

i(t) = −cixi(t) +
n∑

j=1

aijfj(xj(t)) +
n∑

j=1

bijfj(xj(t − τj)) + Ji, i = 1, 2, · · · , n

(1)
or equivalently

x′(t) = −Cx(t) + Af(x(t)) + Bf(x(t − τ)) + J (2)

U. Furbach (Ed.): KI 2005, LNAI 3698, pp. 216–221, 2005.
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where x(t) = [x1(t), · · · , xn(t)]T ∈ Rn, f(x(t)) = [f1(x1(t)), · · · , fn(xn(t))]T ∈
Rn,f(x(t − τ)) = [f1(x1(t − τ1)), · · · , fn(xn(t − τn))]T ∈ Rn. C = diag(ci >
0) (a positive diagonal matrix), A = {aij} is referred to as the feedback matrix,
B = {bij} represents the delayed feedback matrix, while J = [J1, · · · , Jn]T is
a constant input vector and the delays τj are nonnegative constants. In this
paper, we will assume that the activation functions fi, i = 1, 2, · · · , n satisfy the
following condition (H)

0 ≤ fi(ξ1) − fi(ξ2)
ξ1 − ξ2

≤ Li , ∀ξ1, ξ2 ∈ R, ξ1 �= ξ2.

This type of activation functions is clearly more general than both the usual
sigmoid activation functions and the piecewise linear function (PWL): fi(x) =
1
2 (|x + 1| − |x − 1|) which is used in [4].

The initial conditions associated with system (1) are of the form

xi(s) = φi(s), s ∈ [−τ, 0], i = 1, 2, · · · , n, τ = max
1≤j≤n

{τj}

in which φi(s) is continuous for s ∈ [−τ, 0].
Assume x∗ = (x∗

1, x
∗
2, · · · , x∗

n)T is an equilibrium of the Eq.(1), one can derive
from (1) that the transformation yi = xi − x∗

i transforms system (1) or (2) into
the following system:

y
′

i(t) = −ciyi(t) +
n∑

j=1

aijgj(yj(t)) +
n∑

j=1

bijgj(yj(t − τj)), ∀i (3)

where gj(yj(t)) = fj(yj(t) + x∗
j ) − fj(x∗

j ), or,

y′(t) = −Cy(t) + Ag(y(t)) + Bg(y(t − τ)) (4)

respectively. Note that since each function fj(·) satisfies the hypothesis (H),
hence, each gj(·) satisfies

g2
j (ξj) ≤ L2

jξ
2
j

ξjgj(ξj) ≥
g2

j (ξj)
Lj

, ∀ξj ∈ R.

gj(0) = 0 (5)

To prove the stability of x∗ of the Eq.(1), it is sufficient to prove the stability of
the trivial solution of Eq.(3) or Eq.(4).

In this paper, we will use the notation A > 0 (or A < 0) to denote the matrix
A is a symmetric and positive definite (or negative definite) matrix. The notation
AT and A−1 means the transpose of and the inverse of a square matrix A.

In order to obtain our results, we need establishing the following lemma:

Lemma 1. For any vectors a, b ∈ Rn, the inequality

2aT b ≤ aT Xa + bT X−1b (6)

holds, in which X is any matrix with X > 0.
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Proof. Since X > 0,we have

aT Xa − 2aT b + bT X−1b = (X
1
2 a − X− 1

2 b)T (X
1
2 a − X− 1

2 b) ≥ 0

From this, we can easily obtain the inequality (6).

Now we will present several results for the global stability of Eq.(1).

Theorem 1. The equilibrium point of Eq.(1) is globally asymptotically stable if
there exist a positive definite matrix Q and a positive diagonal matrix D such
that

− 2L−1DC + DA + AT D + Q−1 + DBQBT D < 0 (7)

holds.

Proof. We will employ the following positive definite Lyapunov functional:

V (yt) = 2
n∑

i=1

di

∫ yi(t)

0

gi(s)ds +
∫ t

t−τ

gT (y(s))Q−1g(y(s))ds

in which Q > 0 and D = diag(di) is a positive diagonal matrix. The time
derivative of V (yt) along the trajectories of the system (4) is obtained as

V ′(yt) = 2gT (y(t))D(−Cy(t) + Ag(y(t)) + Bg(y(t − τ)))
+gT (y(t))Q−1g(y(t)) − gT (y(t − τ))Q−1g(y(t − τ))

= −2gT (y(t))DCy(t) + 2gT (y(t))DAg(y(t)) + 2gT (y(t))DBg(y(t − τ))
+gT (y(t))Q−1g(y(t)) − gT (y(t − τ))Q−1g(y(t − τ)) (8)

Let BT Dg(y(t)) = a, g(y(t − τ)) = b. By Lemma 1, we have

2gT (y(t))DBg(y(t−τ)) ≤ gT (y(t))DBQBT Dg(y(t))+gT (y(t−τ))Q−1g(y(t−τ))
(9)

Using the inequality (5), we can write the following:

− 2gT (y(t))DCy(t) ≤ −2gT (y(t))L−1DCg(y(t)) (10)

Substituting (9), (10) into (8), we get

V ′(yt) ≤ gT (y(t))(−2L−1DC + DA + AT D + Q−1 + DBQBT D)g(y(t))
< 0

Therefore, the proof is completed.

Corollary 1. The equilibrium point of Eq.(1) is globally asymptotically stable
if there exist a positive definite matrix Q, a positive diagonal matrix D and a
symmetric matrix K such that the following conditions hold.

1) DA + AT D + K < 0
2) − 2L−1DC − K + Q−1 + DBQBT D ≤ 0 (11)
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Note that the above condition is a sufficient condition for the inequality (7)
holds.

Remark 1. In (11), if we let L = C = Q = I and K > 0, then we can easily
obtain the main result in [6]. As discussed in [6], therefore, the conditions given
in [7]-[10] can be considered as the special cases of the result in Theorem 1 above.

3 An Example

In this section, we will give the following example showing that the conditions
presented here hold for different classes of feedback matrices than those given in
[11]. To compare our results with those given in [11] , we first restate the results
of [11].

Theorem 2. [11]: If 1) A has nonnegative off-diagonal elements, 2) B has non-
negative elements; and 3) −(A+B) is row sum dominant, then the system defined
by (1) has a globally asymptotically stable equilibrium point for every constant
input when the activation function is described by a PWL function and ci = 1.

Example 1. Consider the following delayed neural networks

x
′
1(t) = −x1(t) − 0.1f(x1(t)) + 0.2f(x2(t)) + 0.1f(x1(t − τ1)) + 0.1f(x2(t − τ2)) − 3

x
′
2(t) = −x2(t) + 0.2f(x1(t)) + 0.1f(x2(t)) + 0.1f(x1(t − τ1)) + 0.1f(x2(t − τ2)) + 2

(12)

where the activation function is described by a PWL function fi(x) = 0.5(|x +
1| − |x − 1|). The constant matrices are

A =
[
−0.1 0.2
0.2 0.1

]
, B =

[
0.1 0.1
0.1 0.1

]
, C = I

where A has nonnegative off-diagonal elements and B has nonnegative elements.
Let L = D = Q = I in Theorem 1 above, we can check that

−2L−1DC + DA + AT D + Q−1 + DBQBT D

= A + AT + BBT − I

=
[
−1.18 0.42
0.42 −0.78

]
< 0

Hence, Eq.(12) is globally stable.
The matrix −(A + B) is obtained as

−(A + B) =
[

0 −0.3
−0.3 −0.2

]
It can easily be seen that −(A + B) is not row sum dominant. Therefore, the
condition given in [11] does not hold. The simulation is shown in Fig.1.
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Fig. 1. The solution trajectory of Eq.(12)
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Abstract. In this paper, metaheuristic approaches for the weighted late work 
minimization in the two-machine flow shop problem with a common due date 
(F2 | dj=d | Yw) are presented. The late work performance measure estimates the 
quality of a solution with regard to the duration of the late parts of jobs not 
taking into account the quantity of the delay for the fully late activities. Since, 
the problem mentioned is known to be NP-hard, three trajectory based methods, 
namely simulated annealing, tabu search and variable neighborhood search 
were designed and compared to an exact approach and a list scheduling 
algorithm.  

1   Introduction 

Due date based performance measures are important objective functions, which find 
many practical applications (cf. e.g. [3], [10], [22]), since they can be used, for 
example, to describe the solution feasibility or the quality of service in a system. 
The late work performance measure can be applied in all cases in which a solution is 
estimated with regard to the amount of the late units, not to the quantity of their delay. 
For example, in control systems [2], the accuracy of control processes depends on the 
amount of information on the system provided. Data exposed by sensing devices after 
a predefined time window are lost and can be modeled as the late work. In the modern 
flexible manufacturing environment, the late work may be used e.g. for representing 
delayed parts of customer orders realized after a given due date or production tasks 
which could not be scheduled within a given time horizon [25]. In the agriculture, the 
late work models the amount of wasted crops, which has not been harvested in time 
[23], as well as the amount of not spread fertilizers or pesticides, which influences the 
quantity of these crops. 

The late work criteria are relatively new performance measures, which were first 
considered in the parallel [2], [4] and single [23], [24] machine environments. Then 
shop scheduling problems with the late work performance measures were 
investigated, starting with the two-machine cases with a common due date [5], [6], 
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[7], [8], [25], which appeared to be binary NP-hard. (It is worth to be mentioned that 
the late work concept can be considered as a special case of the imprecise 
computation model [20].)  

In this paper, we continue the research [7], [8] on the problem F2 | dj=d | Yw, where 
a set of jobs {J1, J2, …, Jn} have to be processed on two dedicated machines M1, M2. 
Each job has to be performed first by the machine M1 and then by M2 for p1j and p2j 
time units, respectively. Each machine can process only one job at any time and, 
analogously, each job can be executed by only one machine at any time. We look for 
a non-preemptive schedule minimizing the late work in the system, i.e. minimizing 
the amount of work executed after a given common due date d. Denoting with Cij the 
completion time of the job Jj on the machine Mi and with wj the weight of this 
activity, the late work Yj is determined as (cf. Fig. 1): 

Yj = 
=

−
2,1i

ijij }p},dC,0min{max{  (1) 

The criterion / objective value, estimating the quality of a complete schedule for 
the whole set of n jobs, is given by: 

Yw = 
=

n

1j
jjYw  (2) 

The problem F2 | dj=d | Yw stated above is binary NP-hard [13], since a polynomial 
transformation was constructed from the set partition problem and a dynamic 
programming method (DP) with a pseudo-polynomial time complexity (O(n2d4)) was 
proposed [7]. This exact approach is important mainly from a theoretical point of 
view, for it determines the complexity status of the case under consideration. On the 
other hand, DP finds optimal solutions in reasonable time only for small problem 
instances. Thus, to solve the problem efficiently, heuristic approaches have to be 
proposed. 

 

Fig. 1. The late work parameter Yj in the two-machine flow shop environment  

First, the list scheduling method was implemented for the problem under 
consideration and compared to the dynamic programming and enumerative algorithms 
[8]. The list approach [16] is a scheduling technique commonly used especially for 
practical applications, because of its ease of implementation and the low time 
complexity. This constructive procedure builds a feasible solution by scheduling jobs 
on available machines, one by one, in a certain order determined by a given priority 
dispatching rule. The job selection rule influences the execution order of jobs, so 
applying different strategies makes it possible to construct different feasible solutions 

p1j 
Yj 

p2j 

Jj M1 

M2 Jj 

d C1j C2j 
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of the problem under consideration. In consequence, the list scheduling algorithm can 
be also used for constructing a set of feasible solutions of different quality in a 
reasonable amount of time. The computational experiments showed an extremely high 
efficiency of the list scheduling  algorithm from the run time and the solution quality 
points of view. This heuristic constructed solutions with a criterion value of only 
2.5% worse than the optimum on average. Taking into account these encouraging 
results, it was interesting, whether further improvement of the solution quality could 
be obtained by extending the list scheduling approach with an additional search 
engine, i.e. by proposing metaheuristic methods. Summing up, the theoretical studies 
on the problem F2 | dj=d | Yw have been completed with extended computational 
experiments. They concerned two exact approaches (the dynamic programming and 
enumerative ones) and the list scheduling method [8], as well as more advanced 
search techniques presented in this paper. 

2   Metaheuristic Approaches 

Within this research, we proposed three trajectory-based metaheuristics [9], [11] for 
the problem F2 | dj=d | Yw: simulated annealing (SA), tabu search (TS) and variable 
neighborhood search (VNS). Similarly to the dynamic programming approach [7] and 
the list scheduling algorithm [8], the metaheuristics are based on the specific structure 
of an optimal solution of the problem under consideration. It has been proven [7], [25] 
that in such a schedule, the set of early jobs, executed before a common due date, 
have to be sequenced in Johnson’s order [19], which is optimal from the schedule 
length point of view. Thus, any method solving the problem F2 | dj=d | Yw has to 
select the first late job in the system and to divide the remaining activities into two 
sets of early and late activities (cf. Fig. 2).  

 
 
 

 

  

Fig. 2. The general structure of an optimal solution for the problem F2 | dj=d | Yw (with the first 
late job partially late on the machine M2) 

Early jobs are scheduled by Johnson’s algorithm (by ordering jobs with p1j≤p2j in 
non-decreasing order of p1j and jobs with p1j>p2j in non-increasing order of p2j), while 
the late activities are executed in non-increasing order of their weights wj. The crucial 
element of any method solving the problem is taking the decision whether a particular 
job is processed early or late in a schedule. 

Initial Solution. For all metaheuristic approaches proposed, an initial solution is 
determined either by Johnson’s algorithm (applied as a simple heuristic for 
F2 | dj=d | Yw) or by the list scheduling algorithm. As we have mentioned, the latter 
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method constructs a solution by scheduling jobs, selected according to a given priority 
dispatching rule [16], one by one on the machines. Based on the results obtained 
within the previous research, the maximum weight rule has been applied, for it 
allowed constructing schedules of the highest quality [7]. Since two methods of 
determining an initial solution are available, it is possible for the metaheuristics to 
start the solution space exploration from two different points, which may lead to final 
schedules of a different quality.  

Neighborhood Structures. As it was mentioned, a solution of the problem is 
described as a sequence (E, L1, L), where E denotes the set of early jobs (scheduled in 
Johnson’s order), L1 is the first late job (executed partially late either on M1 or on M2) 
and L denotes the set of late jobs (performed in non-increasing order of their weights). 
In order to explore the solution space two neighborhood structures are proposed based 
on job shifts (N1) and jobs interchanges (N2).  

In the first neighborhood, N1, a new solution is generated by selecting a late job in 
a current schedule and shifting it to the set of early activities. Since all early jobs have 
to be scheduled in Johnson’s order and to ensure that the selected activity will be 
executed totally early, it might be necessary to move some early jobs preceding it in 
Johnson’s sequence after the common due date d. On the other hand, after these 
modifications, some late jobs succeeding the chosen one in Johnson’s order might 
need shifting before d to complete a schedule. This move idea for the neighborhood 
N1 is sketched below: 

Step 1: move a job J
j
 selected from L∪{L

1
} to the set E and 

calculate Johnson’s schedule for E; 
Step 2: if the job J

j
 is late in the new subschedule for E, 

then move to the set L some early jobs J
i
 /selected in non-

decreasing order of (p
1i
+p

2i
)w

i
 values or at random/, until J

j
 

becomes early or there are no more early jobs in E to be 
moved to L; 

Step 3: add to the subschedule for E some jobs J
k
 from the set 

L∪{L
1
} succeeding J

j
 in Johnson’s order /selected in non-

increasing order of (p
1k
+p

2k
)w

k
 values or at random/, until 

the last job in E exceeds the common due date d becoming L
1
;  

Step 4: remove the job included to E as the last one and re-
include it into L, then try all jobs from L as the first 
late job and select as L

1
 the job for which the best 

criterion value has been obtained; 
Step 5: schedule all late jobs J

k
 from the set L in non-

increasing order of their w
k
 values. 

In the neighborhood N2, a new schedule is obtained by choosing a pair of jobs - 
one from the set of late ones and one from the set of early ones - and interchanging 
them between these sets. A solution modification is performed in a similar way as for 
the neighborhood N1 according to the following move scheme: 

Step 1:move a job J
j
 selected from the set E to the set L and 

disable it (i.e. exclude it from the further analysis, such 
that J

j
 cannot become early in Step 2); 

Step 2:apply move N1 to a job J
i
 selected from the set L∪{L

1
} 

The schedule modification in the neighborhood N1 as well as in N2 requires 
the application of Johnson’s algorithm, which takes O(nlogn) time (where n denotes  
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the number of jobs). In consequence, both types of moves presented are performed in 
O(nlogn) time.  

Termination Condition. The SA, TS and VNS methods are trajectory-based 
metaheuristics, i.e. they start the exploration of the solution space from an initial 
schedule, and, at each iteration, they construct a new schedule by picking up one 
solution from a given neighborhood. In the research reported, the search is terminated 
after exceeding a certain run time limit or after exceeding a given number of iterations 
without improvement in the schedule quality.  

Simulated Annealing. The SA method proposed is based on the classical framework 
of this metaheuristic (cf. e.g. [9], [11], [18]). The algorithm starts the search from an 
initial solution with an initial temperature, whose value is set as the multiplied total 
processing time. At each iteration, the method constructs a new solution from a 
current one according to the neighborhood definition N1 or N2, in which jobs for 
shifting or interchanging are selected at random or according to their weighted 
processing times. If the new schedule improves the criterion value, then it is accepted, 
otherwise it replaces the previous solution with a probability depending on the 
criterion value deterioration and the temperature value. The temperature is decreased 
at the end of an iteration according to the geometrical reduction scheme (the 
preliminary tests showed that the arithmetic reduction scheme is much less efficient 
for the problem under consideration). The search finishes after reaching 
the termination condition or the (nearly) zero temperature value. 

Tabu Search. The TS method implemented follows the classical scheme of 
this approach (cf. e.g. [9], [11], [12], [14]). In this algorithm, a new solution is 
selected from the whole neighborhood generated for a current schedule by applying 
move N1 or N2, i.e. by shifting particular late jobs early or by interchanging particular 
pairs of late and early jobs. It is possible to generate the whole set of neighbor 
solutions or the restricted one by selecting jobs for the analysis at random or 
according to their weighted processing times. In the restricted neighborhood N1 not all 
late jobs are made early, while in the restricted N2, only some pairs of early and late 
activities are considered. The best schedule from the neighborhood, which is not 
forbidden, i.e. which does not have the tabu status, becomes the starting point for the 
next iteration. The move leading to this point is stored in the tabu list, which contains 
the index/indices of the job/jobs which the move concerned. The tabu list is managed 
according to the FIFO (First In First Out) rule and its length is determined with regard 
to the number of jobs. The method stops after reaching the termination condition or 
when there is no solution in the neighborhood without the tabu status. 

Variable Neighborhood Search. The VNS method is a strategy using a local search 
algorithm and dynamically changing neighborhood structures (cf. e.g. [9], [12], [15], 
[21]). The algorithm picks at random a solution from the neighborhood generated for 
a current solution. The schedule selected becomes the starting point for a local search 
method. The role of a local search procedure is played by the simulated annealing 
(VNS-SA) or the tabu search algorithm (VNS-TS). If a resulting solution improves 
the criterion value, then it is accepted, otherwise the local search is restarted from 
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another neighbor solution generated according to a different neighborhood definition. 
The VNS method applies repeatedly the neighborhood N1 and N2 (restricted to two 
different sizes) to generate the starting points for the local search procedure. The 
variable neighborhood algorithm finishes after reaching the termination conditions. 
Since VNS calls SA or TS as subprocedures, the number of iterations without 
improvement (after which VNS should stop) has to be rather small. 

3   Computational Experiments 

Computational experiments performed within the research were devoted to comparing 
the efficiency of particular metaheuristic methods, as well as to evaluating the quality 
of their solutions with regard to the optimal schedules. Moreover, the test results 
analysis made it possible to determine some specific features of the approaches 
proposed.  

The main computational experiments were obviously preceded by a careful tuning 
process [1], [17], during which we tested the metaheuristics efficiency for different 
values of control parameters in order to determine their best settings. 

3.1   Comparison of Metaheuristic Approaches 

The first stage of the computational experiments was designed for comparing 
particular metaheuristics (SA, TS, VNS-SA, VNS-TS) and for comparing them to 
the list scheduling algorithm (LA). Since only heuristic methods were applied, big 
problem instances could be included into the test set containing 20 instances with: 

− the number of jobs equal to 20 and 200 (two instances per each number of jobs), as 
well as to 50, 80, 110 and 140  (four instances per each number of jobs),  

− the task processing times generated from the range [2, 40], 
− the job weights taken from the range [1, 5], 
− the due date equal to 40% of the half of the total job processing time. 

For each test instance, particular metaheuristic methods were run four times: 
starting from Johnson’s schedule (used as a heuristic solution for the problem under 
consideration) or from a list schedule and with a limited number of iterations without 
improvement or the run time limit as a termination condition. The values of the 
remaining control parameters were determined during the tuning process. (Obviously 
the time or iteration limit was not applied to the list scheduling algorithm, which is 
not a metaheuristic approach. Thus, double bars for LA exist in Fig. 3 and Fig. 4 for 
the sake of clarity.) 

The test results (cf. Fig. 3 and Fig. 4) showed that even a very good list schedule 
can be still improved without a huge time effort, just by performing a systematic 
search in the solution space. The metaheuristics improved the list scheduling solution 
in 70% of all tests (14 instances among 20) by 2.82‰ on average. The smallest 
improvement was equal to 0.2‰, while the maximum one was equal to 6.8‰. 
Because the list scheduling algorithm generates schedules of a very high quality, 
nearly optimal ones [8], the further improvement achieved by the metaheuristic 
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methods should be considered as notable, especially, with regard to their rather simple 
structures and the short run times. 
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Fig. 3. The number of test instances (among 20 instances) for which a particular method 
constructed the solution of the best criterion value, starting from Johnson’s schedule (J) or a list 
schedule (L), for the number of iterations without improvement and 5-second time limit as a 
termination condition 

The variable neighbourhood search method with simulated annealing appeared to 
be the best choice for the problem under consideration. It constructed the best 
schedules for all test instances independently of the termination condition applied. 
The superiority of VNS-SA resulted from the high efficiency of the simulated 
annealing algorithm. It was possible to achieve the same solution quality level by 
extending the SA’s run time to 5 seconds or by restarting it from different initial 
solutions within the VNS framework. The tabu search approach appeared to be much 
less efficient. In this case introducing a time limit as a termination condition, as well 
as multiple restarting TS within VNS did not result in a significant solution 
improvement. Taking into account the fact that the initial schedule was close to 
the optimum, searching the solution space by a single modification of a current 
schedule (as in SA) appeared to be a better approach than generating the whole 
neighborhood (as in TS), containing schedules mostly worse than the current one. 

The efficiency of the metaheuristic depends not only on its search engine, but also 
on the quality of the initial solution. TS and TS-VNS generated much better schedules 
starting from the list solution than from Johnson’s one with the worse criterion value 
(cf. Fig. 4). According to the very high efficiency of SA and VNS-SA, in their cases 
this influence is almost invisible when the performance measure value is considered; 
but it can be detected looking at the number of the best schedules constructed during 
the experiments (cf. Fig.3). Summing up, starting the search from a better (list) 
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schedule the metaheuristics were usually able to obtain the higher final solution 
quality than starting from Johnson’s schedule with a worse criterion value. 
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Fig. 4. The average distance to the best solution in [‰] for particular methods starting from 
Johnson’s schedule (J) or a list schedule (L), for the number of iterations without improvement 
and a 5-second time limit as a termination condition (restricted to instances for which a 
particular method did not find the best solution) 

The simulated annealing algorithm appeared to be extremely fast (cf. Fig. 5). For 
this reason, a 5-second time limit enforced the method to search the solution space for 
the time of 3 orders of magnitude longer than the time resulting from the termination 
condition based on the number of iterations without improvement. The long time limit 
allowed SA to leave the local optimum in the number of iterations, which would be 
not possible for the latter termination condition.  

These results showed that forcing a fast metaheuristic to the long-lasting search 
might result in an additional objective value improvement. A similar effect can be 
obtained by restarting a method from different initial solutions, as it was performed 
within the variable neighborhood algorithm.  

The tabu search approach was much more time consuming because of the necessity 
of generating the neighborhood of a current schedule (instead of a single neighbor 
solution as for SA). For the same reason, VNS-TS appeared to be the slowest 
approach. It is interesting, that for one test instance VNS-TS generated a schedule 
worse than TS. Within the variable neighborhood search, the tabu search starts from a 
solution taken at random from the neighborhood of a current schedule, which might 
be worse than this latter one. For this reason, a single run of TS, starting from a good 
schedule, could result in a higher solution quality than a few runs of TS within VNS 
initialized with worse schedules. 

3.2   Comparison of Metaheuristics to an Exact Approach 

At the second stage of the computational experiments, metaheuristic approaches were 
compared to an exact enumerative method (EM). Algorithm EM constructs all 
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possible sets of early jobs and completes them with all possible first late jobs in 
O(n2n) time. The earlier research results showed that the enumerative algorithm with 
its huge time complexity is more time efficient than the pseudopolynomial dynamic 
programming approach for the problem under consideration [8]. However, taking into 
account the exponential time complexity of the exact approach, 16 small problem 
instances were included into the test set with:  
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Fig. 5. The average run time in seconds for particular number of jobs n and the number of 
iterations without improvement as a termination condition with the logarithmic time axis 

− the number of jobs equal from 5 to 20 (with a unitary increment),  
− task processing times generated from the range [2, 20], 
− job weights from the range [1, 5], 
− the deadline equal to 40% of the half of the total processing time. 

For each problem instance the optimal solution was compared to the schedules 
constructed by the particular metaheuristics (SA, TS, VNS-SA, VNS-TS) and the list 
scheduling (LA) as well as Johnson’s algorithm (JA) (cf. Fig. 6 and Fig. 7).  
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Fig. 6. The number of optima found for 16 instances for particular methods (BMH 
denotes the best metaheuristic result) 

As one could expect, Johnson’s algorithm (JA) appeared to be the weakest method. 
It found no optimum for the test set generated and constructed schedules of the 
quality of nearly 11% worse than the optimum (because of this huge difference JA is 
not depicted in Fig. 7). On the other hand, taking into account the negligible short run  
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time and the simplicity of this procedure, the results obtained for JA can be 
considered as quite satisfying (especially, bearing in mind the fact that this algorithm 
has been designed for a different problem F2 | | Cmax [19]). 
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Fig. 7. The distance to the optimal objective value for particular methods and the best 
metaheuristic in [%] for all tests and for these tests for which a particular algorithm did not find 
the optimum 

The list scheduling algorithm was able to construct an optimal solution for only 6 
instances among 16. Moreover, it found an optimum mostly for small instances with 6 
up to 9 jobs. The simulated annealing and tabu search approaches reached the optimal 
criterion value for 10 instances, while applying these procedures within the variable 
neighbourhood search framework increased this number to 11 and 12, respectively. In 
general, the best metaheuristic solution (BMH) had the same criterion value as the 
exact one for 13 instances. BMH differed from the optimum by only 0.19%, while for 
the list scheduling one this value equals to 1.35%. Similarly as in the previous stage 
of the experiments, the highest performance in terms of the schedule quality was 
observed for VNS-SA. The multiple restarting of SA within VNS made it possible to 
additionally improve the schedules constructed by simulate annealing, whose quality 
was already quite good. The tabu search method appeared to be less efficient than SA, 
even if applied within the variable neighborhood search algorithm. 

These results showed that the specificity of the problem under consideration made 
the search difficult. Taking into account the fact that all early jobs have to be 
scheduled in Johnson’s order, the crucial decision is the selection of activities 
performed before the common due date d. In an initial (list) solution, the early jobs 
are selected based on their weights in order to increase the schedule quality already at 
the beginning of the search. When particular jobs differ only slightly in their 
processing times and weights, a further improvement of the criterion value is difficult 
and it can be obtained only by finding a very specific sequence of jobs.  

The run time comparison confirms the superiority of SA over TS applied as 
a stand-alone method as well as within the variable neighborhood approach 
(cf. Fig. 8). Moreover, the computational effort required by the enumerative algorithm 
confirms the necessity of applying heuristic procedures for hard problems. For 
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the exact approach the exponential explosion could be observed already for 18 jobs, 
while the metheuristic run time increased very slowly. 
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Fig. 8. The run time in milliseconds for particular methods 

4   Conclusions 

The work presented completed the study on the two-machine flow-shop scheduling 
problem with a common due date and the weighted late work criterion 
(F2 | dj=d | Yw), which consists of a theoretical and a computational part.  

The NP-hardness proof and the dynamic programming formulation [7] have been 
completed with the computational experiments performed for the DP algorithm, 
the simple list scheduling heuristic [8] and the more advanced metaheuristic 
approaches. The simulated annealing, the tabu search and the variable neighborhood 
search methods proposed have been based on the specific features of the problem 
under consideration.  

The computational experiments showed the superiority of the simulated annealing 
technique in terms of the time efficiency and the solution quality. An additional 
improvement could be achieved be embedding this algorithm within a variable 
neighborhood search framework.  

The test results confirmed the advantages of the metaheuristic approaches. They 
improved the solution quality with respect to the list scheduling algorithm besides 
the fact that this procedure generates nearly optimal schedules. Applying 
a systematic search through the solution space made it possible to decrease 
the objective value, even when starting from very good initial solutions. Moreover, 
the computational time requirements for this kind of optimization techniques are 
extremely small compared with exact (exponential) algorithms. 
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Abstract. This paper considers the problem of determining the quantity and 
timing of disassembling used or end-of-life products in order to satisfy the de-
mand of their parts or components over a finite planning horizon. We focus on 
the case of single product type without parts commonality, i.e., assembly prod-
uct structure. The objective is to minimize the sum of setup, disassembly opera-
tion, and inventory holding costs. Several properties of optimal solutions are de-
rived, and then a branch and bound algorithm is developed based on the La-
grangian relaxation technique. Results of computational experiments on ran-
domly generated test problems show that the algorithm finds the optimal solu-
tions in a reasonable amount of computation time. 

1   Introduction 

Disassembly has become a major issue for countries and companies due to the obliga-
tion to the environment and the society and its profitability incurred from remanufac-
turing used or end-of-life products. In the mean time, disassembly scheduling has 
become an important problem in the area of operations planning in disassembly sys-
tems. In general, disassembly scheduling is defined as the problem of determining the 
quantity and timing of disassembling (used or end-of-life) products in order to satisfy 
the demand of their parts or components over a planning horizon. In general, disas-
sembly scheduling is known to have more complex computational complexity than 
ordinary production planning in assembly systems because of the difference in the 
number of demand sources [2]. 

Previous research has addressed several cases of the disassembly scheduling prob-
lem and these can be classified according to two aspects: (single or multiple) product 
types and (with or without) parts commonality [5]. Here, the parts commonality im-
plies that products or subassemblies share their parts/components. For the case of 
single product type without parts commonality, Gupta and Taleb [2] suggest a re-
versed form of the material requirement planning (MRP) algorithm without explicit 
objective function. Lee et al. [8] consider the case with resource capacity constraints 
and suggest an integer programming model. Recently, Lee and Xirouchakis [7] sug-
gest a heuristic algorithm for the objective of minimizing various costs related with 
disassembly systems. As a variant of the problem with single product type, the case of 
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single product type with parts commonality is considered. Taleb et al. [11] suggest 
another MRP-like heuristic algorithm for the objective of minimizing the number of 
products to be disassembled, and Neuendorf et al. [9] suggest Petri-net based algo-
rithm for the problem of Taleb et al. [11]. For the case with multiple product types 
and parts commonality, Taleb and Gupta [10] suggest a two-phase heuristic for two 
independent objectives of minimizing the number of products to be disassembled and 
minimizing the product disassembly costs, and Kim et al. [4] suggest a heuristic algo-
rithm based on a linear programming relaxation approach for the objective of mini-
mizing the sum of setup, disassembly operation, and inventory holding costs, and 
perform a case study. Recently, Lee et al. [6] suggest integer programming models for 
all cases and they require excessive computation time.  

This paper focuses on the case of single product type without parts commonality, 
i.e., assembly product structure, and suggests an optimal solution algorithm for the 
objective of minimizing the sum of setup, disassembly operation, and inventory hold-
ing costs. Although Lee et al. [6] tried to obtain the optimal solutions using an integer 
programming approach, it is not efficient in that excessive amounts of computation 
time are required. Instead, a branch and bound algorithm, after deriving several opti-
mal properties, is suggested using the Lagrangian relaxation technique. Here, the 
Lagrangian relaxation technique is used to obtain a good initial solution and good 
lower and upper bounds. 

2   Problem Description 

In the disassembly structure of single product type without parts commonality, the 
root item represents the (used or end-of-life) product to be ordered and disassembled, 
and the leaf items are the parts or components to be demanded and not to be disas-
sembled further. A parent item denotes an item that has more than one child and a 
child item denotes an item that has only one parent. Figure 1 shows an example of the 
disassembly product structure. In the figure, item 1 denotes the root item and items 6 
to 12 denote leaf items. The number in parenthesis represents the yield of the item 
obtained when its parent is disassembled. 

Fig. 1. Disassembly product structure: an example 

Now, the disassembly scheduling problem considered in this paper is defined as fol-
lows: for a given disassembly structure, the problem is to determine the quantity and 
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timing of ordering the root item and disassembling each parent item in order to satisfy 
the demand of leaf items over a planning horizon. The objective is to minimize the sum 
of setup, disassembly operation, and inventory holding costs. The setup cost implies the 
cost required for preparing the corresponding disassembly operation. It is assumed that 
the setup cost occurs in a period if any disassembly operation is performed in that pe-
riod. In general, the setup cost is significant since most disassembly operations are per-
formed manually [3]. The disassembly operation cost is the cost proportional to the 
labor or machine processing time required for performing the corresponding disassem-
bly operation, and the inventory holding cost occurs if items are stored to satisfy future 
demand, and they are computed based on the end-of-period inventory. Other assump-
tions made in this problem are summarized as follows: (a) (used or end-of-life) products 
can be obtained whenever ordered; (b) demand of leaf items is given and deterministic; 
(c) backlogging is not allowed and hence demands are satisfied on time; (d) 
parts/components are perfect in quality, i.e., no defectives are considered. 

The problem is formulated as an integer programming model. In the model, with-
out loss of generality, all items are numbered with integers 1, 2, … il, … N, where 1 
and il denote the indices for the root item and the first leaf item, respectively. The 
notations used are summarized below. 

Parameters  
si setup cost of parent item i   
pi disassembly operation cost of parent item i  
hi inventory holding cost of item i  
dit demand of leaf item i in period t   
aij yield of item j obtained by disassembling one unit of item i (i < j) 
Ii0 initial inventory of item i  

ϕ(i) parent of item i  
H(i) set of child items of parent item i 
M arbitrary large number 

Decision variables  
Xit disassembly quantity of item i in period t  
Yit = 1 if there is a setup for item i in period t, and 0 otherwise  
Iit inventory level of item i at the end of period t  

Now, the integer program is given as follows. 

[P1]  Minimize 
1 1

1 1 1 1 2 1

l li i NT T T

i it i it i it
i t i t i t

s Y p X h I
− −

= = = = = =
⋅ + ⋅ + ⋅  

subject to  

, 1 ( ), ( ),it i t i i i t itI I a X X−= + ⋅ −  for i = 2, 3, … il−1  and  t = 1, 2, … T (1) 

, 1 ( ), ( ),it i t i i i t itI I a X d−= + ⋅ −  for i = il, il+1, … N  and  t = 1, 2, … T (2) 

it itX M Y≤ ⋅  for i = 1, 2, … il−1 and  t = 1, 2, … T (3) 

{0,1}itY ∈  for i = 1, 2, … il−1 and  t = 1, 2, … T (4) 
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0itX ≥  and integer for i = 1, 2, … il−1 and  t = 1, 2, … T (5) 

0itI ≥  and integer for i = 2, 3, … N and  t = 1, 2, … T (6) 

The objective function denotes the sum of setup, disassembly operation, and inven-
tory holding costs. Constraints (1) and (2) define the inventory flow conservation of 
non-root items at the end of each period. Note that no inventory flow conservation 
constraint is needed for the root item since its surplus-inventory results in unnecessary 
cost increase. Constraint (3) guarantees that a setup cost in a period is incurred if any 
disassembly operation is performed in that period.  

3   Problem Analysis 

In this section, we analyse the problem considered in this paper. First, the original 
model [P1] is transformed into another one so that the Lagrangean relaxation tech-
nique can be applied more effectively. Second, the properties of optimal solutions are 
derived which are used to reduce the search space in the branch and bound (B&B) 
algorithm suggested in this paper.   

3.1   Problem Reformulation  

The integer program [P1] can be reformulated by substituting and eliminating inven-
tory variables. The equation used is given below. 

( )0 ( ), ( ),
1

t

it i i i i j ij
j

I I a X Qϕ
=

= + ⋅ −  for i = 2, 3, … N and t = 1, 2, … T, 

where Qit = Xit  for i = 2, 3, … il−1  and  t = 1, 2, … T, and Qit = dit for i = il, il+1, … N  
and  t = 1, 2, … T. Then, the objective function of [P1] becomes  

1 1

1 1 1 1

l li iT T

i it it it
i t i t

s Y c X R
− −

= = = =
⋅ + ⋅ + . 

Here, { }01 1l

N T t
i i iji i t jR h I d= = == ⋅ − , a constant that can be eliminated from further 

consideration, and cit is defined as follows: 

( )
( )

1it i k ik
k H i

c p T t h a
∈

= + − + ⋅ ⋅   for i = 1 and t = 1, 2, … T, 

( ) ( )
( )

1 1it i k ik i
k H i

c p T t h a T t h
∈

= + − + ⋅ ⋅ − − + ⋅  for i = 2, 3, … il−1 and t = 1, 2, … T. 

Also, a new demand constraint is added to the reformulation since it is needed in 
the Lagrangean relaxation technique used when obtaining lower bounds. To explain 
the new demand constraint, let L(i) and P(i, j) denote the set of leaf items among 
successors of parent item i and the path from parent item i to leaf item j, respectively. 
For example, L(2) = {8, 9, 10, 11, 12} and P(2, 12) = 2 5 12 in Figure 1. Then, the 
new demand constraint can be represented as  

0 0
( )1 1

max
t t

e e
ij ij i i

e L ij j

X D A I
∈= =

≥ − +  for i = 1, 2, … il−1 and t = 1, 2, … T  (7) 
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where e
itD  and 0

e
iA  denote the transformed demand and the transformed initial inven-

tory of item i in period t associated with the demand of leaf item e. More specifically,  
e
kte

it
ik

D
D

a
=  , e

et etD d=  for k ∈ H(i)  P(i, e), and  

0
0 0

e
ke

i i
ik

A
A I

a
= + , 0 0

e
e eA I=  for k ∈ H(i)  P(i, e).  

In the new demand constraint, the maximum term is inserted since the demand of 
each item in L(i) can be satisfied by disassembling item i to the maximum amount so 
that the demands of all leaf items in L(i) are satisfied.  

Then, the alternative formulation without inventory variables is given as follows. 

[P2]  Minimize 
1 1

1 1 1 1

l li iT T

i it it it
i t i t

s Y c X
− −

= = = =
⋅ + ⋅  

subject to  

0
1 1

t t

ik ij kj k
j j

a X Q I
= =

⋅ ≥ −  for i = 1, 2, … il−1, k ∈H(i), and t = 1, 2, … T (6′) 

and (3) – (5) and (7).  

In the reformulation [P2], the new constraint (7) does not affect the optimal solution 
since all demands can be satisfied with constraint (6′). However, it is added to the 
reformulation since the bounding method in the B&B algorithm is based on the La-
grangean relaxation of constraint (6′) and hence there is no way to satisfy demands of 
leaf items in the relaxed problem without constraint (7). 

3.2   Properties of Optimal Solutions  

This section presents the properties that characterize the optimal solutions. As stated 
earlier, the properties are helpful to reduce the search space. Note that the properties 
can be applied to model [P2] since [P1] and [P2] are mathematically equivalent. Be-
fore presenting the properties, we make the following assumption: 

( )
i k ik

k H i

h h a
∈

≤ ⋅  for  i = 2, 3, … il−1 (8) 

This assumption is not very restrictive since the inventory holding cost is directly 
related to the item value. That is, the item value may increase as the disassembly 
operations progress.  

Proposition 1 is an extension of the well-known zero-inventory property for lot siz-
ing problem. 

Proposition 1.  For the disassembly scheduling problem [P1], there exists an optimal 
solution that satisfies 

, 1

( )
min 0k t

it
k H i ik

I
X

a
−

∈
⋅ =  for i =1, 2, … il−1 and t = 1, 2, … T (9) 

where •  gives the largest integer that is less than or equal to•. 

Proof. Suppose that there is an optimal solution such that Xiv > 0 and Ik,v–1 ≥ aik for all 
k ∈ H(i), i.e.,   
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, 1

( )
min 0k v

iv
k H i ik

I
X

a
−

∈
⋅ > . 

We show that this leads to a contradiction. Let u be the last setup period prior to pe-
riod v (> u), such that Xiu > 0 and Xit = 0 for t = u+1, u+2, … v–1. Then, the current 
solution can be improved in two ways. 

(i) Consider an alternative solution in which iu iuX X′ = −  and the others are the 
same, which satisfies (9) for item i in period v, i.e.,  

, 1

( )
min 0k v

k H i ik

I

a
−

∈

′
= , where , 1

( )
min k v

k H i ik

I

a
−

∈
=  

Then, the inventory level is changed as follows: 

it itI I′ = +  for t = u, u+1, … v−1,  

kt kt ikI I a′ = − ⋅  for k ∈ H(i) and t = u, u+1, … v−1, and 

it itI I′ =  for the others.  
Therefore, the alternative solution increases the inventory holding cost of item i 
and decreases the inventory holding costs of its leaf items defined as  

1 1 1

( ) ( )

( ) 0
v v v

i k ik i k ik
t u k H i t u t u k H i

h h a h h a
− − −

= ∈ = = ∈
⋅ − ⋅ ⋅ = − ⋅ ⋅ ≤ , 

while setup and disassembly operation costs are not affected. Note that for the root 
item, the first term in the above equation can be eliminated. Therefore, the alterna-
tive solution reduces the total cost because of the assumption (8).  

(ii) Consider another alternative solution such that iu iu ivX X X′ = + , 0ivX = , and the 
others are the same, which satisfies (9) for item i in period v. Then, the inventory 
level is changed as follows: 

it it ivI I X′ = −  for t = u, u+1, … v−1,  

kt kt ik ivI I a X′ = + ⋅  for k ∈ H(i) and t = u, u+1, … v−1, and 

it itI I′ =  for the others.  
Therefore, the alternative solution results in the decrease of the inventory holding 
cost of item i, the increase of the inventory holding costs of its leaf items, and the 
decrease of setup costs of item i, while the disassembly operation cost is not af-
fected by the change. The total cost change is defined as 

1 1

( )

v v

k ik iv i iv i
k H i t u t u

h a X h X s
− −

∈ = =
⋅ ⋅ − ⋅ − , 

Therefore, we can see that the alternative solution improves the current one if 
1

( )

( )
v

i k ik iv i iv
t u k H i

s h a X h X
−

= ∈
≥ ⋅ ⋅ − ⋅ . 

From (i) and (ii), we can see that the current solution can be improved and hence is 
not optimal. This completes the proof.  
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Proposition 1 implies that we can search a limited set of feasible solutions when find-
ing the optimal solutions. Here, the subset is characterized by the set of solutions such 
that item i is disassembled in period t, i.e., Xit > 0, if and only if its child items satisfy 

{ }, 1
( )

min / 0.k t ik
k H i

I a−
∈

=  

Proposition 2 given below is an extension of the nested property of Crowston and 
Wagner [1] for the lot sizing problems, which describes the condition that if an item is 
assembled in a period, its parent item should be also assembled in that period. 

Proposition 2. For the disassembly scheduling problem [P1], there exists an optimal 
solution that satisfies the following condition: Xit > 0 implies that at least one of its 
child items satisfies Qkt > 0 for i =1, 2, … il−1 and k ∈ H(i). 

Proof. Suppose that there is an optimal solution that does not satisfy the condition. 
Then, we show that this leads to a contradiction. Suppose that in the optimal solution, 
Xiu > 0 and Qku = 0 for all k ∈ H(i), i.e., parent item i is disassembled in period u 
while any child item of item i is not disassembled or demanded in that period. Let v (> 
u) be the next disassembling or demanding period of child item k ∈ H(i).  

Consider an alternative solution defined as: iv iv iuX X X′ = + , 0iuX ′ = , and the oth-
ers are the same. Then, the inventory level is changed as follows: 

it it iuI I X′ = +  for t = u, u+1, … v−1,  

kt kt ik iuI I a X′ = − ⋅  for k ∈ H(i) and t = u, u+1, … v−1, and 

it itI I′ =  for the others. 
Therefore, the alternative solution results in the decrease of the inventory holding 
costs of the child items and the increase of the inventory holding cost of the parent 
item. This can be formally described as  

1 1 1

( ) ( )

( ) 0
v v v

i iu k ik iu i k ik iu
j u k H i j u j u k H i

h X h a X h h a X
− − −

= ∈ = = ∈
⋅ − ⋅ ⋅ = − ⋅ ⋅ ≤  

while it results in no change of the setup and the disassembly operation costs. Here, 
the first term can be eliminated for the root item. From this, we can see that the alter-
native solution can be improved and hence is not optimal. This completes the proof.  

An immediate outcome of Proposition 2 is that the optimal solution satisfies the 
property that Xit = 0 if Xkt = 0 for all k ∈ H(i).  

4   Branch and Bound Algorithm 

This section presents the B&B algorithm that can give the optimal solutions. First, the 
branching scheme is explained with the definition of the subproblem at each node of 
the B&B tree. Second, the Lagrangean relaxation based methods to obtain the lower 
and upper bounds are explained. As in the ordinary B&B algorithm, each node of the 
B&B tree can be deleted from further consideration (fathomed) if the lower bound at 
the node is greater than or equal to the incumbent solution, i.e., the smallest upper 
bound of all nodes generated so far.  
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4.1   Branching  

We first define the B&B tree that can generate all possible solutions. To explain the 
B&B tree, an example with three parent items and two planning periods is shown in 
Figure 2. Each level corresponds to the setup variable Yit, and the level number in-
creases from the last parent item il−1 to the root item 1 and for each item, from the 
first period to the last. (See Figure 2.) Two branches emanate from each node, which 
are associated with 1 (left side) and 0 (right side) of the corresponding setup variable, 
respectively. By doing this, we can generate all possible solutions. In this branching 
scheme, the variables related with the first period, i.e., Yi1 for i = 1, 2, … il–1, are set 
to 1 to satisfy the demand requirements, and from Proposition 2, Yit is set to 0 if Ykt = 
0 for all k ∈ H(i). These can reduce the number of branches.   

As stated earlier, each node in the B&B tree corresponds to a partial solution asso-
ciated with nodes: from that node to the root. Suppose that the current node is associ-

ated with item i′ and period t′, the corresponding partial solution is F
itY for t =1, 2, …T 

if i = i′+1, i′+2, ... il–1 and t = 1, 2, … t′ if i = i′, and the last setup period be period l 

in the current partial solution, such that 1F
itY = and 0F

itY = for t = l+1, l+2, … t′. 
Then, the solution value of the partial solution after branching becomes  

11

1 1 1

( ) ( )
lil T

F F F F
i i t i t i t i it it it

t i i t

V s Y c X s Y c X
−−

′ ′ ′ ′
′= = + =

= ⋅ + ⋅ + ⋅ + ⋅ , 

where the disassembly quantity F
itX corresponding to the fixed setup schedule F

itY  
can be obtained as (using Proposition 1)  

1 1

0 0
( ) ( )1 1

max ( ) / max ( ) /
v t

F
it kj k ik kj k ik

k H i k H ij j

X Q I a Q I a
− −

∈ ∈= =
= − − − . 

In the current subproblem, items i′, i′+1, i′+2, ... il–1 can be regarded as leaf items 
since their disassembly schedules are fixed using the above method. The new leaf 
items are defined as follows:  

E−  = {i′, i′+1, … e−} for t = 1, 2, … l−1 

E+ = {i′+1, i′+2, … e+} for t = l, l+1, … T 

1 (Y3,l)

2 (Y3,2)

3 (Y2,l)

4 (Y2,2)

5 (Y1,l)

6 (Y1,2)

Root node

Level
1 0

1
1 (Y3,l)

2 (Y3,2)

3 (Y2,l)

4 (Y2,2)

5 (Y1,l)

6 (Y1,2)

Root node

Level
1 0

1

 
Fig. 2. The branch and bound tree: an example 
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where all ( )max { min },i k H ie i k−
′∈= <  and all ( 1)max { min }i k H ie i k+

′∈ += < if i′ <  il−1 

and N, otherwise. For example, in Figure 1, if i′ = 4, t′ = 4, and l = 4 in the current 
node, E−  = {4, 5, 6, 7} for t = 1, 2, 3, and E+  = {5, 6, 7, 8, 9} for t = 4, 5, … T, where 
e− = 7 and e+ = 9. Then, using the new leaf items defined above, L(i), the set of leaf 
items among successors of parent item i, is modified as ( )L i E−⊂ for t = 1, 2, … l−1 

and ( )L i E+⊂ for t = l, l+1, … T. 

Based on the above terms and the problem [P2], the current subproblem can be 
formulated as follows.  

[CP] Minimize 
1

1 1

( ) ( )
i T T

i it it it i i t i t i t
i t t l

V s Y c X s Y c X
′−

′ ′ ′ ′
= = =

+ ⋅ + ⋅ + ⋅ + ⋅  

subject to  

0
1 1

t t

ik ij kj k
j j

a X Q I
= =

⋅ ≥ −  for i = 1, 2, … i′−1, k ∈H(i), and t = 1, 2, … T (6′′) 

0 0
( )1 1

max
t t

e e
ij ij i i

e L ij j

X D A I
∈= =

≥ − +  for i = 1, 2, … i′−1 and t = 1, 2, … T (7′) 

it itX M Y≤ ⋅  for i = 1, 2, … i′−1 and  t = 1, 2, … T (3′) 

{0,1}itY ∈  for i = 1, 2, … i′−1 and  t = 1, 2, … T (4′) 

0itX ≥  and integer for i = 1, 2, … i′−1 and  t = 1, 2, … T (5′) 
1

0
1 1

t t l
F

i k i j kj i k i j k
j l j j

a X Q a X I
−

′ ′ ′ ′
= = =

⋅ ≥ − ⋅ −   for k ∈H(i′) and t = l, l+1, … T (6′′a)  

1

0 0
( ) 1 1

max
t t l

e e F
i j i j i i i j

e L ij l j j

X D A I X
−

′ ′ ′ ′ ′
′∈= = =

≥ − + −  for t = l, l+1, … T (7′a) 

i t i tX M Y′ ′≤ ⋅  for t = l, t′+1, … T (3′a) 

{0,1}i tY ′ ∈  for t = l, t′+1, … T (4′a) 

0i tX ′ ≥  and integer for t = l, t′+1, … T (5′a) 

1i lY ′ =  and 0i t i tY X′ ′= =    for t = l+1, l+2, … t′ (10) 
   
For node selection (or branching), the depth-first rule is used. In the rule, if the cur-

rent node is not fathomed, the next node to be considered is the left node among its 
child nodes, i.e., the child node on the left is considered before the right. When a node 
is fathomed, we go back on the path from this node toward the root node until we find 
the first node with a child node that has not been considered yet, i.e., backtracking. 

4.2   Bounding 

As stated earlier, the lower and upper bounds are obtained using the Lagrangean re-
laxation technique. In this section, we explain the method to obtain the relaxed prob-
lem at each node of the B&B tree, which gives the lower bounds directly from its 
optimal solution as well as the upper bounds after modifying its optimal solution into 
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the one that satisfies the constraints of the original problem. Note that the relaxed 
problem can be decomposed into the single item lot-sizing problems and hence can be 
solved with a polynomial-time algorithm. 

Obtaining the lower bounds  
At each node of the B&B tree, the relaxed problem is obtained from relaxing (6′′) and 
(6′′a) from the subproblem [CP] and can be represented as follows.  

[LR] ( )
1

1 1

min ( ) ( )
i T T

i it it it i i t i t i t
i t t l

LB s Y v X s Y v X R
′−

′ ′ ′ ′
= = =

′= ⋅ + ⋅ + ⋅ + ⋅ +λ  

subject to 0ikt ≥  for i = 1, 2, … i′−1, k ∈H(i), and t = 1, 2, … T 

 0i k t′ ≥  for k ∈H(i′) and t = l, l+1, … T 

 and (3′), (4′), (5′), (7′), (3′a), (4′a), (5′a), (7′a), and (10). 

In the objective function,   

1 1 1 1
(1)

T

t t k kj
k H j t

v c a
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T T

it it ik ikj i ij
k H i j t j t
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t lT
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Q a X I
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′∈ = = =

+ ⋅ − ⋅ − . 

Here, λitk is the Lagrangean multipliers corresponding to (6′′) and (6′′a), and R′  is a 
constant and hence can be eliminated from further consideration.  

The relaxed problem [LR] can be decomposed into the following mutually inde-
pendent problems [SPi], i = 1, 2, … i′: 

[SPi] Minimize 
1 1

T T

i it it it
t t

s Y v X
= =

⋅ + ⋅  

subject to 0ikt ≥    for k ∈H(i) and t = 1, 2, … T   

 and (3′), (4′), (5′), and (7′) 

′[SP ]i Minimize ( )
T

i i t i t i t
t l

s Y v X′ ′ ′ ′
=

⋅ + ⋅  

subject to 0i kt′ ≥  for k ∈H(i′) and t = l, l+1, … T 

 and (3′a), (4′a), (5′a), (7′a), and (10) 

Each of the problems [SPi] can be considered as the single item lot-sizing problem 
that is the same as that of Wagelmans et al. [12] except for the maximum terms in the 
constraints. Therefore, a lower bound can be obtained by solving problems [SPi] using 
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the algorithm suggested by Wagelmans et al. [12], and the best one can be obtained 
with the Lagrangean dual problem given below: 

( ) max ( )LB LB=∗
λ

λ λ  

The Lagrangean multipliers are updated using the subgradient optimization method. 
In this method, the followings: 

1 * *
0

1
max 0, ( )w

t
w w
ikt ikt ik ij kj k

j
a X Q I+

=
= − ⋅ ⋅ − +λ λ α     

 for i = 1, 2, … i′−1, k ∈ H(i), and t = 1, 2, … T 
1

1 * *
0

1 1
max 0, w

t t l
w w F
i kt i kt i k i j kj i k i j k

j l j j
a X Q a X Iλ λ α

−+
′ ′ ′ ′ ′ ′

= = =
= − ⋅ ⋅ − + ⋅ +  

 for k ∈ H(i′) and t = l, l+1, … T 

where w
itk  and *

itX denote the multiplier values and the optimal solution of the relaxed 
problem [LR] at iteration w, respectively. Also, αw denotes the step sizes at iteration 
w, updated by 

2 2
1 1

* * * *
0 0

1 ( ) 1 1 ( ) 1 1

( )

( )

w w

w

i t t t lT T
F

ik ij kj k i k i j kj i k i j k
i k H i t j k H i t l j l j j

UB LB

a X Q I a X Q a X I
′− −

′ ′ ′ ′
′= ∈ = = ∈ = = = =

−=

⋅ − + + ⋅ − + ⋅ +

λ
 

where UB is the best upper bound and δw (0 < δw ≤ 2) is a constant, which is initially 
set to 2 and is halved if LB(λw) has not been improved in a given number of iterations. 
Finally, the algorithm is terminated after a given number of iterations, i.e., when the 
iteration count (w) reaches a given limit (W). 

Obtaining the upper bounds  
To obtain the upper bound at each node of the B&B tree, the decomposed problem 
[SPi] is modified so that a feasible solution for the original problem [CP] is obtained. 
To do this, the following constraints are used instead of (7′) and (7′a) in [SPi].  

01

( )1
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t
t kj kj

ij
k H ij ik

Q I
X

a
=
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−
≥   for i = 1, 2, … i′−1 and t = 1, 2, … T 

1
01 1
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t l F
t kj i k i j kj j

i j
k H ij l i k

Q a X I
X

a

−
′ ′= =

′
′∈ ′=

− ⋅ −
≥  for t = l, l+1, … T 

The constraints given above are the modifications of (6′′) and (6′′a), in which the 
maximum terms are added. The modified problem can be also considered as the sin-
gle item lot-sizing problem, and hence solved easily. Then, by solving the subproblem 
recursively from parent item i′ to the root item 1, we can obtain a feasible solution for 
the original problem [CP]. Note that in the B&B algorithm, the initial solution is ob-
tained by solving the modified problem after setting i′ = il−1, t′ = 0, and l = 0. Now, 
after obtaining the solution of the modified problem, the upper bound is calculated as  

1

1 1

( ) ( )
i T T

i it it it i i t i t i t
i t t l

UB V s Y c X s Y c X
′−

′ ′ ′ ′
= = =

= + ⋅ + ⋅ + ⋅ + ⋅ . 
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5   Computational Experiments 

This section presents the test results on the B&B algorithm suggested in this paper. 
For this purpose, we generated 60 test problems randomly using the disassembly 
structure given in Figure 1, i.e., 10 problems for each combination of two levels of the 
amount of setup cost (low and high) and three levels of the number of periods (10, 20, 
and 30). In the problem set, inventory holding costs were generated from DU(5, 10) 
for leaf items and U(0.2, 0.4)⋅ k∈H(i) hk⋅aik for parent item i. Here, DU(a, b) and  
U(a, b) are discrete and continuous uniform distributions with the range [a, b], respec-
tively. Also, disassembly operation costs were generated from DU(50, 100), and setup 
costs were generated from DU(500, 1000) and DU(5000, 10000) for the cases of low 
and high setup cost, respectively. Finally, the demand in each period was generated 
from DU(50, 200) and the initial inventory was set to 0 without loss of generality. 
 

Table 1. Test results for the B&B algorithm 

(a) Case of low setup costs 

Number Period 
10 20 30 Problem 

nN
† CPU nN CPU nN CPU 

1 65 0.11 419 0.59 121 0.75 
2 55 0.11 83 0.34 103 0.73 
3 1 0.00 1 0.00 1 0.00 
4 151 0.13 175 0.40 473 1.28 
5 59 0.11 1 0.00 1 0.01 
6 1 0.04 139 0.39 889 1.91 
7 71 0.11 215 0.43 439 1.23 
8 11 0.10 5 0.28 1 0.01 
9 47 0.10 127 0.37 621 1.54 

10 1 0.00 181 0.41 2053 3.41 
† number of nodes generated in the B&B algorithm. 

(b) Case of high setup costs 

Number Period 
10 20 30 Problem 

nN
† CPU nN CPU nN CPU 

1 3787 1.02 − − − − 
2 569 0.24 8831 6.41 − − 
3 1157 0.38 1531913 1077.77 − − 
4 1 0.00 465 0.65 54287 82.63 
5 1761 0.51 1089983 791.05 − − 
6 5911 1.40 678445 492.43 − − 
7 2289 0.67 2662965 1936.69 − − 
8 941 0.33 − − − − 
9 4767 1.20 − − − − 

10 735 0.25 25699 17.25 178353 255.62 
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Two performance measures were used in the test: number of nodes generated in the 
B&B algorithm and CPU seconds. Here, we set the time limit as 3600 seconds for the 
B&B algorithm due to the computational burden. Also, the parameters for the La-
grangean relaxation technique were set after a preliminary test. They are as follows. 
the iteration limit W was set to 1000 and 3 for the initial problem and subproblems, 
respectively; and w was set to 2 initially and halved if the lower bound has not been 
improved in 10 and 1 iterations for the initial problem and subproblems, respectively. 
The B&B algorithm was coded in C and run on a Pentium processor (800 MHz). 

The test results are summarized in Table 1. It can be seen from the table that the 
B&B algorithm solved quickly up to the problems with 30 periods for the case of low 
setup costs and 10 periods for the case of high setup costs. For these cases, the num-
bers of nodes generated were very small, which implies that the Lagrangean lower 
bounds suggested in this paper works well. As anticipated, the CPU seconds increase 
as the problem complexity (in terms of the number of periods) increases. Neverthe-
less, for the case of low setup costs, the number of periods has slightly impact on the 
performance of the B&B algorithm. Therefore, we can see that the amount of setup 
costs has highly impact on the performance and the lower and upper bounds obtained 
from solving the subproblems may not be close to the optimal solution value.  

6   Concluding Remarks 

In this paper, we considered the problem of determining the quantity and timing of 
disassembling used or end-of-life products in order to satisfy the demand of their parts 
or components over a finite planning horizon. Among various cases of the problem, 
we focus on the case of single product type with assembly structure for the objective 
of minimizing the sum of setup, disassembly operation, and inventory holding costs. 
Several optimal properties are derived which are used to develop the Lagrangean 
relaxation based B&B algorithm suggested in this paper. Test results showed that the 
B&B algorithm gives the optimal solutions for most of the test problems.   
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Abstract. In this paper we present a highly modular planning system
architecture. It is based on a proper formal account of hybrid planning,
which allows for the formal definition of (flexible) planning strategies.
Groups of modules for flaw detection and plan refinement provide the ba-
sic functionalities of a planning system. The concept of explicit strategy
modules serves to formulate and implement strategies that orchestrate
the basic modules. This way a variety of fixed plan generation procedures
as well as novel flexible planning strategies can easily be implemented
and evaluated. We present a number of such strategies and show some
first comparative performance results.

1 Introduction

Hybrid planning – the combination of hierarchical task network (HTN) planning
with partial order causal link (POCL) techniques – turned out to be most appro-
priate for complex real-world planning applications [1,2,3]. Here, the solution of
planning problems often requires the integration of planning from first principles
with the utilization of predefined plans to perform certain complex tasks.

Up to now the question of how suitable strategies for hybrid planning, which
actually exploit the merge of the two planning paradigms, should look like has
rarely been addressed. Nor have existing strategies been systematically compared
or evaluated in this context.

In this paper we present a highly modular architecture that can serve as an
experimental platform for the implementation of hybrid planning systems and
respective strategies as well as for their evaluation and comparison. Based on a
formal account of hybrid planning, which provides formal definitions of flaws and
plan modification steps, and the relation between both, elementary modules for
flaw detection and plan modification are specified. These modules implement not
only the basic functionalities of the system described in previous work [2], but
also for any hybrid planning system which operates on the plan space. In order
to design the behavior (strategy) of a particular planning system, the concept of
a so-called strategy module is provided. As strategy modules are able to organize
the interplay between flaw detection and plan modification in various ways,
total freedom is given for the design of planning strategies. This does enable the
empirical evaluation of search control for hybrid planning and in addition allows
for the definition of novel flexible planning strategies, which are independent

U. Furbach (Ed.): KI 2005, LNAI 3698, pp. 249–263, 2005.
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from the actual planning methodology. These flexible planning strategies act
opportunistically instead of following a fixed plan generation schema.

The rest of the paper is organized as follows. In Section 2 we present the
formal framework on which our hybrid planning approach relies. Basic plan-
ning system components and the design of strategies are presented in Section 3.
In Section 4 we introduce various such strategies and show some comparative
experimental results in Section 5.

2 Basic Definitions

Our hybrid planning formalism relies on a logical language L = {P, C, V, O, T}.
P and C are non-empty, finite sets of predicate and constant symbols. V is a
finite set of variables. O denotes a non-empty finite set of operator symbols, T a
finite set of task symbols. All sets are assumed to be disjoint and each element
of P , O, and T is assigned a natural number denoting its arity.

An operator schema o(τ̄ )=(prec(o(τ̄ )),add(o(τ̄ )), del(o(τ̄ ))) specifies the pre-
conditions and the positive and negative effects of that operator (o ∈ O, τ̄ =
τ1, . . . , τn with τi ∈ {C ∪ V } for 1 ≤ i ≤ n and n being the arity of o). Precon-
ditions and effects are sets of literals and atoms over P ∪ C ∪ V , respectively. A
ground instance of an operator schema is called an operation. A state is a finite
set of ground atoms and an operation o(c̄) is applicable in a state s iff for the
positive literals in the precondition of o: prec⊕(o(c̄)) ⊆ s and for the negative
literals: prec�(o(c̄)) ∩ s = ∅. The result of applying o(c̄) in state s is a state
s′ = (s ∪ add(o(c̄))) \ del(o(c̄)). Operators are also called primitive tasks.

Abstract actions are represented by complex tasks. In hybrid planning, com-
plex tasks, like primitive ones, show preconditions and effects. They are defined
by task schemata t(τ̄ ) = (prec(t(τ̄ )), add(t(τ̄ )), del(t(τ̄ ))) for t ∈ T . A decom-
position method m = (t(τ̄ ), d) relates a complex task t(τ̄ ) to a task network or
partial plan d. This task network can be seen as a pre-defined implementation
of t(τ̄ ).

A task network over L is a tuple (TE,≺, V C, CL) with TE being a set of task
expressions te = l : t(τ1, . . . , τm), where l represents a unique label, t ∈ T ∪ O,
and τi ∈ V ∪ C for 1 ≤ i ≤ m. ≺ is a set of ordering constraints imposing a
partial order on TE. V C denotes a set of variable constraints (equations and
inequations), which codesignate and non-codesignate variables in TE with vari-

ables or constants. CL is a set of causal links tei
φ−→ tej with tei, tej ∈ TE and φ

being a literal with σ(φ) ∈ σ(prec(tej)) and σ(φ) ∈ σ(add(tei)), if φ is positive,
and σ(|φ|) ∈ σ(del(tei)), if φ is negative. σ is a V C-compatible variable substi-
tution, i.e. a substitution consistent with the variable constraints. A causal link
indicates that a task (l : ti(τ̄ )) establishes a precondition of a task (l′ : tj(τ̄ ′)).

Definition 1 (Planning Problems). A planning problem (d, T, M) consists of
an initial task network d, a set of task and operator schemata T, and a set M of
methods to implement the complex tasks in T.
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Given a planning problem (d, T, M), a hybrid planning system transforms d
into a task network that is a solution to the problem.

Definition 2 (Solutions). A partial plan P = (TE,≺, V C, CL) over L is a
solution to a planning problem (d, T, M) iff the following conditions hold.

1. for all (l : t(τ̄ )) ∈ TE : t ∈ O (the plan is primitive)
2. for all te ∈ TE : te �≺∗ te, where ≺∗ denotes the transitive closure of ≺

(the partial order on task expressions is acyclic)
3. for all v ∈ V : V C �|= v �= v (V C is consistent)
4. for all v ∈ V occuring in TE, there exists c ∈ C such that V C |= v = c

(the plan is fully instantiated)
5. for all (tei

φ−→ tej) ∈ CL : tej �≺∗ tei (CL is compatible with ≺)

6. for all te ∈ TE, there exists a set {tei
φi−→ te|1 ≤ i ≤ k} ⊆ CL such that

prec(te) ⊆
⋃

1≤i≤k φi (all preconditions of each task are established)

7. for all (tei
φ−→ tej) ∈ CL, there exists no tek with tek �≺∗ tei and tej �≺∗ tek,

and σ(φ) ∈ σ(del(tek)), if φ is positive, or σ(|φ|) ∈ σ(add(tek)) if φ is nega-
tive for a V C-compatible variable substitution σ (all tasks are applicable)

In order to obtain a solution, an initial task network is stepwise refined by
adding new tasks and constraints – causal links, ordering and variable constraints
– and by replacing abstract tasks through appropriate partial plans as specified
by the given decomposition methods. The following plan modifications are used
to perform these plan refinements.

Definition 3 (Plan Modifications). A plan modification m is a pair
(mod, E⊕ ∪ E�) with mod denoting the modification class. E⊕ and E� are ele-
mentary additions and deletions of plan components, respectively. The set of all
plan modifications is denoted by M and grouped into subsets Mmod for given
classes mod.

For a partial plan P = (TE,≺, V C, CL) over L = {P, C, V, O, T} and a
planning problem (d, T, M), the following classes of plan modifications do exist:

1. (InsertTask, {⊕te,⊕(te
φ−→ te′),⊕(v1 = τ1), . . . , ⊕(vk = τk)}) with te = l :

t(τ̄ ) �∈ TE, t ∈ T, being a new task expression to be added, te′ ∈ TE, and
σ′(φ) ∈ σ′(add(te)) for positive literals φ, σ′(|φ|) ∈ σ′(del(te)) for negative
literals, and σ′(φ) ∈ σ′(prec(te′)) with σ′ being a V C′-compatible substitu-
tion for V C′ = V C ∪ {vi = τi|1 ≤ i ≤ k}.

2. (AddOrdConstr, {⊕(tei ≺ tej)}) for tei, tej ∈ TE
3. (AddVarConstr, {⊕(v = τ)}) for codesignating and (AddVarConstr, {⊕(v �=

τ)}) for non-codesignating variables v ∈ V with terms τ ∈ V ∪ C.
4. (AddCLink, {⊕(tei

φ−→ tej),⊕(v1 = τ1), . . . ,⊕(vk = τk)}), with tei, tej ∈ TE.
The codesignations represent variable substitutions, such that there exists a
V C′-compatible substitution σ′ for V C′ = V C ∪ {(v1 = τ1), . . . , (vk = τk)}
for which σ′(φ) ∈ σ′(add(tei)) for positive literals φ, σ′(|φ|) ∈ σ′(del(tei))
for negative literals, and σ′(φ) ∈ σ′(prec(tej)).
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5. Given an abstract task expression te = l : t(τ̄ ) in TE, l ∈ T and a method
m = (t, (TEm,≺m, V Em, CLm)) in M:

(ExpandTask, {2te} ∪ {⊕tem|tem ∈ TEm}∪
{⊕(tem1 ≺ tem2)|(tem1 ≺m tem2)}∪
{⊕(tem1

φ−→ tem2)|(tem1
φ−→ tem2) ∈ CLm}

{⊕(v = τ)|(v = τ) ∈ V Cm} ∪ {⊕(v �= τ)|(v �= τ) ∈ V Cm}∪
{2(te′ ≺ te),⊕(te′ ≺ tem)|(te′ ≺ te), tem ∈ TEm}∪
{2(te ≺ te′),⊕(tem ≺ te′)|(te ≺ te′), tem ∈ TEm}∪
{2(te

φ−→ te′),⊕(tem
φ−→ te′)|(te φ−→ te′) ∈ CL,

tem ∈ TEm, |φ| ∈ add(tem) ∪ del(tem)}∪
{2(te′

φ−→ te),⊕(te′
φ−→ tem)|(te′ φ−→ te) ∈ CL,

tem ∈ TEm, φ ∈ prec(tem)}

During an expansion the abstract task is replaced by the decomposition network
with all its sub-tasks being ordered between the predecessors and successors of
the abstract task and with all the causalities re-distributed among the appro-
priate sub-tasks1. In this paper we omit the use of axiomatic state refinements
as presented in previous work [2], thereby restricting task networks occuring
in methods to those in which all preconditions and effects of the abstract task
explicitly occur.

Plan modifications are the canonical generators for a refinement-based plan-
ner: starting from an initial task network, the current plan is checked against
the solution criteria, and while not all of them are met, plan modifications are
applied. If no applicable modification exists, backtracking is performed. In or-
der to make the search more systematic and efficient, we want the algorithm to
focus on those plan modification steps which are appropriate to overcome the
deficiencies in the current plan. To this end, we make these deficiencies explicit
by representing solution criteria violations as flaws which literally “point” to
critical components of the plan. Flaws will be used to trigger the selection of
appropriate plan modifications.

Definition 4 (Flaws). A flaw f is a pair (flaw, E) with flaw indicating the
flaw class and E being a set of plan components the flaw refers to. The set of
flaws is denoted by F with subsets Fflaw for given labels flaw.

The set F of flaw classes in a partial plan (TE,≺, V C, CL) over L addresses
the solution criteria and consists of the following sub-sets:

1. (AbstrTask, {te}) with te = l : t(τ̄ ) ∈ TE, t ∈ T being an abstract task
expression

2. (OrdIncons, {te1, . . . , tek}) with tei ∈ TE, tei ≺∗ tei, 1 ≤ i ≤ k, i.e. if ≺∗

defines a cyclic partial order
1 If the causal links cannot be re-distributed unambiguously, e.g., if there are two tasks

in the expansion network which carry the appropriate precondition, one expanding
modification is generated for each such permutation.
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3. (VarIncons, {v}) with v ∈ V being a variable for which V C |= v �= v holds
4. (OpenVarBind, {v}) with v ∈ V being a variable occurring in TE and there

exists no constant c ∈ C with V C |= v = c
5. (OrdIncons, {te1, te2}) with te1, te2 ∈ TE being causally linked task expres-

sions, say te1
φ−→ te2 ∈ CL, for which te2 ≺∗ te1 does hold

6. (OpenPrec, {te, φ}) with φ ∈ prec(te), te ∈ TE denotes a not fully supported

task, i.e. for the subset of te-supporting causal links {tei
φi−→ te|1 ≤ i ≤ k} ⊆

CL we find
⋃

1≤i≤k φi ⊂ prec(te)

7. (Threat, {tei
φ−→ tej, tek}) with tek �≺∗ tei or tej �≺∗ tek and there exists

a V C-compatible substitution σ such that σ(φ) ∈ σ(del(tek)) for positive
literals φ and σ(|φ|) ∈ σ(add(tek)) for negative literals

3 Strategic Hybrid Planning

Based on the formal notions of plan modifications and flaws, arbitrary planning
strategies can be defined. A planning strategy specifies how and when the flaws
in a partial plan are eliminated through appropriate plan modification steps. As
a prerequisite, we therefore need to define the conditions under which a plan
modification can in principle eliminate a given flaw.

Definition 5 (Suitable Modifications). A class of plan modifications Mm ⊆
M is suitable for a class of flaws Ff ⊆ F iff there exists a partial plan P , which
contains a flaw f ∈ Ff , and a modification m ∈ Mm such that the refined plan
P ′ = app(m, P ) does not contain f.

From the definition of modifications it follows that an eliminated flaw cannot
be re-introduced, i.e. once f has been eliminated from P it does not appear in any
successor plan obtained by the application of a sequence of plan modifications.

Relying on the above definitions the following “advice” or trigger function
α : 2F → 2M relates flaws and suitable modifications.(The suitability proofs are
omitted for lack of space.)

Definition 6 (Modification Triggering Function). Flaws in a partial plan
can be removed by triggering the application of suitable plan modification steps
according to the following function:

α(Fx) =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

MExpandTask if Fx = FAbstrTask

MAddCLink ∪ MInsertTask ∪ MExpandTask if Fx = FOpenPrec

MExpandTask ∪ MAddOrdConstr ∪ MAddVarConstr if Fx = FThreat

MAddVarConstr if Fx = FOpenVarBind

∅ if Fx = FOrdIncons

∅ if Fx = FVarIncons

This definition clearly displays the flexibility of hybrid planning. Supplying a
precondition literal for a task te can not only be done by adding a causal link or
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inserting a “producing” task appropriately; it can also be done by decomposing
a complex task – not ordered “behind” te – that produces the desired effect
through tasks occurring in its expansion network. In a similar fashion, threats of
causal links can not only be addressed through the usual placing of threatening
tasks outside the scope of the causal links or by decoupling variable constraints. If
abstract tasks are involved in the threat situation, hybrid planning can also make
use of task decomposition for producing “overlapping” task networks that may
offer less strict promotion or demotion opportunities, since the causalities in the
expansion network are typically linked from and to several of the introduced sub-
tasks. As a side effect, the variable constraints of such a network may also rule
out the threat. Ordering cycles and variable inconsistencies obviously cannot be
resolved by adding constraints. Therefore, they do not trigger any modification.

As an important feature of our approach, the explicitly stated trigger function
allows to completely separate the computation of flaws from the computation
of modifications, and in turn both computations can be separated from search
related issues. The system architecture relies on this separation and exploits
it in two ways: module invocation and interplay are specified through α while
the explicit reasoning about search can be performed on the basis of flaws and
modifications without taking their actual computation into account. The issued
flaws can only be addressed by the assigned modification generators; if none
can solve the flaw, the system has to backtrack. Hence, we can map flaw and
modification classes directly onto groups of modules which are responsible for
their computation, thereby encapsulating both the detection of solution criteria
violations and the computation of possible modifications.

Definition 7 (Detection Modules). A detection module x is a function which
given a partial plan P returns all flaws of type x that are in P :

fdet
x : P → 2Fx

It ranks these flaws according to its local priorities. FOpenPrec flaws are, e.g.,
prioritized according to the number of literals in the tasks’ preconditions.

Definition 8 (Modification Modules). A modification module y is a func-
tion which computes all modification steps of type y addressing the flaws in a
partial plan:

fmod
y : P × 2Fx → 2My for My ⊆ α(Fx)

These modules also prioritize their answers with local preferences. Priorities for
modifications in MInsertTask correlate with the number of available task schemata
and implied variable constraints, for example. Furthermore, the modification
generators store information about which flaw a modification refers to, so that
the strategy is able to look up corresponding flaw/modification pairs if required.

Based on the detected flaws and proposed modifications, a separate search
strategy chooses a plan modification step to remove these flaws.
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Definition 9 (Strategy Modules). A strategy module z is a function which
selects plan modifications for application to a current plan. It is defined by the
projection

fstrat
z : P × 2F × 2M → M ∪ ε

Strategies discard a current plan P if any flaw remains un-addressed by the
associated modification modules, i.e., if for any fdet

x and fmod
y1

, . . . , fmod
yn

with
My1 ∪ . . . ∪ Myn = α(Fx): ⋃

1≤i≤n

fmod
yi

(P, fdet
x (P )) = ∅

The following generic algorithm implements the stepwise refinement of par-
tial plans and is used as the core component of any planning system to be
implemented within our architecture:

plan(P, T, M):
F ← ∅
for all fdet

x do
F ← F ∪ fdet

x (P )
if F = ∅ then

return P
M ← ∅
for all Fx = F ∩ Fx with Fx �= ∅ do

answered ← false
for all fmod

y with My ⊆ α(Fx) do
M ′ ← fmod

y (P, Fx)
if M ′ �= ∅ then

M ← M ∪ M ′

answered ← true
if answered = false then

return fail
return plan(apply(P, fstrat

z (P, F, M)), T, M)
Please note, that the algorithm does not depend on the deployed modules,

since the options to address existing flaws by appropriate plan modifications is
defined via the α function. The call of the strategy function z is of course the
backtracking point of the system.

4 Search Strategies

The following adaptations of strategies taken from the literature illustrate the
potential of our framework. Most planning algorithms follow a fixed preference
relation on flaws and/or plan modifications. For example, a hybrid variant of
the HTN-based UMCP strategy [4] prefers task decomposition steps until at the
primitive plan level:

fstrat
UMCP (P, F, M) = m ∈

{
select(M ∩ MExpandTask) if F ∩ FAbstrTask �= ∅
M otherwise
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The task selection function for decomposition select returns expansion refine-
ments according to heuristics like fewest alternatives first which returns a mod-
ification from the smallest answering set of an abstract task flaw. Additional
heuristic selection functions can be called, e.g. selecting expansions with a min-
imal number of added tasks, variables, or constraints.

Another example for a successful hybrid planning strategy is that of the
OCLh system [5]: Expand then Make Sound. Our EMS variant alternates task
expansions with other modifications such that a task expansion is only performed
if no other flaws are issued (only expand the next abstract task if the network
is sound):

fstrat
EMS (P, F, M) = m ∈

{
select(M ∩ MExpandTask) if F ∩ (F \ FAbstrTask) = ∅
M otherwise

Regarding the modification selection for decomposition, it relies on the local
preferences of the modification module.

Although widely considered to be much more related to UMCP, the Shop
planning strategy turns out to be very close to OCLh when mirrored in our
hybrid framework. Shop follows the paradigm to generate plans by expanding
abstract tasks in the order in which they are to be executed, thereby always
updating the current state from the initial situation until the point of task exe-
cution [6]. This can be translated into solving all but the abstract task flaws, as
far as these open precondition, etc. flaws concern those primitive tasks which are
ordered before the first complex task. Let Tleft be the set of such “first” complex
tasks and Tbefore the tasks ordered before them.

fstrat
SHOP (P, F, M) = m ∈

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
select(M ∩ MExpandTask)

if F ∩ (F \ FAbstrTask) = ∅
for tf in f, f ∈ F, tf ∈ Tbefore and

tm in m, m ∈ M, tm ∈ Tleft

M otherwise

The main difference between more generalized techniques in the spirit of
least commitment planning and the above fixed strategies is the exploitation of
flaw/modification information: the “classical” strategies are flaw-dependent as
they primarily rely on a flaw type preference schema, and modification-dependent
as their second criterion is usually the modification type.

Least Committing First is a generalized variant of Least Cost Flaw Repair [7],
a flexible strategy which selects modifications that address flaws for which the
smallest number of modifications has been found (this corresponds to a LCFR
with uniform modification costs). Thanks to our framework’s formal basis and
uniform representation, we can easily apply this heuristic to hybrid planning as
well, thereby combining it with the principles from the UMCP fewest alternatives
first task expansion selection.

Definition 10 (Least Committing First). Let f ∈ F be a flaw and
m1, . . . , mn ∈ M an arbitrary set of modifications. We define the committing
level f of such a flaw as follows:
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f(f, {m1, . . . , mn}) =

⎧⎨⎩
0 for n = 0
1 + f(f, {m1, . . . , mn−1}) for mn answering f
f(f, {m1, . . . , mn−1}) otherwise

The Least Committing First strategy selects from the set of modifications, an-
swering flaws with a minimal f value.

fstrat
LCF (P, F, M) = m ∈ {mf |f ∈ min(f(f, M))

It can easily be seen, that this is a flexible strategy, since it does not depend
on the actual types of issued flaws and modifications: it just compares answer
set sizes in order to keep the branching low. As an interesting historic note,
many classical strategies have been formulated in terms of this more general
flaw repair costs, their algorithmic procedure however jams these principles into
a fixed preference schema like the ones presented above, and uses them only as
a tie-break rule for equal preferences.

Going one step further in this direction, the problem of modification selection
can also be tackled by comparing the triggering flaws and identifying commonly
affected parts of the plan.

Let f ∈ F be a flaw structure (l, {e1, . . . , en}). We define the HotSpot value
g of such a flaw, given alternatives f1, . . . , fm, as follows:

g(f, {f1, . . . , fm}) =

⎧⎪⎪⎨⎪⎪⎩
0 if m = 0
g(f, {f1, . . . , fm−1}) if f = fm

g(f, {f1, . . . , fm−1})
+|{e1, . . . , en} ∩ {em1 , . . . , emn}| otherwise

Let us look deeper into the structure of our plan components which typically
consist of “smaller” elements, say e1, . . . , ev: A task can be decomposed into the
task itself, its argument variables, and its literal sets; causal threats into the
producer, the consumer, the threatening task, and the protected condition, etc.
With this decomposition, we can extend g to a heuristic h of finer granularity.

h(f, {f1, . . . , fm}) =

⎧⎪⎪⎨⎪⎪⎩
0 if m = 0
h(f, {f1, . . . , fm−1}) if f = fm

h(f, {f1, . . . , fm−1})
+|{e1, e11 . . . , env} ∩ {em1 , em11

. . . , emnv
}| otherwise

The HotSpot values g and h determine the number of overlapping elements
within flaws, e.g. an abstract task with two arguments and with an open pre-
condition increases the heuristic value g of the two respective flaws by 1 and the
h value by 3 (assuming that the two argument variables appear in the precon-
dition). The rationale behind this calculations is that a plan might have “weak
points” at which numerous deficiencies can be found, and that refinements for
fixing these problems typically interfere with each other. We therefore advise
the system to solve isolated sub-problems first – a very strong notion of least
commitment.
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Definition 11 (HotSpot Avoidance Strategy). The HotSpot Avoidance
strategy chooses those modifications which try to solve the flaws with the low-
est HotSpot h values.

fstrat
HotSpot(P, F, M) = selectg({mf |f ∈ min(h(f, F ))})

The selection function uses the heuristic g to prioritize the modifications with
minimal h value. This hot spot avoidance seems counter-intuitive, since one
would expect that concentrating on “common issues” would be comparably ef-
fective like it has turned out to be the case in constraint satisfaction. The DPLL
search algorithm, e.g., gains its performance through dealing with the most con-
strained variables first. Early experiments have shown, however, that a hot spot
seeking heuristic performs significantly worse than the presented one. We be-
lieve, that this is due to hidden dependencies between the modifiaction steps
on different levels of plan development: the influence of modification choices
on later choices are not trivially visible – a HotSpot-like heuristic on the com-
peting modifications for a given HotSpot candidate shows, e.g., that typically
these modifications show no commonalities, while the consequences in the next
planning cycle, however, are dramatically which in turn tends to lead to a high
number of backtrackings at an early stage. In contrast, our hot spot avoidance
strategy tries to solve those problems in the plan first, which are not subject to
competing solution proposals and are therefore very likely to be solved by any
of the few proposals. As a side effect, these modifications typically reduce the
number of modification proposals for the hot spots indirectly by constraining
involved step orderings or variable assignments, etc.

5 Experimental Results

For a first evaluation of strategies, we have chosen a former planning competition
benchmark for HTN systems, the UMTranslog domain as it has been shipped
with UMCP. This domain deals with transportation and logistic problems on
a structured territory: packages have to be delivered to customers by various
means. The abstraction hierarchy on actions structures the transportation vari-
ants: between cities in the same and in different regions, using transportation
hubs, handling valuable and hazardous packages, etc. Our system builds upon a
sorted logic, so we translated the type predicates into a corresponding sort hi-
erarchy; additional type annotations for indicating physical properties, etc., are
represented via multiple super-sorts (cf. Fig. 1). Between network constraints are
mapped on respective causal links, while most of the initially and finally
constraints were translated into preconditions and effects of the corresponding
abstract task.

The planning problems we considered consisted of one to five abstract trans-
portation tasks for delivering a package to a chosen destination provided with
enough transportation means in the initial state to do so in parallel. Solution
plan length varied from 3 to 6 times the number of initial tasks.
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The competing search strategy classes were the fixed preference based fstrat
EMS

(which shows basically the same behaviour as our fstrat
SHOP implementation) and

fstrat
UMCP against the flexible fstrat

LCF and fstrat
HotSpot. We used an adaption of the

breadth-first plan selection heuristic as defined in [8]. The actual plan selection
implementation, however, turned out to have a minor influence on the overall
performance. Please note, that a direct comparison between our results and those
in the original literature is neither intended nor adequate, because their original
focus lay on different domains and plan generation paradigms. They have rather
to be viewed as representatives of specific search schemata.

Equipment

Object

Liquid

Package

Physical

Traincar

Vehicle

Road-Route

Route

Air-Route

Livestock-Vehicle
Livestock

Auto

Steel

Bulky

Money/Art

Regular

Valuable

Train-Station-Hub

Hub

Train-Station

Train

Ice

Refrigerated

Flatbed-Vehicle

Flatbed

Package-Storage-Position

City Location

Armored-Vehicle

Armored

Hazardous

Thing

Crane

Post-Office

Not-TCenter

City-Location

Armored-Delivery-Van

Truck

Chemicals

Perishable

Tanker

Region

Lumber

TCenter

Granular

Speciality

Tanker-Vehicle

Customer-Location

Parcels

Ore

Hopper

Airplane

Regular-Vehicle

Rail-Route

Airport-Hub
Airport

Hopper-Vehicle

Cars

Sand

Mail

Local-Road-Route

Plane-Ramp

Fig. 1. The sort hierarchy used in the UMTranslog domain. Grey boxes indicate ab-
stract sorts for which no instances are allowed.

Table 1 shows the average results for 10 runs per problem in terms of the
number of examined plans, the number of discarded plans (backtracking), and
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the ratios of flaws and modifications selected to the ones issued (i.e. options
which have been pruned by the strategy). The latter indicates how much the
strategies’ modification selection pruned the search space. The last two columns
show the longest path generated during search and the number of plan modifi-
cation steps that constitute the first solution.

Table 1. Experimental results

fstrat size bt % det % mod max sol
Initial Tasks: 1
UMCP 5 0 26.3 1.5 6 6
EMS 6 0 42.9 4.1 6 6
LCF 5 0 26.3 1.4 6 6
HotSpot 5 0 66.7 6.3 6 6
Initial Tasks: 2
UMCP 17 1 17.9 0.7 12 12
EMS 22 4 35.9 7.0 16 16
LCF 18 4 17.6 13.1 16 16
HotSpot 17 1 82.9 8.2 12 12
Initial Tasks: 3
UMCP 32 3 16.1 0.4 19 19
EMS 45.2 5.4 25.8 4.3 23 23
LCF 32 6 15 1.8 23 23
HotSpot 32 3 76.9 9.9 19 19
Initial Tasks: 4
UMCP 49.3 5.6 18.8 0.3 28 27
EMS 75 4.4 22.7 4.2 28 28
LCF 49.2 5.6 20.3 2.8 27 27
HotSpot 50 6 50.9 8.2 28 27
Initial Tasks: 5
UMCP 157 43.4 18.9 0.3 40 40
EMS 142.2 15.6 17.0 3.8 43 43
LCF 75 13 19.5 3.3 40 40
HotSpot 82 14.8 50.2 8.5 40 40

The results indicate that a flexi-
ble strategy guides the system reason-
ably well through the search space.
The fixed strategies seem not to run
into purely branching related prob-
lems, their cut-down of detections and
modifications appears to work much
better than for HotSpot. In the runs
on 3 initial tasks, e.g., fstrat

EMS generates
plans which have on average only 1.75
relevant flaws and 4.72 modifications,
while fstrat

LCF plans even show 2.2 flaws
and 5.36 modifications. Deeper analy-
sis of their logs however reveals, that
fstrat

LCF and fstrat
HotSpot prune much bet-

ter in the early cycles (differences in
the search space development are de-
picted in Figure 2). The low number
of HotSpot’s detection pruning results
from choosing symmetric variable as-
signments which leave a lot of them
un-selected for application after a so-
lution has been found.

The results support our claim:
letting the modules perform their
planning-specific computation focuses
search on a set of qualitatively good
refinements, which carry enough infor-
mation for a de-coupled strategy to
properly judge the alternatives. It has
also to be stressed that the participat-

ing strategies and modules did not undergo any kind of heuristic fine tuning of
parameters and alike. What we report are results merely obtained by simple se-
lection principles which are still open to all kind of performance enhancements.
Furthermore, the results have been obtained for problems which are solvable
by HTN-only systems to meet literature’s standards on common ground. We
note that despite performing competitive in the structurally better understood
“HTN-part”, the flexible strategies – and in particular fstrat

HotSpot – improve their
performance significantly on partially specified initial task networks with goal
conditions.
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Fig. 2. An example for the structure of the examined search spaces with the fstrat
LCF

(lower right corner) and fstrat
EMS (upper left corner) strategy

6 Related Work

Our approach relates to a number of proposed planning architectures. In the
O-Plan system [9], e.g., a blackboard is modified by integrated detection and
modification modules writing their highest ranked flaws on the agenda of a search
controller which then selects one entry by triggering the respective knowledge
source to perform its highest prioritized modification. The strategy’s options are
formulated in terms of delegating plan manipulations to the knowledge sources.
Thus, it lacks the sort of flexibility that is the main characteristic of our approach.

Representatives for application frameworks or class-library toolboxes for
building planning applications are Aspen [10] and work in the context of the
Planform project [11]. They provide planning-specific data infrastructure, sup-
portive inference mechanisms, and algorithmic templates, in order to facilitate
rapid planning application development “out-of-the-box”. I.e., they deliver pieces
of a planning software independently from the architecture, while our view is
centered on the architecture which allows for flexible planning system designs.

The approach by Yang et al. [12] addresses challenges in search-based ap-
plications from the software engineering point of view by proposing planning
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specific design patterns. The most important challenge is a reusable search en-
gine, which our approach clearly provides. The problem of “obscurity of module
boundary” does not apply to our system, because modules are strictly defined
along flaw detection and plan modification.

From a technical point of view, the idea of mapping hybrid planning onto
search through the space of plan refinements has been discussed in [13]. In this
view, the algorithm uses reduction schemata where available and cares about
primitive actions otherwise. Abstract conditions are closed by specific “phantom
establishers” that are identified at a later stage. Conflict detection and resolution
can only be done at the primitive level. Castillo et al. also use a flaw-based
approach to hybrid planning, focusing on the acting entities in plan execution
[1]. Specific abstraction-aware causal links manage causality issues during task
expansions, thereby resulting in a co-ordinated combination of POCL and HTN
methods. As opposed to both approaches, our methods substantially rely on a
proper formal foundation of hybrid planning and make use of the explicit flaw
and modification structures. It is these features that provide the capability to
perform any kind of flexible strategy in our framework.

7 Conclusion

We have presented a novel architecture for planning systems. It relies on a formal
account of hybrid planning, which allows to decouple flaw detection, modification
computation, and search control. Planning capabilities, like HTN and POCL,
can easily be combined by orchestrating respective elementary modules via an
appropriate strategy module. The implemented system can be employed as a
platform to implement and evaluate various planning methods and strategies. It
can be easily extended to additional functionality, e.g. integrated scheduling [14]
and probabilistic reasoning [15,16], without implying changes to the deployed
modules – in particular flexible strategy modules – and without jeopardizing
system consistency through interfering activity.

First experiments indicated that flexible planning strategies offer good results
for hybrid planning problems. Although this analysis has to be refined by further
experimentation with other domains and problems, it is a first step towards a
systematic examination of planning algorithm characteristics. Furthermore, it
opens the perspective for the development of novel sets of planning strategies
which might be more widely applicable and it encourages the creation of better
informed, paradigm-independent heuristics in the fashion of fstrat

HotSpot.
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Abstract. Heuristic search has been widely applied to classical plan-
ning and has proven its efficiency. Even GraphPlan can be interpreted
as a heuristic planner. Good heuristics can generally be computed by
solving a relaxed problem, but it may be difficult to take into account
enough constraints with a fast computation method: The relaxed prob-
lem should not make too strong assumptions about the independence
of subgoals. Starting from the idea that state-of-the-art heuristics suffer
from the difficulty to take some interactions into account, we propose
a new approach to control the amount and nature of the constraints
taken into account during a reachability analysis process. We formalize
search space splitting as a general framework allowing to neglect or take
into account a controlled amount of dependences between sub-sets of the
reachable space. We show how this reachability analysis can be used to
compute a range of heuristics. Experiments are presented and discussed.

Keywords: Classical Planning, GraphPlan, Heuristics, Search Algo-
rithms, Search Space Splitting, STRIPS.

1 Introduction

A classical planning task is defined by an initial state I, a final state G and a
set of actions A. The goal is to find the action sequence leading from I to G.
The formalism used to describe states and actions is PDDL [1], a refinement
from STRIPS [2]. This language is a subset of the first order logic and it allows
to manipulate non-instantiated predicates and objects. We call an instantiated
predicate a fact. States of the world are sets of facts. The set of all possible facts
for a planning task is noted F . An action a ∈ A is defined by the usual triple
〈pre(a), add(a), del(a)〉.

One of the most efficient planning methods is heuristic planning [3]. Heuristics
can be computed by considering a relaxed problem that is much quicker to solve
(e.g. by neglecting interactions between actions or between facts).

GraphPlan [4] performs an approximate reachability analysis by neglecting
some constraints: it solves a relaxed problem by assuming that all actions can be
applied simultaneously (except for mutex actions). In terms of heuristic search,
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the planning graph assesses a lower bound of the length of the shortest paral-
lel plan [5]. The search algorithm employed is a version of IDA∗ [6]. HSP [7]
computes its heuristic by assuming that subgoals are independent: It does not
take any interaction into account. HSPr [5] takes some negative interactions into
account while computing its heuristic (a1 and a2 have a negative interaction if
del(ai)∩(add(aj)∪pre(aj)) �= ∅, (i, j) ∈ {(1, 2), (2, 1)}). It uses a WA∗ algorithm
performing a backward search from the goals to find a valid plan. FF [8] uses a
relaxed GraphPlan (without mutex propagation nor backtrack) to compute an
approximation of the length of the solution, i.e. the length of a solution to the
relaxed problem: This heuristic takes into account some positive interactions,
but no negative effects. The search is performed using an Enforced Hill Climb-
ing algorithm. YAHSP [9] uses FF heuristic, but searches for a solution by using
an elaborated version of the Enforced Hill Climbing Algorithm preserving the
completeness. Fast Downward [10] computes its heuristic by translating STRIPS
problems into causal graphs. This method allows to take into account some in-
teractions that are neglected by others heuristics. In particular more dead-ends
are detected. Recent work by Haslum et al. [11] presents refinements of two ex-
isting admissible heuristics (pattern database and hm). The search algorithm
employed is A∗.

Although heuristic methods are the most efficient approaches, it seems that
they have reached a limit [3]. The main problem of existing approaches is their
lack of flexibility: They use a fixed relaxation scheme, and the problems are
always relaxed the same way. The same relaxation scheme is used on problems
having different structures. This phenomenon explains why some particular plan-
ners are good on some particular domains (i.e. problem families). Our idea is
to propose a more flexible relaxation scheme in order to adapt the amount and
nature of neglected interactions to the structure of the problem. We propose
and formalize search space splitting as a general framework allowing to neglect
or take into account a controlled part of the problem constraints. Some plan-
ning systems build their search space by explicitly visiting instantiated reachable
states. Some others, like GraphPlan, develop a leveled planning graph in which
each level contains an aggregation of several states. Search space splitting is
a compromise between those two extremes: Some states are fully instantiated,
while some others are grouped together.

In section 2, we formalize the search space splitting. Section 3 presents the
use of our theoretical core as a flexible reachability analysis scheme. In section 4,
we show how we have used the search space splitting to build a heuristic planner
for sequential planning. Section 5 presents some experiments and results. Section
6 offers concluding remarks.

2 Search Space Splitting: A Theoretical Core

2.1 Intuitions and Motivations

In GraphPlan, the number of levels of the planning graph may be a very poor
estimate of the exact length of the solution: In the building phase, GraphPlan
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groups together incompatible facts into sets (levels) that contain a number of in-
coherences. In terms of reachability analysis, the successive action layers encode
an estimate of an optimal parallel plan.

On the contrary, a naive tree exploration (FSS: Forward State Search) will
separate each individual state during the tree construction. The depth of the
tree (when the goals are reached) is the exact length of an optimal solution. In
terms of reachability analysis, the successive action nodes between the root and
the goals encode an optimal plan.

GraphPlan’s approximation is too coarse. A tree exploration would compute
a perfect heuristic, but in an exponential time. By reintroducing a tree struc-
ture into a disjunctive planning graph, we aim at combining the advantages of
GraphPlan (i.e. a compact structure) and a tree exploration (i.e. accuracy of
the reachability analysis). In a splitted planning graph, facts are grouped into
different nodes at each level k instead of one undistinguished set of facts Lk (like
in GraphPlan). For that purpose, it is necessary to split the levels into different
nodes constitutive of the tree structure.

Splitting the planning graph allows to better approximate the solution plans.
For instance, two incoherent sets of facts can be splitted into two distinct nodes
to take more constraints into account. In consequence, some actions will not be
introduced as early as in a GraphPlan-like building phase. Therefore, the depth
of the planning graph (when it reaches the goals) is increased, getting closer to
the optimal plan length.

2.2 Definitions and Graph Construction

An elaborated version of the following definitions, properties and theorems can
be found in [12] (proofs are also detailed). The splitted planning graph is a
leveled tree structure. The nodes can be either sets of facts (fact nodes) or sets
of actions (action nodes). Each level contains a fact layer (set of fact nodes) and
an action layer (set of action nodes), except the first level which only contains the
root I. Mutex relations are not explicitly considered when building the graph.

Definition 1 (Fact node). We call Nf j
i ∈ 2F the jth fact node of the level i.

We call Nf i = {Nf 1
i , . . . ,Nf nf i

i } the set of fact nodes at level i; nf i is the number
of fact nodes at level i.

Each fact node Nf j
i from level i is connected to one or several action nodes at

level i + 1. All actions having their preconditions satisfied in Nf j
i are introduced

in the planning graph (in one or several action nodes). We distinguish branching
actions and non-branching actions.

Definition 2 (Non-branching actions set). The set AGPr ⊆ A contains the
actions which are applied in a relaxed way: By ignoring delete lists.

Definition 3 (Branching actions set). The set AFSS ⊆ A contains the ac-
tions which are applied with their delete lists.
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Remark: AFSS ∩ AGPr = ∅ and AFSS ∪ AGPr = A.
Like in a relaxed GraphPlan, non-branching actions can be grouped together

in the same action node. When a branching action is introduced in the graph, it
leads to the creation of a new action node. Branching and non-branching actions
are determined prior to the building phase.

Definition 4 (Splitting strategy). A splitting strategy Ssplit is a function
from A to B:

Ssplit : A −→ B with

⎧⎨⎩
∀ a ∈ A :
Ssplit(a) = 1 if a ∈ AFSS

Ssplit(a) = 0 if a ∈ AGPr
(1)

The splitting strategy is the “branching rule” of the tree structure introduced
in the planning graph. An action contained in AFSS will introduce a new branch
in the planning graph when applied. The splitting level t is the percentage of
splitting actions (|AFSS | = t.|A|).

Definition 5 (Action node). We call Naj
i ∈ 2A the jth action node of the

level i. There exists two types of action nodes:

– nodes Naj
i such that Naj

i = {a} with Ssplit(a) = 1. Such nodes are called
splitting action nodes;

– nodes Naj′

i′ such that |Naj′

i′ | ≥ 1 and ∀a ∈ Naj′

i′ , Ssplit(a) = 0.

We call Nai = {Na1
i , . . . ,Nanai

i } the set of action nodes at level i; nai is the
number of action nodes at level i.

Each action node Naj
i from level i is connected to a fact node Nf j

i at level
i. Nf j

i results from the application of actions contained in Naj
i (the application

function depends on the type of action node: With or without relaxation).

Definition 6 (Splitted planning graph). Given a planning task P = 〈A, I, G〉,
a splitting strategy Ssplit and k ∈ N. We call the k-order splitted planning graph
Gs

k the couple 〈Nk,Ak〉. Nk is the set of nodes; Ak is the set of arcs:

Nk =
⋃

i=0,...,k

(Nai ∪ Nf i) (2)

Ak =
⋃

i=0,...,k

(Api ∪ Aai) (3)

Api ⊆ Nai × Nf i−1 is the set of precondition arcs between action nodes from
level i and fact nodes from level i − 1.
Aai ⊆ Nai × Nf i is the set of application arcs between action nodes from level i
and fact nodes from level i.
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Fig. 1. A splitted planning graph

Figure 1 shows a splitted planning graph (splitting action nodes are in grey).
The time complexity to build such a structure using a naive algorithm would be
exponential. For this reason, we have implemented a memorization mechanism
to prune useless branches. This technique allows avoiding to build several times
the same sub-graph: During the building phase, each fact node is stored. If it
happens that a new fact node is equal to an already memorized fact node, the
corresponding action nodes are not built. A fact node is described by a vector
v ∈ {0, 1}|F | (v[i] gives the truth value of the ith fact). The vectors are stored
in a decision tree (DT). Read and write operations in the DT are in constant
time (|F |). Thanks to this mechanism, we can also ensure that the construction
process terminates (i.e. the graph stabilizes: There exists a level k such that all
succeeding levels are equivalent).

2.3 Time Complexity

Complexities are based on the number of node creations.
Worst case: In this case, the DT is useless: Each node has to be computed.
Worst case complexity is in O((t.|A|)k).
Best case: The algorithm builds only one node per level. This case happens
when all potential nodes to be computed in a given level where already built
and memorized in a previous level. In this case the complexity is linear (the
algorithm will build k nodes for a k-order splitted planning graph).
Average: We consider that only some actions are applicable on each fact node.
Practically speaking, fact nodes which are close to the root do not contain enough
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facts for a large amount of actions to be applicable. On the contrary, fact nodes
which are close to the leaves contain more facts and more actions will then be
applicable. In consequence, the branching factor tends to rise with the depth.
Similarly, the number of already visited fact nodes rises with the depth. Thanks
to our memorization mechanism, an already visited fact node will not lead to an
action node. This feature tends to decrease the branching factor with depth.

The average complexity is too difficult to be computed analytically. We rather
remark that the graphs built by our algorithm are incomplete trees. We can
reasonably compare the average time complexity of our tree construction to well
known complexities. For instance, the A∗ algorithm also builds an incomplete
tree (its search space). Its complexity is exponential in the worst case, but often
polynomial in practice.

3 Reachability Analysis and Heuristics

3.1 The Concept of Class

We have introduced the concept of class to facilitate the formal proof of the
reachability analysis encoded by the graph.

Definition 7 (Action class). We call action class Caj ⊂ 2A the ordered set
of action nodes which are connected on a path between the root and the jth leaf
in Gs

k. In other words, an actions class is a set containing k action nodes, each
node belonging to a distinct level of the splitted planning graph:

Caj =
⋃

i=1...k

{Naji

i } (4)

with

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

∀i ∈ [1, k], ji ∈ [1,nf i]
j1 = 1
jk = j

(Naji−1
i−1 ,Naji

i ) ∈ Ca2
j ⇔

⎧⎪⎨⎪⎩
∃Nf ji−1

i−1 ∈ Nf i−1 s.t.:
(Naji−1

i−1 ,Nf ji−1
i−1 ) ∈ Aai−1

(Naji

i ,Nf ji−1
i−1 ) ∈ Api

Notation: for simplicity reasons, we substitute subscripts j1, . . . , jk by a unique
subscript j. With this notation, the jth facts class is written as follows:

Caj = {Naj
1, . . . ,Naj

k} with ∀i ∈ [1, k],Naj
i

def
= Naji

i

Definition 8 (Fact class). We call fact class Cf j ⊂ 2F the ordered set of fact

nodes which are connected on a path between the root and the jth leaf in Gs
k.

Cf j =
⋃

i=0...k

{Nf ji

i } (5)

Notation: Cf j = {Nf j
1, . . . ,Nf j

k} with ∀i ∈ [0, k],Nf j
i

def
= Nf ji

i
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With those definitions, each node Nf j
i of a fact class Cf j assesses a potentially

reachable set of facts at level i. The action classes assess potential plans able to
produce the corresponding fact nodes. As a result, if the goals G belong to a
fact class Cf j , then the corresponding action class Caj approximates a solution
plan. Figure 1 shows the representation of several classes on a graph.

In this context, the splitting strategy consists in determining which actions
will create new classes. A new class is introduced in the graph each time a
splitting action is applied, i.e. each branch creation corresponds to a class.

3.2 Reachability

In terms of reachability analysis, the splitted planning graph allows to estimate
the minimal number of levels to obtain the goals. In terms of plan assessment,
we have achieved a theoretical work to prove that the solution plan, if it exists,
is included into one of the action classes.

Definition 9 (Inclusion). Given a sequential plan P = 〈a1, . . . , al〉, and an
action class Caj = {Naj

i}i=1..k. P is included in Caj (we note: P � Caj) if
there exists an integer y ≤ k, and a function f : [1, l] → [1, y] such that:⎧⎪⎪⎨⎪⎪⎩

f(1) = 1
f(l) = y
∀x ∈ [1, l[, (f(x + 1) = f(x)) ∨ (f(x + 1) = f(x) + 1)
∀x ∈ [1, l], ax ∈ Naj

f(x)

More intuitively, P � Caj means that actions contained in P are also con-
tained in the sets {Naj

i}i=1..k with respect to their ordering in P , i.e. two actions
ax and ay from the plan P , such that x < y, are respectively contained in two
(or one) sets Naj

x′ and Naj
y′ such that x′ ≤ y′.

Theorem 1 (Sequential plans). Let P = 〈a1, . . . , al〉 be a sequential plan of
length l with: ⎧⎨⎩

l ∈ [1, k]
∀i ∈ [1, l], ai ∈ A
pre(a1) ⊆ I

Then, there exists an integer j ≤ nak such that the action class Caj contains P ,

i.e. ∃ j ≤ nak

/
P � Caj (Proof is in [12]).

The previous theorem ensures that any solution plan of length l ≤ k is
included in the k-order planning graph.

Theorem 2 (Stabilization and solution existence). If Gs
k is stabilized with-

out any of its fact nodes containing the goals G, then P does not have any solu-
tion (Proof is in [12]).
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Definition 10 (Splitted reachability). Let B ⊆ F be a set of facts. We call
splitted reachability of the set B, the minimal order of a splitted planning graph
containing B. We note this reachability measure Rs(Ssplit, B).

Rs(Ssplit, B) = min
B⊆Nf j

i , j∈[1,nfi ]
i ∈ N (6)

If there does not exist any fact node containing B, then Rs(Ssplit, B) = ∞.

Property 1 (Reachability and splitting level). Let (t, t′) ∈ [0, 100]2 be two
splitting levels such that t < t′. Let Ssplit and S′

split be two splitting strategies built
respectively using t and t′ (and the same splitting criterion, i.e. same ranking of
the actions). Let B ⊆ F be a set of facts. We have:

Rs(Ssplit, B) ≤ Rs(S′
split, B) (7)

Proof is in [12].

In other words, a rise of the splitting level leads to a more accurate reachability
analysis (for the same splitting criterion).

3.3 Heuristics

If the goals G are contained in a fact node Nf j
i , we know that the action class

Caj contains an estimate of the solution plan (other classes may contain other
estimates). We call such a plan a semi-relaxed plan (partial relaxation). We
know that at least one action of each action node in Caj has to belong to the
solution plan if this one exists. We can simply use the number of action nodes in
Caj to estimate the length of the optimal sequential solution (this is the depth
of the planning graph when goals are reached). This measure is an admissible
heuristic, we call it h∗. We have h∗(G) = Rs(Ssplit, G). With small splitting
levels, this heuristic is too coarse: We consider that only one action per node
is in the assessment of the solution, but this is generally not the case. With
greater levels, computed heuristics are more accurate and still admissible (we
still assume that only one action per node is in the plan, but this is more often
the case when lots of actions are splitting actions). Unfortunately, it may be
more difficult to compute them in a reasonable time.

Therefore, we also compute a non-admissible heuristic – h – which is more
accurate than h∗ (for the same splitting level). We give a hint of the computation
mechanism for h (the detailed mechanism is in [12]): We use an iterative calculus
to estimate the number of actions useful to achieve the sub-goals at each level.
This calculus starts from the last level with the set of sub-goals G. Then we
estimate the average number of actions involved in the last level (in class Caj).
We use this information (and others) to estimate a new set of sub-goals for the
previous level, and so on.
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4 Resulting Heuristic Planner

4.1 Architecture

We have implemented a heuristic planner based on the h∗ and h heuristics.
This planner visits the state space forward, starting from the initial state I.
The search algorithms used are: A∗, IDA∗, and an elaboration of Hill Climbing.
Our Hill Climbing algorithm can detect local minima and dead-ends (detection
mechanism is based on decision trees). In such cases, the algorithm randomly
restarts its search. Thus, we have six configurations (each of them is a couple
heuristic/search algorithm). Two of those configurations are optimal planners
(use of h∗ with A∗ and IDA∗).

4.2 Elaboration of h∗

At each call of the function h∗, the algorithm assesses the reachability from lots of
sets of facts. During the successive calls, the algorithm may assess several times
the same sets. To avoid this, we store intermediate estimates obtained during
h∗ computations as follows: When the goals are reached in a class Cf j , with
G ⊆ Nf j

k, we have h∗(Nf j
k) = 0. For each set Nf j

i of class Cf j , we can deduce
h∗(Nf j

i ) = k − i. Once again, we use a DT to store those intermediate results.
Each set is described by a vector which is stored in a DT where the leaves contain
the h∗ intermediate estimates. An advantage of this mechanism is that it does
not recompute h∗ from scratch: Suppose that during a heuristic computation,
the graph-building algorithm reaches a node Nf b

a. If a value h∗(Nf b
a) is already

stored, the algorithm does not need to visit this node’s successors because it
is aware of the fact that h∗(Nf b

a) levels would be necessary to reach the goals.
Furthermore, the retrieved value is used as a bound for the graph construction.

This mechanism is very useful when the successive splitted planning graphs
share a lot of nodes. In particular, this case happens when the computed heuris-
tics are accurate: The successive states visited by the search algorithm (the
successive roots of the planning graphs) are located in the same (virtual) fact
class. The search algorithm then focuses in one direction. With too small split-
ting levels, there are too much changes of direction for the intermediate storage
to be used efficiently. With greater levels, stored results are reused. We have
empirically verified that a rise of the splitting level leads to a better use of the
storage mechanism.

Thanks to this technique, the optimal configurations of our planner behave
like a dynamic programming algorithm when used with a full splitting: The first
graph construction computes all required heuristic values and the next graph
constructions consist in value retrieval in the DT.

4.3 Splitting Criterion

In practice, the splitting strategy is deduced from the splitting level t and from
a ranking of the actions. Each action is assigned a mark. The t.|A| best ranked
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actions are marked as splitting actions (they belong to AFSS). The policy used
to rank the actions is called the splitting criterion.

The ranking can be achieved manually or automatically. The ranking used in
this paper is based on the minimization of the interference between actions. At
each level, facts are grouped according to their level of mutual coherence: Facts
created by actions that are not mutex with each other can be grouped together.
This splitting criterion tends to enforce actions with a big interference level (i.e.
the number of actions with which a given action is permanently mutex) to be
in AFSS . Practically speaking, each action is automatically ranked according to
its interference level.

A number of algorithms allow to compute invariants features such as perma-
nent mutex relations in a planning problem [13,14]. We have designed a simple
algorithm to assess the interference levels. It considers facts as resources [15]: If
two actions delete the same fact, they are mutex because they try to consume the
same resource. Our algorithm takes advantage of this by coloring the facts. This
marking allows to know if two facts need competitive resources to be produced.
Starting form the initial state, a propagation process (not detailed here) assesses
permanent mutex relations between facts. From the mutex between facts, we de-
duce the mutex between actions to compute the interference levels.

5 Experiments and Results

We have used our planner to compare splitting criteria and splitting levels in
terms of the quality of the resulting reachability analysis and in terms of the
benefit obtained from using the corresponding heuristics at search stage. We
have also studied the impact of the search space splitting on solutions qual-
ity. Our framework allows to study a continuum between the resolution with
a relaxed GraphPlan heuristic (no splitting) and with a dynamic programming
approach. With the intermediate splitting levels, more or less constraints are
taken into account in the heuristic computation. We have investigated three
classical domains: Gripper, Blocksworld, and Mystery which are representative
of the available STRIPS benchmarks (in terms of difficulty). Experiments were
carried out on a 1 Ghz machine with a time limit of 300 s for each instance.

5.1 Impact of the Splitting Criterion

We have tested five splitting criteria:

1. Criterion based on the minimization of the interference level. The resulting
splitting strategies tend to avoid to group mutex facts together;

2. Criterion based on the maximization of the interference level. Mutex facts
are preferentially grouped together;

3. Criterion based on non-invertible actions. The non-invertible actions are of-
ten responsible for dead-ends when they are relaxed [16]. With such strate-
gies, dead-ends are better detected;

4. Random ranking of the actions: Criterion used for comparison purpose;
5. Manual ranking of the actions: Criterion used to test specific behaviors.
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The best criterion, in terms of combined computational time and accuracy of the
reachability analysis, is the one based on the minimization of the interference
level (mutex avoidance). The worst criterion is – as expected – the one based on
the maximization of the interference level.

5.2 Splitting Level and Performances

The theory suggests that a rise of the splitting level leads to a better heuris-
tic accuracy. We have empirically verified the influence of the splitting level
on the accuracy: The search algorithm visits the search space more efficiently
with greater splitting levels. But the gain, in terms of computational time, is
not systematic: Even if the search space is visited in a more efficient way, ele-
vated splitting levels also lead to a more complex heuristic computation. The
memorization mechanisms tend to limit this rise of complexity. The observed
phenomena are quite heterogeneous: On some instances, we have noticed better
performances with high splitting levels. This case happens when the cost of the
successive graph constructions is compensated by the accuracy of the heuris-
tic: Less states are visited. On the contrary, we have observed cases where the
accuracy does not compensate the extra-cost of the splitting process.

To understand the influence of the splitting level on the performances, we
have performed a range of experiments with five configurations of our planner.
We have run our planner on 85 problem instances (20 Gripper, 35 Blocksworld,
30 Mystery). For each instance, we have tested 21 splitting levels (from 0% to
100% with an increment of 5%). In total, we have run 8925 planning tasks (5
configurations∗85 instances∗21 levels).

Blocksworld Hill Climbing
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Fig. 2. CPU runtimes for Blocksworld domain (Hill Climbing)
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Gripper Hill Climbing
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Fig. 3. CPU runtimes for Gripper domain (Hill Climbing)

For example, Fig. 2 shows CPU runtimes for the instances 1 to 35 of Blocks-
world domain (and a varying splitting level). We see that our planner can solve
17 of the 35 instances by using the Hill Climbing algorithm and h heuristic
(non-solved instances show a 300 s runtime). We see that several intermediate
splitting levels give better results than full or null splitting. Figure 3 shows CPU
runtimes for the instances 1 to 20 of Gripper domain. In this case, a rise of the
splitting level almost always leads to greater runtimes.

Tables 1 and 2 give a summary of our experiments in terms of performances.
For each couple configuration/domain we have computed four percentages.
Intermediate splitting: Percentage of solved instances with a minimal runtime
in comparison with full splitting and no splitting approaches.
No splitting: Percentage of solved instances with a minimal runtime in compar-
ison with full splitting and intermediate splitting. This configuration is equivalent
to the use of a relaxed GraphPlan heuristic.
Full splitting: Percentage of solved instances with a minimal runtime in com-
parison with no splitting and intermediate splitting. Equivalent to dynamic pro-
gramming with h∗.
Total: Percentage of solved instances (the sum of the three splitting can rise
above the total because some instances can be counted several times).

We have found a lot of instances where an intermediate splitting is more
efficient than an extreme splitting (full or null). In particular, we have found 3
couples (configuration, domain) where the intermediate splitting performs better
than the no splitting approach. Additionally, we have found 11 couples where
the intermediate splitting performs better than the full splitting. In one case
(Blocksworld, A∗/h∗), the intermediate splitting approach performs better than
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Table 1. Solved instances with optimal
approaches (in a minimal time)

Grip. Bloc. Myst.
[A∗/h∗] int. split. 5% 29% 13%
[A∗/h∗] no split. 10% 20% 43%
[A∗/h∗] full split. 10% 9% 0%
[A∗/h∗] total solv. 20% 38% 50%
[IDA∗/h∗] int. split. 0% 17% 10%
[IDA∗/h∗] no split. 0% 9% 47%
[IDA∗/h∗] full split. 20% 37% 0%
[IDA∗/h∗] total solv. 20% 43% 54%

Table 2. Solved instances with sub-optimal
approaches (in a minimal time)

Grip. Bloc. Myst.
[A∗/h] int. split. 5% 9% 3%
[A∗/h] no split. 15% 46% 43%
[A∗/h] full split. 0% 0% 0%
[A∗/h] total solv. 15% 46% 50%
[IDA∗/h] int. split. 5% 11% 13%
[IDA∗/h] no split. 0% 34% 33%
[IDA∗/h] full split. 15% 6% 0%
[IDA∗/h] total solv. 20% 43% 44%
[H. Climb./h] int. split. 5% 17% 13%
[H. Climb./h] no split. 100% 37% 37%
[H. Climb./h] full split. 0% 0% 0%
[H. Climb./h] total solv. 100% 49% 50%

both full and no splitting approaches. We have also observed that the inter-
mediate splitting is not very efficient on the Gripper domain, compared to the
Blocksworld or Mystery domains which are more difficult. It seems that the
intermediate splitting is more adapted to complicated domains (because those
domains contain more interactions). In the same way, the intermediate split-
ting generally overcomes the full splitting (even when equivalent to dynamic
programming) on tough domains, but not on the Gripper domain.

5.3 Splitting Level and Solution Quality

By using sub-optimal configurations, we have noticed that the splitting level
behaves like a parameter allowing to tune the quality of the solution. Table 3
shows such an example (instance prob07 of the Gripper domain): Thanks to
the splitting, the length of the solution decreases from 63 to 57 steps. Table 4
shows the percentages of solved instances (for each domain and for each sub-
optimal configuration) where we have observed an improvement of the solution’s

Table 3. Instance prob07 of Gripper domain (Hill Climbing / h): quality improvement

t 0 5 10 15 20 25 30 35 40
solution length 63 61 61 61 61 61 59 59 57

Table 4. Quality improvement

Domain A∗/h IDA∗/h H. Climb./h

Gripper 0% 50% 100%
Blocks 19% 20% 88%
Mystery 0% 0% 31%
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quality with the rise of the splitting level. Results are more eloquent with the
Hill Climbing. In particular, the Blocksworld and Gripper domains are very
responsive to the splitting level. With A∗ and IDA∗, the impact of the splitting
level is limited (we can neglect the 50% for the Gripper/IDA∗/h because it only
concerns 4 instances). One explanation is that the solutions provided by those
configurations are often close to the optima (but those configurations also require
more computational time than the Hill Climbing).

6 Concluding Remarks

We have shown that the splitting level and the splitting criterion have a strong
impact on the planning process: Accuracy of the heuristics and quality of the
solutions can be improved. Concerning the overall performances (heuristic com-
putation + search stage), results are less clear. It is not surprising that the
introduction of a branching factor in the graph leads to a more complicated
building phase. Yet, we have shown that the gain (heuristics accuracy) can sig-
nificantly reduce the search time in certain cases. This result is very promising:
Splitting can relax the problem enough to break the complexity while providing
an informative heuristic.

We have presented an automatic splitting criterion which appears to be effi-
cient in the general case. However, on the Blocksworld domain, we have observed
the existence of better criteria. On this domain, our criterion is equivalent to a
random ranking of the actions (each action has the same interference level).
We have found hand coded criteria that give better results. So this proves the
existence of better strategies.

A good splitting strategy is crucial: It can enable to take into account some
vital information during the reachability analysis while preserving a tractable
computational time. Thus, we are working on a new automatic splitting strat-
egy which is more problem-dependent than the mutex avoidance. The splitting
criterion is deduced during a learning phase on small size instances. During this
process, several splitting actions are tried. The best actions are then inserted in
the final splitting strategy. The splitting level is also deduced from this prelimi-
nary step. Other splitting strategies could be imagined to take advantage of the
flexibility of our planning framework.

Current research also includes: Enabling our planner to deal with optimiza-
tion criteria richer than the plan length (use of PDDL 2.1 [17]); Using a regression
search in order to build the planning graph only once.
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Abstract. This paper presents a new algorithm for the problem of
multi-robot localization in a known environment. The approach is based
on the mutual refinement by robots of their beliefs about the global
poses, whenever they detect each other’s paths. In contrast to existing
approaches in the field the detection of robots (e.g. by cameras) by each
other is not required any more. The only requirement is the ability of
robots to communicate with each other. In our approach the robots try
to detect the paths of other robots by comparing their own perception
sensor information to that “seen” by other robots. This way the rela-
tive poses of the robots can be determined, which in turn enables the
exchange of the beliefs about the global poses. Another advantage of our
algorithm is that it is not computationally more complex than the con-
ventional single robot algorithms. The results obtained by simulations
show a substantial reduction of the localization time in comparison to
single robot approaches.

1 Introduction

The self-localization of robots in known environments has been recognized as one
of the key problems in the autonomous mobile robotics [4,2]. Indeed, over the last
decade a number of very successful probabilistic algorithms has been developed
for the solution of this problem in the single robot case [10,8,20,24,14,3,26]. All
these algorithms have the same probabilistic basis. They all estimate posterior
distributions over the robot’s poses given the sensor data acquired so far by the
robot and certain independence assumptions. The posterior distributions (called
beliefs further on) are then in many cases estimated by an efficient Monte Carlo
technique known as “particle filters” [5,1,17,21].

It is natural to try to extend the mentioned approaches to the multi-robot
case. Indeed, there is a number of works dealing with this problem [12,16,22,9].
For example in [22] the multi-robot localization is solved by introducing one
central Kalman filter for all robots. It is interesting that no information about
the relative poses of the robots is used - only the sensor measurements of external
landmarks. On the other hand the method of [9] uses the information about the
relative poses of the robots to mutually refine the beliefs of the robots about the

U. Furbach (Ed.): KI 2005, LNAI 3698, pp. 279–290, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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global poses. The robots determine the relative poses by detecting each other
with cameras. The method naturally extends the Monte Carlo algorithms for
single robots to multi-robot systems.

In this context also the so called SLAM (simultaneous localization and map-
ping) algorithms for multi-robot systems should be mentioned [25,15,11]. In [25]
each robot uses a combination of the incremental maximum likelihood and gradi-
ent search methods for the concurrent localization and mapping. The algorithm
can then be extended to the multi-robot case, but with restrictive assumptions
that the robots start at nearby locations such that their range scans consider-
ably overlap and the initial relative poses of the robots are known. In [11] these
restrictions were removed by solving the so called revisiting problem for multiple
robots, which implies determining whether the current position of the robot lies
within an area (map) already explored by the same or other robots. By locating
a robot within a visited area it is possible to merge the maps of different robots.

In the approach introduced in this paper we also solve the revisiting problem
in order to determine the relative poses of the robots. However in contrast to [11]
we deal with a global environment (map) known to all robots. In our approach
the robots while moving compare their current laser range scans to the ones
possibly “seen” by other robots and if the scans match with a high probability, it
is possible to determine the relative locations of the robots. The latter is possible
because the robots in addition keep track of their local poses just like in SLAM
approaches. After the relative poses are determined the robots can exchange
their beliefs about their global poses. This way globally better localized robots
can assist others to refine their beliefs about the global pose. Here we use a
technique similar to that of [9] to fuse sample sets representing beliefs of the
robots.

On a more intuitive level, what our approach does is let the robots share
with all other robots whatever they have “seen” so far, which then can be used
to accelerate the convergence of the localization method of the individual robot,
if it happens to come accross an area which someone else has visited in the past.
While it may seem paradoxical at first, a robot could in principle achieve the
same effect by simulating other robots in its own map. This is so because we
assume that the map is aleady known and hence obtaining sensor data from
other robots (real or simulated) does not provide new information about the
environment. Why then is our approach interesting for multi-robot scenarios
when each robot could do all the work itself locally? For one, it seems natural
to make use of other robots’ work whereever possible. Also, using real data
from real robots seems preferable as maps are hardly ever exact representations
of the environment. But perhaps the main reason against the simulation idea
is computational. Due to our efficient representation of scans the overhead of
communicating, storing, and accessing the scans is fairly small. Simulating other
robots, on the other hand, is costly and often not feasible given the limited
computing resources of today’s robots. By using real robots, we are essentially
distributing the work to obtain scan data along certain paths. The result can
then be used to speed up the convergence of the local particle filter. At the
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beginning the chances of a robot visiting an area which somebody else has been
to may be low, but over time the likelyhood increases and the opportunistic
(and cheap) gathering of what others have seen pays off, as we will see in the
discussion of our experimental results.

The rest of the paper is organized as follows. In the following section we will
discuss Monte Carlo techniques for localization. In Section 3 we describe our
approach to the solution of the revisiting problem in the context of a known
environment and present our MCL algorithm for multi-robot systems. Section 4
presents some experimental results illustrating our approach. Finally, Section 5
concludes the work.

2 Monte Carlo Localization

Monte Carlo localization (MCL) is a special case of probabilistic state estima-
tion, applied to robotic localization. We assume that robots have odometry and
perception sensors (wheel encoders and laser range finders in our case), which
give us the information about the motion of the robot and the environment re-
spectively. Our goal is to estimate the conditional probability distribution over
all possible poses of the robot given all the sensor data that the robot gathers
up to the time of the estimation. Let l = (x, y, θ) denote a robot location, where
x, y and θ are the Cartesian coordinates in the global coordinate system and the
orientation (with respect to the x-axis of this system) of a robot respectively.
We seek to estimate bel(l0:t) � p(l0:t|d0:t, m) the belief that at time t the robot
has made the path l0:t and its current position is lt. Here d0:t = {a0:t−1, s1:t} is
the set of all odometry measurements a0:t−1 and perceptions of the environment
s1:t, while for i < j xi:j � {xi, xi+1, ..., xj}, m is the map of the environment.
We model bel(l0:t) by the Bayesian network represented in Figure 1.

Fig. 1. Bayesian network used as a model for MCL

According to the model of Figure 1 we can rewrite bel(l0:t) as follows

bel(l0:t) = p(st|lt, m) · p(lt|lt−1, at−1) · bel(l0:t−1), (1)
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where p(st|lt, m) and p(lt|lt−1, at−1) are the so called perception and motion
models respectively [10]. The model of Figure 1 makes an important assumption,
which states that the future states do not depend on the past ones given the
current state. This assumption is known as the “Markov assumption” or “static
world assumption” and is also made in this work.

The MCL is an efficient way to compute (1). It is based on the SIR (sam-
pling/importance resampling) algorithm [23], which is a version of “particle fil-
ters” [5]. It presents the belief function bel(l0:t) by a set of weighted samples, or
particles. Each particle is a tuple of the form 〈w, l0:t〉, where w � 0 and if there

are N particles in a set,
N∑

n=1
wn = 1.

The MCL algorithm is presented below.

Table 1. MCL-Algorithm

1. S0:t−1 � {〈w(i)
0:t−1, l

(i)
0:t−1〉|1 ≤ i ≤ N}; // Input sample set.

2. at−1; // Current odometry data.

3. st; // Current perception data.

4. S0:t = ∅; // Output sample set.

5. for i = 1 to N do

6. sample l0:t−1 ∼ S0:t−1 according to w
(i)
0:t−1, 1 ≤ i ≤ N ;

7. sample lt ∼ p(lt|lt−1, at−1);

8. w
(i)
0:t = p(st|lt, m);

9. S0:t = S0:t ∪ {〈w(i)
0:t, {l0:t−1, lt}〉};

10.return S0:t;

Note that the algorithm assumes that the map m is known. On the other
hand, in the SLAM problem the map is unknown and should itself be deter-
mined. Recently, a Monte Carlo technique called Rao-Blackwellised particle fil-
tering has been applied for the solution of the SLAM problem [6,19]. With-
out going into details, we only mention how the MCL- algorithm should be
modified in order to solve the SLAM problem by the Rao-Blackwellised parti-
cle filtering. It suffices to replace the assignment in line 8 of the algorithm by
w

(i)
0:t = p(st|lt, m̂(l0:t−1, s1:t−1)), where m̂ is a function, which constructs maps

by merging the perception data s1:t−1 according to the poses l0:t−1, that is, in
our case m̂ places the laser range scans si at the locations li, 1 � i � t − 1.

In the following section we will make use of a simplified version of the men-
tioned SLAM algorithm to solve the problem of tracking a robot’s local pose
when the initial global pose of the robot is unknown.
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3 Multi-robot Localization

As we have already mentioned in the introduction, our approach to the multi-
robot localization is based on determining the relative poses of robots. This can
be done by enabling the robots to detect (and identify) each other by cameras
or laser sensors. A good example of such an approach is [9]. This method has
one substantial restriction however - a robot can reliably detect another one only
when the distance between them is relatively short (about 3 meters for cameras).
This means that if the robots localize themselves in a relatively large area, they
either have to stay near to each other or the exchange of beliefs about the global
poses can occur relatively rarely. In both cases the effect of mutually refining the
beliefs will be minimized. We propose to compare the current perception data
(laser scans) of one robot with the perception data acquired by another robot
while moving. If the data match with high probability then the first robot is
probably located on the path made by the second one. In addition, each robot
keeps track of its own local poses (which is the pose relative to the coordinate
system centered at the robot’s initial pose) and annotates the corresponding
perception data with this pose. After getting this annotated local pose from the
matched perception data, the first robot can easily determine its relative pose
to the second robot and fuse its belief about the global pose with that of the
second robot. This scenario requires only data communication between robots
and no direct detection of robots by each other. As it was already mentioned in
the introduction, if a robot matches its perception sensor data with that of other
robots it does not in principle get any new information about the map. Rather it
reuses the computations of the global pose made by other robots. For example,
a robot could itself simulate several other robots running in the environment
and get the same results, however in this case it would not be able to reuse the
computations of those simulated robots because these computations are made
by the robot itself.

3.1 Overview

The problem of matching perception data from different robots is a kind of
revisiting problem. A robot should decide, whether it is at a location previously
visited by another robot. To realize the mentioned scenario we introduce two
functions F : S −→ P(S×S×N) and G : S×L −→ [0, 1], S, L and S are the sets
of all possible laser range scans poses and sample sets over poses respectively,
N is the set of natural numbers and P denotes the power set. Function G is

defined as G(s, Δl) =
l′+Δl∫
l′−Δl

p(s|l, m)dl/
∫

p(s|l, m)dl, where Δl is a small interval

in the space of robot poses and l′ = argmax
l∈L

{p(s|l, m)}. The function returns

the probability that a given scan s represents some limited area [l′ −Δl, l′ + Δl]
on the map (note that G is NOT a probability distribution). Intuitively G is a
measure of “ambiguity” of a laser range scan s. Higher values of G(s, Δl) indicate
that s is less “ambiguous”, that is s can probably be observed only within a small
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connected area in the map, while lower values mean that s is probably observed
at several unconnected areas.

F is a kind of global repository where robots can store information on their
own paths and retrieve that on the paths of other robots. Initially, F (s) = ∅ for
all s ∈ S. As the robots start moving they estimate their local poses by means of
a simplified version of the Rao-Blackwellised particle filter algorithm mentioned
in Section II. The simplification here is that m̂(l0:t−1, s1:t−1) = m̂(lt−1, st−1), i.e.
we use only the most recent laser range scan as a map. If the j-th robot estimates
a sample set St representing its local pose and reads a laser range scan st at time
t then it sets F (st) = F (st)∪{(St, st, j)}. In addition for all (S′, s′, k) ∈ F (st) s.t.
k �= j robot j first checks whether it should fuse its belief about the global pose
with that of robot k (this could be done e.g. by comparing the entropies of both
distributions) and whether the probability of a false positive path match is low,
i.e. 1 − G(st, Δl) < a, where Δl and a are some small (but not infinitely small)
interval and threshold value respectively. The latter condition checks whether the
local beliefs St and S′ represent a same small area. This condition can be easily
extended to longer pieces of paths. Let St0:t , t0 < t be sample sets representing
the recent local pose estimations of robot j. Then we should check whether

t∏
i=t0

(1 − G(si, Δl)) < a and for any t1, t2 s.t. t0 ≤ t1 < t2 ≤ t there exist t′1, t′2

s.t. (St′1
, st′1

, k) ∈ F (st1) and (St′2
, st′2

, k) ∈ F (st2) and either t2 − t1 = t′2 − t′1 for
all t1, t2 or t2 − t1 = t′1 − t′2 for all t1, t2.That is we check whether consecutive
pose estimations in a path of robot j correspond to consecutive pose estimations
(forwards of backwards) in a path of robot k. We call the latter condition “path
matching of robot j with respect to robot k” for further reference.

If both mentioned conditions are met robot j first estimates its local pose S′
t

with respect to the coordinate system centered at robot k (this could be done
e.g. by matching the scans st and s′ with scan matching techniques like [18],
because the poses of robots j and k are quite close to each other, or again using
the MCL algorithm assuming m̂((0, 0, 0), s′) as a map). After that it is easy to
determine the relative poses of robots j and k and fuse their beliefs.

3.2 Implementation

We use the perception model p(s|l, m) to implement F and G. We note also that
we should modify laser range scans before we can use them. The reason for this
is that our implementation assumes learning F and G with a reasonable number
of data points from the set of all possible laser range scans in a given map and
because “raw ” scans show no “structure”, we would need the number of points
exponential in the number of dimensions. Our approach is to transform a scan
into a lower dimensional space and at the same time reveal the structure carried
in the scan. We apply the multi-resolution analysis to scans. More precisely, we
first compute the center of gravity of a scan and then get a modified scan by
connecting the points of the old scan to the center of gravity. We then apply
the Haar wavelet transform [13] to the modified scan. The power of the multi-
resolution analysis is that it makes it possible to represent the most important
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information about the structure of a scan in a considerably smaller dimensional
space (our experience shows that the first 10-12 elements of the Haar wavelet
transform of 100 dimensional laser range scans in a given map carry more than
99% of the information). The mentioned transform can be carried out in O(n)
time, where n is the number of readings in a scan and is very “robust” in the
sense that a small difference between poses will not cause a big change in the
transformed scans read at these poses as it would be the case with “raw” scans.
Figure 2 illustrates this.

Fig. 2. Two laser range scans (represented by black and gray curves) recorded in a
map. “Raw” scans are represented in the upper left image and the transformed scans
in the upper right one. The gray scan was recorded at a relative pose -0.54 m, -0.03 m,
-6 deg. with respect to the black one. The black and gray curves in the lower middle
image represent the differences between the “raw” and transformed scans respectively.

We learn the functions F and G in a way similar to [26]. First, we randomly
generate a sufficient number of poses in the map (one million in our current
implementation) and then by means of ray-tracing and sampling from the per-
ception model p(s|l, m) compute “noisy” scans corresponding to the poses. Each
scan is then transformed as mentioned above and a kd-tree is built over the
transformed scan vectors. Initially, we store at each leaf of the tree the set of
poses corresponding to the scan vectors making up the leaf. As a next step we
construct a density tree (a kd-tree representing a piecewise-constant approxima-
tion of a probability distribution) for each leaf of the scan kd-tree out of the
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Fig. 3. The kd-tree representation of function F

sets of poses stored at that leaf. The resulting data structure can also be used
for “dual” sampling in the Mixture-MCL algorithm [26]. Figure 3 illustrates the
data structure.

It is easy to see that the mentioned computations can be done in O(m · n +
n · log(n)) time, where m is the number of dimensions of “raw” scans and n
is the number of generated scans. The function F can be easily computed and
updated just by finding an appropriate leaf in the scan kd-tree and storing the
current estimate of the local pose, (raw) scan and robot ID (refer to Figure 3).
The function G can also be easily computed. In each density tree at the leaves of

Table 2. Multi-Robot MCL

1.for each robot i do

2. estimate the current global pose sample set Si by MCL;

3. estimate the current local pose sample set S′
i

by the simplified Rao-Blackwellised particle filter algorithm;

4. F (si) = F (si) ∪ {(S′
i, si, i)},

where si is the current laser range scan;

5. for each (S′
j , sj , j) ∈ F (si), j �= i do

6. if path matching of robot i with respect to robot j

and j is localized better than i do

7. localize robot i in a small map defined by m̂((0, 0, 0), sj)

and compute sample set Sij representing

the relative pose of robot i with respect to robot j;

8. refine Si by setting Si = Si ∩ S′′
i ,

where S′′
i is a sample set resulting from translating the

global pose samples of robot j by relative poses in Sij ;
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the scan kd-tree we find a leaf with the maximum probability. This probability
will be the value of G for a scan corresponding to the given leaf in the scan
kd-tree. We mention also that the fusion of the beliefs about the global pose
from different robots can also be done using density trees. This technique is the
same as in [9].

Our algorithm for the multi-robot localization is summarized below.It is easy
to see, that the run-time complexity of the algorithm (after the mentioned data
structure has been constructed) is not significantly higher than that of single
robot approaches, because the path matching does not depend on the number
of samples and is done very efficiently by looking up in a binary tree. In the
algorithm we implicitly assume that the robots communicate their sensor data
and beliefs among themselves. Using WLAN 802.11b e.g. sample sets containing
10000 samples can be transfered in fractions of seconds. Finally the algorithm is
robust in the sense that in case of communication failure the robots just do the
single robot localization before they can communicate again, after which they
simply continue running the multi-robot algorithm.

4 Experimental Results

We carried out a number of simulations to see how well the algorithm works in
practice. We used the robot simulation software of the Aachen RoboCup team

Fig. 4. Two robots in an occupancy grid map of LuFG V at RWTH Aachen. Current
global pose sample sets of dark and bright robots are shown as dark and bright segments
respectively.

Fig. 5. Dark robot drives into an office and localizes itself globally
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Fig. 6. Bright robot detects the path of dark robot and estimates its relative pose
with respect to dark robot

Fig. 7. Bright robot fuses its global pose sample set with that of dark robot

“AllemaniACs” [7]. The software can produce noisy odometry and laser scan
data and therefore can very accurately simulate real robots. Figures 4-7 give
an example of a situation when a robot (bright one) refines its belief about the
global pose using the belief of the other (dark) robot.

We carried out several simulation runs for groups from 2 to 5 robots and
for each case computed the average time per robot required to globally localize
a robot both by the single-robot MCL and multi-robot MCL. The simulations
showed that the average localization time per robot is approximately linearly
reduced with an increased number of robots. The robots detected the paths of
other robots on average in only two matching steps, however for more symmet-
ric environments the robots may be required to follow longer paths of other
robots in order to match the paths with high probability. The linear reduction
in the localization time may be explained by the fact that we let the robots
start at locations distributed quite uniformly in the map and because the robots
could determine their relative poses already at earlier stages, they could use the
considerable orthogonality in their perception data to exclude false hypotheses
(samples) faster.

5 Conclusion

We presented a new approach to the Monte Carlo localization for multi-robot
systems. This approach differs from existing ones in the field in that it does not



Distributed Multi-robot Localization Based on Mutual Path Detection 289

require the detection and identification of robots by each other for determining
their relative poses, which are used to mutually refine the posterior distributions
over global poses of the robots. The simulations showed an average reduction in
the localization time linear in the number of robots. Still the approach might
fail in highly symmetric environments. In such cases it might be reasonable
to combine our algorithm with approaches such as [9], where the robots detect
each other by cameras. In the near future will also test the algorithm with “real”
robots.

As we said in the beginning, the main reason for us to use the scans from
other robots instead of simulating them locally is computational. In the future,
we also plan to transfer the ideas of this paper to the multi-robot SLAM problem.
Here we expect a pay-off that goes beyond savings in computation, as the robots
share information about parts of the environment which only some of them have
mapped so far.
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Abstract. In this paper we discuss the topic of modeling a moving
object in a robot application considering as example the ball movement
in a robot soccer environment. The paper focuses on the question of
how to estimate the ball velocity reliably even if the ball collides with
an obstacle or the observing robot is moving itself. We propose a new
estimation algorithm based on a direct estimate using ridge regression
and show its performance in reality.

1 Introduction

For many applications of autonomous robots it is important to model moving
objects that are in the surroundings of the robot to avoid collisions or enable in-
teraction. E.g. an autonomous car must track the neighboring cars and estimate
their velocity and position. In the domain of soccer playing autonomous robots
it is important to have knowledge of the current ball position and movement.
Hence we need an approach to estimate both reliably even if the ball is kicked by
another robot, is hidden behind an obstacle or collides with another object. In
this paper we want to focus on this domain and derive an algorithm to detect the
ball in an omnidirectional camera image and estimate its position and velocity,
even if the robot itself is moving.

In the RoboCup domain [7] of soccer playing robots which serves as testbed
for our approach several publications deal with the topic of ball detection in a
camera image, e.g. [9], but only a few publications consider the question of how
to estimate the ball velocity [8]. Therefore we want to focus on the latter aspect
and describe the approach for ball detection in a camera image only informally
to give the reader an impression of the preprocessing that is necessary to get
observations of the ball.

The paper is organized as follows: section 2 briefly describes a possible way of
detecting a RoboCup Midsize ball in a camera image, while section 3 describes
the estimation task to obtain the ball velocity. In the subsequent section we show
the performance of this approach in practice.

U. Furbach (Ed.): KI 2005, LNAI 3698, pp. 291–303, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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2 Detecting the Ball

The robot that has been used in the experiments is equipped with a catadiop-
tric sensor. An off-the-shelf CCD-camera is mounted onto the top of the robots,
pointing upwards to a hyperbolic mirror. There exist various model-based self-
calibration methods (e.g. [6]) for this kind of camera assemblies that require the
lens to be mounted exactly in the focal point of the mirror while the camera has
to be aligned with its symmetry axis. Due to the constant vibrations and huge
forces the assembly is exposed to when mounted on top of a mobile robot moving
up to 6m/s this restriction is impracticable. Therefore we applied a model-free
method: the mapping is approximated by a partially linear function established
on more than 200 semi-automatically collected correspondence points. While be-
ing less precise, within this approach there are no restrictions on the positioning
of mirror and camera.

At the moment, we use color as the only feature to detect the ball. Ambi-
guities that occur especially outside the field are filtered out with the help of
the world model. When the ball has been seen in the last frame, a simple search
algorithm is started at the old position [1]. Otherwise we search on radial scan
lines ordered around the image center for occurrences of red pixels. The algo-
rithm returns the position of the “ball-region” that is further analyzed in the
next processing step.

The world model models the ball by the two-dimensional position that one
receives, when projecting the center of the ball on the ground (normally, this is
the point, where the ball touches the ground). Unfortunately, it is not possible
to detect this point directly in the image, since it is always occluded by the
ball itself. Therefore we try to approximately detect the center of the ball. The
assumption is, that the center of the two dimensional projection of the ball
on the projection plane coincides with the projected position of the center of
the ball. Although this assumption formally only holds for an ideal pin-hole
camera pointed directly to the center of the ball, the error introduced by this
simplification is— according to our empirical measurements— in the range of
one or two pixels.

To detect the center of gravity of the ball-region we first apply morphologic
operators to remove erroneously classified pixels (e.g. spotlights) and to soften
the borders. Afterwards the contour and the center of gravity are extracted using
an algorithm first proposed in [3].

Then, the image coordinates of the center of gravity are transformed to real
world coordinates using the earlier established mapping. But since the point we
have extracted from the image was well above the ground, the resulting point
always is behind the perpendicular projection of the ball’s center (fig. 1). To
correct this, we apply the second projection theorem:

g

h
=

a

a + b
⇔ a =

g · (a + b)
h

(1)

Since a + b is directly measured by the vision system and the radius of the
ball could easily be obtained, the only problem is the surface of the hyperbolic
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h

g

a b

Fig. 1. Application of the intercept theorem to the correction of the ball position. h

is the height of the mirror, g the radius of the ball. The image processing algorithm
returns a point with distance a+b. To correct this point to the perpendicular projection
of the ball’s center on the floor, we calculate a.

mirror that has no constant “height” h. But because the mirror is rather small
in comparison to h and a + b, it is possible to simply neglect the curvature of
the surface and use a constant height h without any notable loss of precision.

3 Fusion of Single Observations

3.1 Motivation

Up to now we described how the ball can be detected in single camera images.
In many situations, this is sufficient for obtaining a meaningful behavior of the
robots. But if the ball is rolling or it is temporarily hidden behind an obstacle
the robot may be mislead or may exhibit suboptimal behavior. Therefore it is
necessary to build a more complex model of the ball movement and hence to be
able to predict the ball position and velocity even if the ball is hidden.

Most approaches for the calculation of ball movement that are used up to
now in RoboCup use a Kalman filter technique [4] to estimate the ball position
and ball velocity [8]. They are based on the assumption of linear ball movement
with constant velocity and model the variation of the ball velocity, e.g. by robots
pushing the ball or by friction, as random noise. Other approaches sometimes
reinit the Kalman filter when a jerky change of the ball movement was observed.

Although Kalman filter based techniques allow to get a crude estimate of
the ball velocity they exhibit some shortcomings that lead to imprecision and
difficulties in dealing with these techniques:

– the ball movement does not fulfill the Markov condition of stochastically
independent noise since friction and slippage are not stochastically indepen-
dent over time

– jerky changes of the movement due to collisions with robots or due to a robot
pushing or kicking the ball are not modeled adequately.



294 M. Lauer, S. Lange, and M. Riedmiller

– determining variances and covariances of the motion model and of the sensor
probability distributions is difficult and can often be determined only by
trial and error. These parameters, especially the covariances, are not very
intuitive and therefore determining them is time consuming and needs a lot
of expertise.

To avoid these shortcomings, we want to present an alternative way of build-
ing a predictive model of ball movement based on an explicit regression model.
It is able to increase the precision of the position and velocity estimate. Further-
more, the parameters of the algorithm are more intuitive and can therefore be
adjusted more easily.

3.2 Predictive Model for a Free Movement

In many situations the ball is moving freely on the field. In these cases we can
assume a linear movement of the ball, i.e. the ball position p(t) at point in time
t is given by the equation:

p(t) = p0 + v(t − t0) (2)

where v is the constant velocity of the ball, t0 is a certain reference point in time
and p0 is the ball position at t0. Both, p and v are two-dimensional vectors. The
modeling in (2) does not consider the natural deceleration of the ball due to
friction, anyhow this modeling is approximately correct for small time intervals.

How to calculate p0 and v? Instead of using implicit sensor integration ap-
proaches like Kalman filtering or Particle filtering [2] we propose the use of a
direct approach that recalculates the motion parameters every iteration directly
from the latest observations. Hence, we avoid too strong assumptions about the
noise level of the observations but we only need to assume that all observations
are influenced by noise of the same noise level, no matter how large its variance
actually is.

If we have observed the ball at positions p1, p2, . . . ,pn in past at times
t1, t2, . . . , tn we can calculate the parameters of the motion model in such a
way that the squared error between observed positions and expected positions
according to the motion model is minimized, i.e. we solve the minimization task:

minimize
p0,v

1
2

n∑
i=1

||p0 + v(ti − t0) − pi||2 (3)

t0 can be set arbitrarily, e.g. we can choose t0 = tn.
Equation (3) exhibits to be a standard linear regression task. By calculating

the partial derivatives of (3) and looking for the zeros we obtain the estimates:

p0 =
∑n

i=1(ti − t0)2
∑n

i=1 pi −
∑n

i=1(ti − t0)
∑n

i=1((ti − t0)pi)
n
∑n

i=1(ti − t0)2 − (
∑n

i=1(ti − t0))2
(4)

v =
n
∑n

i=1((ti − t0)pi) −
∑n

i=1(ti − t0)
∑n

i=1 pi

n
∑n

i=1(ti − t0)2 − (
∑n

i=1(ti − t0))2
(5)
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In contrast to Kalman filtering, the direct estimator does not need any as-
sumption of the noise level by which the observed ball positions are influenced.
Hence, we get estimates that are more robust with respect to badly chosen vari-
ance parameters.

In the case of very few observations, i.e. if n is small, the estimates from
equation (4) and (5) become very noisy. Although the estimates of p0 and v are
unbiased, the length of v is expected to be larger than zero even if the ball is
not moving, since noisy observations always cause a velocity vector that differs
from zero. E.g. if we assume a non-moving ball and estimates for pt that are
independently identically distributed according to a Gaussian the estimates of
v will also be distributed Gaussian with mean zero due to (5). But the length of
v is not expected to be zero since ||v||2 is χ2-distributed which is a distribution
with positive expectation value.

To reduce the effect of noisy observations in the case of small n we can replace
the standard linear regression approach shown in equation (3) by a ridge regres-
sion with an extra weight decay parameter for the velocity parameter while the
position estimate remains unregularized. The minimization task now becomes:

minimize
p0,v

1
2

n∑
i=1

||p0 + v(ti − t0) − pi||2 +
λ

2
||v||2 (6)

with λ > 0 chosen appropriately.
In this case, solving (6) leads to:

p0 =
(λ +

∑n
i=1(ti − t0)2)

∑n
i=1 pi −

∑n
i=1(ti − t0)

∑n
i=1((ti − t0)pi)

n(λ +
∑n

i=1(ti − t0)2) − (
∑n

i=1(ti − t0))2
(7)

v =
n
∑n

i=1((ti − t0)pi) −
∑n

i=1(ti − t0)
∑n

i=1 pi

n(λ +
∑n

i=1(ti − t0)2) − (
∑n

i=1(ti − t0))2
(8)

Comparing (5) and (8) shows the difference: adding λ > 0 in the denominator
leads to a preference of smaller velocities and thus a more reliable estimate in
the case of few observations.

The quality of the position and velocity estimate depends on the integration
length, i.e. on the number of observations n which are used for the calculation:
if n is small the estimates are heavily influenced by noise, if n is large the
assumption of the ball rolling with approximately the same velocity is hurt,
especially when the ball collides with an obstacle or is kicked by a robot.

3.3 Dealing with Changes of the Ball Movement

The movement of the ball sometimes changes due to (a) the ball is decelerated
when it rolls freely across the field or (b) the ball collides with an obstacle or is
kicked or pushed by a robot. In the former case the velocity changes only slowly
and the assumption of constant velocity is appropriately fulfilled for a moderate
number of observations. In the latter case, this assumption is violated anyway.
Hence, we have to detect these situations and deal with them in a special way.
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Figure 2 shows a situation in which the ball is reflected by an obstacle: the
observations A, B and C have been made while the ball was rolling into the
direction of the obstacle while the observations D, E and F are made after the
collision with the obstacle. Obviously, the entire movement cannot be described
by a linear model, but it is possible to describe the movement from A to C and
the movement from D to F as two different consecutive linear movements. Thus,
we are faced with the problem of detecting the point of change between the first
and the second movement.

C

D
EF

A

B D’

E’

F’

Fig. 2. Collision of the ball with an obstacle: the ball is reflected and changes its
direction jerkily. The circles show the positions at which the ball was observed by
the robot subsequently (temporal order A-B-C-D-E-F). The points D′, E′ and F ′

are predicted ball positions assuming a movement with constant velocity using the
observations A,B and C.

Having found such a change point, the current model of the ball movement
becomes invalid and has to be replaced by the new one. Therefore we have to
recompute the motion model only with observations that have been made after
the change point, i.e. we have to remove older observations.

To detect change points in the ball movement we propose a test that always
checks whether a new observation fits to the model used so far. If the distance
between the predicted ball position and the observed position is larger than
a pre-defined threshold we mark this observation as possibly being a change
point. But not all observations with large prediction errors are change points.
It may happen that due to misdetections of the ball or errors in the robot self-
localization an observation may erroneously look like a change point although
the ball movement is not interrupted. For that purpose we define a suspicious
observation only as change point if the succeeding observation is also suspicious.

In the example given in Figure 2 this would mean: the observations A,B
and C match the current motion model and therefore are not at all change
points. Comparing observation D with the corresponding prediction D′ exhibits
an error, which is not large enough to call observation D being suspicious. In
contrast, the error between observation E and prediction E′ is reasonable and
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therefore observation E is possibly a change point. When we get observation F the
hypothesis of E being a change point is affirmed since the difference between F
and the prediction F ′ is very large. In such a situation we remove old observations
from the list of observations and restart calculating a new motion model with
the newest observations E and F.

3.4 The Entire Ballfilter

Combining the ideas from section 3.2 and 3.3 leads to a new algorithm that
builds an adaptive model of the velocity and position of the moving ball that
allows to predict the ball position even if the ball is hidden behind an obstacle.

The algorithm uses a buffer to store observations of the ball. The buffer size
varies between a minimum size and a maximum size. The minimum size must
be chosen larger than 2 since the predictive model can only be estimated from
at least two observations. A good minimum value is 3. The maximal size should
be chosen in such a way that the change of the ball velocity due to friction when
the ball rolls freely remains small. For cameras that take 30 frames per second,
a value of 10–15 is reasonable.

New observations are always inserted into the buffer, old ones are removed.
If the predicted ball position and the observed one exhibit a large discrepancy
larger than a predefined threshold θ, an observation is marked as being suspi-
cious. If two succeeding observations are suspicious, a change point was detected
and the buffer size is reduced to the minimum to forget all old and misleading
observations. The value of θ has to be chosen compatible to the noise in the
observations. A good choice is a value of 500mm.

Every time the ball was observed new estimates of ball position and ball ve-
locity are calculated using the observations stored in the buffer. Only in the very
beginning when the number of observations is not large enough to estimate both
parameters these parameters are not estimated. Figure 3 shows the algorithm
step by step.

3.5 Odometer-Based and Self-localization-Based Estimation

The modeling presented in the sections 3.2 and 3.3 is based on observations of the
ball position that are represented in a common fixed coordinate system while the
camera image always represents information relative to the robot position and
robot heading. The robot relative coordinate system moves whenever the robot
moves. The robot relative coordinate system and the fixed coordinate system we
use are depicted in Figure 4.

If we can rely on an accurate estimate of the robot’s pose the best way of cal-
culating estimates of ball position and ball velocity is to perform all calculations
in the fixed coordinate system. Then, the observations from the camera image
have to be transformed to the fixed coordinate system before applying them
in the ball estimator. Accurate estimates of the robot’s pose can be calculated
using powerful self-localization techniques like [5].

If accurate estimates of the robot’s pose are not available we can instead
perform the calculations of ball position and velocity in the robot relative coor-
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1. start with an empty buffer of observations

2. once obtaining a new observation pt at time t:
2.1. calculate the prediction p̂t of the motion model used so far for

time t.
2.2. if ||p̂t − pt|| > θ, mark observation pt as being suspicious

2.3. if the buffer size is maximal, remove the oldest observation

2.4. insert the new observation pt into the buffer

2.5. if the newest observations pt and pt−1 are both marked

suspicious, resize the buffer to minimal size removing the

oldest observations.

2.6. calculate new estimates p0 and v using the observations stored

in the buffer applying equations (7) and (8).

3. wait for new observation and goto 2.

Fig. 3. Sketch of the entire algorithm to estimate the ball position and velocity reliably.
The old observations are stored in a buffer of varying size. The minimal size must be
larger than 2, the maximal size should be smaller than 20. Good values for minimal
and maximal size are 3 and 10.

xW

y
W

xA

A
y

x

B
y

B

Fig. 4. Coordinate systems used for representation of ball and robot positions: xW and
yW indicate the coordinate axis of the fixed world coordinate system that is independent
of the robot’s pose; the robot relative coordinate system depends on the robot’s position
and heading on the field: seen from the perspective of the robot its x-axis points to the
right, its y-axis points to the front. The axis of the robot coordinate system for two
different points in time (A and B) are marked with xA, yA, xB and yB, respectively.

dinate system. In this case, we have to take into account the movement that the
robot performs between two observations A and B, i.e. we have to transform all
information from the robot relative coordinate system at time A to the robot
relative coordinate system at time B (see Figure 4).

A good choice of reference time and reference coordinate system is to set t0
to the time of the newest observation and also to represent the ball observations
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in the coordinate system relative to the robots position at time t0. Hence, ob-
taining a new ball observation requires to transform the stored observations from
the previous coordinate system to the new coordinate system. The calculations
needed are simple: if pA represents a position in the coordinate system of time
A and the robot has moved from time A to B by a vector of Δ (relative to the
coordinate system of time A) and it has rotated by an angle of φ, the position
pA can be transformed into the coordinate system at time B using the equation:

pB =
(

cosφ sin φ
− sinφ cosφ

)
(pA − Δ) (9)

To transform the estimated velocity v we only have to consider the rotation:

vB =
(

cosφ sinφ
− sinφ cosφ

)
vA (10)

The transformation of the stored observations and the position and velocity
estimates has to be done directly after receiving a new observation, i.e. between
step 2 and 2.1 in Figure 3. The movement of the robot (Δ, φ) can be calculated
from odometer sensors or exploiting the driving commands sent to the robot and
is part of the robot kinematics.

The answer to the question whether an odometer-based or self-localization-
based estimation should be preferred depends of the properties of self-localization
and sensor signals: on the one hand, self-localization based calculations may be
distorted by the noise of the localization approach. On the other hand, odometer-
based estimation suffers from the inaccuracy of odometers in the case of slippage.
Especially when the robot is blocked by an obstacle and wheelspin occurs an
odometer-based ball estimator is significantly distorted.

In our RoboCup team, the “Brainstormers Tribots”, we use a very precise
self-localization approach [5] and therefore are able to perform all calculation in
a fixed coordinate system depicted with xW , yW in Figure 4.

3.6 Expired Observations

When the ball is taken off the field or it is far away from the robot or hidden
behind an obstacle it cannot be seen by the robot. No new observations are
available and the motion model is not updated. Hence, extrapolating the ball
position yields an invalid result. Therefore, care has to be taken to assure that
the motion estimates and the observations stored in the buffer do not become
too old.

This can be guaranteed allowing an observation to be used in the estimation
process only for a restricted time, e.g. for 2 seconds. If an observation becomes
too old, it is removed from the buffer of stored observations. As well, the time
of updating the estimates must be stored. Predictions are declared to be valid
only if the time since the latest update is shorter than a pre-defined threshold.
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4 Experiments

4.1 Experiments with a Standing Robot

First of all, we want to show the performance of the ball estimator for single
trajectories with defined conditions. We made all tests in our laboratories where
we have a half-field of the RoboCup-Midsize league. The experiments were per-
formed using the robots of the “Brainstormers Tribots” RoboCup team. We
rolled the ball over the field while a robot was observing the ball.

Figure 5 shows the case of the robot standing still. Since the noise of self-
localization is almost zero in this case and the optical instruments like camera
and mirror are not affected by vibrations the results show the good performance
of the ball estimation process. The diagram shows a low-noise estimation of the
ball velocity over 1.6 seconds. It is even possible to recognize the decrease of
velocity due to friction.

ball position

ball velocity

 0

 0.5

 1

 1.5

 2

 2.5

 0  200  400  600  800  1000  1200  1400  1600
 0

 0.5

 1

 1.5

 2

 2.5

v [m/s]

t [ms]

x [m]

Fig. 5. Ball estimation when the ball was rolling across the field while the robot was
standing still. The diagram shows the projection of the ball position (dashed line)
onto the x-axis of the field coordinate system and the velocity estimate (solid line),
also projected onto the x-axis of the field coordinates. Since the ball rolls freely, the
velocity decreases due to friction.

Figure 6 shows the case of the ball colliding with an obstacle. While the ball is
moving towards the obstacle for the first 130 milliseconds (negative velocity), it is
reflected afterwards and moves to the opposite direction (positive velocity). The
ball estimation process recognizes this situation correctly and performs a reset
two iterations after the collision happened, i.e. only the three newest observa-
tions are left in the observation buffer while the older observations are removed.
Otherwise, the large step in the velocity estimate from −3.5m

s to 1m
s would not

have been possible. Afterwards, the ball velocity is correctly estimated.
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ball position

ball velocity
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Fig. 6. Case of the ball colliding with an obstacle. The dashed line shows the position
of the ball, the solid line the estimate of ball velocity. Both, the position and velocity
are projected onto the x-axis of the field coordinate system.
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Fig. 7. Case of a moving robot. The dashed line shows the position of the ball, the
solid line the estimate of ball velocity. Both, the position and velocity are projected
onto the x-axis of the field coordinate system. The robot was moving with 2m

s
on a

circular trajectory.

4.2 Experiments with a Moving Robot

The situation becomes more difficult if the robot itself is moving since the er-
rors of the self-localization and vibrations of the camera and the mirror of the
omnidirectional optical system put additional noise onto the estimates. Hence,
the quality of estimates is affected.

Figure 7 shows the estimate of a rolling ball when the robot itself was moving
with 2m

s on a circular trajectory. Despite the robot movement, the estimate of
ball velocity remains reliable. Also the direction of the velocity estimate is trust-
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Fig. 8. The estimated direction of ball movement of a rolling ball. The direction varies
in the interval from 3 to 9 degree. The robot was moving while estimating the ball
velocity.

worthy as indicated in Figure 8: the direction of the velocity vector varies only
between 3 and 9 degrees. Thus, the estimates can be used for robot repositioning,
e.g. to fetch a moving ball.

4.3 Tournament Experiments

The ball estimation approach has also been tested in a RoboCup tournament.
It was used in the German Open 2005 competition in the Midsize league and
behaved well. Finally, the team using this approach won the tournament. One
of the main reasons was its superior ball handling.

5 Discussion

The approach for ball estimation presented in this paper combines three tech-
niques: (a) modeling a free ball movement linearly and estimating its parameters
using ridge regression, (b) recognizing change points of the movement comparing
observed and predicted ball positions and (c) considering the movement of the
observer using either a precise self-localization approach or odometer values to
calculate the observer’s movement between two observations.

To avoid unintuitive and therefore difficult to use parameters we developed
an estimation process based on regression instead of a Kalman filter. Further-
more, using such a direct approach avoids determining the noise level of the
observations.

The comparison of predicted and observed ball positions enables us to rec-
ognize when the ball movement changed jerkily. If so, removing old observations
allows us to react adequately to such a situation while keeping the newest ob-
servations allows to immediately replace the invalidated velocity estimate by a
new one.
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The experiments presented in this paper show that the new approach works
fine in practice. For a standing robot, the estimate is low-noise and reliable
while even for a moving observer the estimate of the ball velocity remains valid.
Furthermore, jerky changes in the ball movement lead immediately to a reset
of the ball filter. Hence, the presented algorithm can successfully be used in
autonomous robots like in the RoboCup domain.
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J. Krüger, M. Lauer, M. Lewandowski, A. Merke, H. Müller, M. Riedmiller,
J. Schanko, M. Schulte-Hobein, M. Theile, S. Welker, and D. Withopf. Creating
a robot soccer team from scratch: the brainstormers tribots. In Proc. of RoboCup
2003, Padua, Italy, 2003.

2. Arnaud Doucet. On sequential simulation-based methods for Bayesian filtering.
Technical Report CUED/F-INFENG/TR.310, University of Cambridge, 1998.

3. H. Freeman. On the encoding of arbitrary geometric configuration. IRE Transac-
tions on Electronic Computers, EC-10(2):260–268, 1961.

4. Arthur Gelb, editor. Applied Optimal Estimation. Cambridge, 1974.
5. Martin Lauer, Sascha Lange, and Martin Riedmiller. Calculating the perfect match:

an efficient and accurate approach for robot self-localization. In Robocup-2005, 2005.
6. Branislav Micusik and Thomas Pajdla. Para-catadioptric camera auto-calibration

from epipolar geometry. In Asian Conference on Computer Vision, Jeju Island,
Korea, 2004.

7. Daniele Nardi, editor. RoboCup 2004: Robot Soccer World Cup VIII Robot Soccer
World Cup VII. Springer, 2005.

8. Slav Petrov. Computer Vision, Sensorfusion und Verhaltenssteuerung für Fussball-
Roboter. Master’s thesis, Freie Universität Berlin, Institut für Informatik, 2004.

9. Andre Treptow, Andreas Masselli, and Andreas Zell. Real-time object tracking for
soccer-robots without color information. In Proceedings of the European Conference
on Mobile Robotics (ECMR 2003), Radziejowice, Poland, 2003.



Heuristic-Based Laser Scan Matching for
Outdoor 6D SLAM
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Abstract. 6D SLAM (Simultaneous Localization and Mapping) or 6D
Concurrent Localization and Mapping of mobile robots considers six di-
mensions for the robot pose, namely, the x, y and z coordinates and
the roll, yaw and pitch angles. Robot motion and localization on nat-
ural surfaces, e.g., driving with a mobile robot outdoor, must regard
these degrees of freedom. This paper presents a robotic mapping method
based on locally consistent 3D laser range scans. Scan matching, com-
bined with a heuristic for closed loop detection and a global relaxation
method, results in a highly precise mapping system for outdoor environ-
ments. The mobile robot Kurt3D was used to acquire data of the Schloss
Birlinghoven campus. The resulting 3D map is compared with ground
truth, given by an aerial photograph.

1 Introduction

Automatic environment sensing and modeling is a fundamental scientific issue
in robotics, since the presence of maps is essential for many robot tasks. Manual
mapping of environments is a hard and tedious job: Thrun et al. report a time
of about one week hard work for creating a map of the museum in Bonn for
the robot RHINO [25]. Especially mobile systems with 3D laser scanners that
automatically perform multiple steps such as scanning, gaging and autonomous
driving have the potential to greatly improve mapping. Many application areas
benefit from 3D maps, e.g., industrial automation, architecture, agriculture, the
construction or maintenance of tunnels and mines and rescue robotic systems.

The robotic mapping problem is that of acquiring a spatial model of a robot’s
environment. If the robot poses were known, the local sensor inputs of the robot,
i.e., local maps, could be registered into a common coordinate system to create a
map. Unfortunately, any mobile robot’s self localization suffers from imprecision
and therefore the structure of the local maps, e.g., of single scans, needs to be
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used to create a precise global map. Finally, robot poses in natural outdoor en-
vironments involve yaw, pitch, roll angles and elevation, turning pose estimation
as well as scan registration into a problem in six mathematical dimensions.

This paper proposes algorithms that allow to digitize large environments and
solve the 6D SLAM problem. In previous works we already presented partially
our 6D SLAM algorithm [19,23,24]. In [19] we use a global relaxation scan match-
ing algorithm to create a model of an abandoned mine and in [24] we presented
our first 3D model containing a closed loop. This paper’s main contribution is an
octree-based matching heuristic that allows us to match scans with rudimentary
starting guesses and to detect closed loops.

1.1 Related Work

SLAM. Depending on the map type, mapping algorithms differ. State of the
art for metric maps are probabilistic methods, where the robot has probabilistic
motion and uncertain perception models. By integrating of these two distribu-
tions with a Bayes filter, e.g., Kalman or particle filter, it is possible to localize
the robot. Mapping is often an extension to this estimation problem. Beside
the robot pose, positions of landmarks are estimated. Closed loops, i.e., a sec-
ond encounter of a previously visited area of the environment, play a special role
here. Once detected, they enable the algorithms to bound the error by deforming
the already mapped area such that a topologically consistent model is created.
However, there is no guarantee for a correct model. Several strategies exist for
solving SLAM. Thrun reviews in [26] existing techniques, i.e., maximum likeli-
hood estimation [10], expectation maximization [9,27], extended Kalman filter
[6] or (sparse extended) information filter [29]. In addition to these methods,
FastSLAM [28] that approximates the posterior probabilities, i.e., robot poses,
by particles, and the method of Lu Milios on the basis of IDC scan matching
[18] exist.

In principle, these probabilistic methods are extendable to 6D. However no
reliable feature extraction nor a strategy for reducing the computational costs
of multi hypothesis tracking, e.g., FastSLAM, that grows exponentially with the
degrees of freedom, has been published to our knowledge.

3D Mapping. Instead of using 3D scanners, which yield consistent 3D scans
in the first place, some groups have attempted to build 3D volumetric represen-
tations of environments with 2D laser range finders. Thrun et al. [28], Früh et
al. [11] and Zhao et al. [31] use two 2D laser scanners finders for acquiring 3D
data. One laser scanner is mounted horizontally, the other vertically. The latter
one grabs a vertical scan line which is transformed into 3D points based on the
current robot pose. Since the vertical scanner is not able to scan sides of objects,
Zhao et al. use two additional, vertically mounted 2D scanners, shifted by 45◦

to reduce occlusions [31]. The horizontal scanner is used to compute the robot
pose. The precision of 3D data points depends on that pose and on the precision
of the scanner.
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A few other groups use highly accurate, expensive 3D laser scanners [1,12,22].
The RESOLV project aimed at modeling interiors for virtual reality and tele-
presence [22]. They used a RIEGL laser range finder on robots and the ICP
algorithm for scan matching [4]. The AVENUE project develops a robot for
modeling urban environments [1], using a CYRAX scanner and a feature-based
scan matching approach for registering the 3D scans. Nevertheless, in their recent
work they do not use data of the laser scanner in the robot control architecture
for localization [12]. The group of M. Hebert has reconstructed environments
using the Zoller+Fröhlich laser scanner and aims to build 3D models without
initial position estimates, i.e., without odometry information [14].

Recently, different groups employ rotating SICK scanners for acquiring 3D
data [15,30]. Wulf et al. let the scanner rotate around the vertical axis. They
acquire 3D data while moving, thus the quality of the resulting map crucially
depends on the pose estimate that is given by inertial sensors, i.e., gyros [30]. In
addition, their SLAM algorithms do not consider all six degrees of freedom.

Other approaches use information of CCD-cameras that provide a view of the
robot’s environment [5,21]. Nevertheless, cameras are difficult to use in natural
environments with changing light conditions. Camera-based approaches to 3D
robot vision, e.g., stereo cameras and structure from motion, have difficulties
providing reliable navigation and mapping information for a mobile robot in
real-time. Thus some groups try to solve 3D modeling by using planar scanner
based SLAM methods and cameras, e.g., in [5].

1.2 Hardware Used in Our Experiments

The 3D Laser Range Finder. The 3D laser range finder (Fig. 1) [23] is built
on the basis of a SICK 2D range finder by extension with a mount and a small
servomotor. The 2D laser range finder is attached in the center of rotation to
the mount for achieving a controlled pitch motion with a standard servo.

The area of up to 180◦(h)×120◦(v) is scanned with different horizontal (181,
361, 721) and vertical (128, 256, 400, 500) resolutions. A plane with 181 data
points is scanned in 13 ms by the 2D laser range finder (rotating mirror device).
Planes with more data points, e.g., 361, 721, duplicate or quadruplicate this
time. Thus a scan with 181 × 256 data points needs 3.4 seconds. Scanning the
environment with a mobile robot is done in a stop-scan-go fashion.

Fig. 1. Kurt3D in a natural environment. Left to right: Lawn, forest track, pavement.
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The Mobile Robot. Kurt3D Outdoor (Fig. 1) is a mobile robot with a size of
45 cm (length) × 33 cm (width) × 29 cm (height) and a weight of 22.6 kg. Two
90 W motors are used to power the 6 skid-steered wheels, whereas the front and
rear wheels have no tread pattern to enhance rotating. The core of the robot is
a Pentium-Centrino-1400 with 768 MB RAM and Linux.

2 Range Image Registration and Robot Relocalization

Multiple 3D scans are necessary to digitalize environments without occlusions.
To create a correct and consistent model, the scans have to be merged into
one coordinate system. This process is called registration. If the robot carrying
the 3D scanner were precisely localized, the registration could be done directly
based on the robot pose. However, due to the unprecise robot sensors, self lo-
calization is erroneous, so the geometric structure of overlapping 3D scans has
to be considered for registration. As a by-product, successful registration of 3D
scans relocalizes the robot in 6D, by providing the transformation to be applied
to the robot pose estimation at the recent scan point.

The following method registers point sets in a common coordinate system. It
is called Iterative Closest Points (ICP) algorithm [4]. Given two independently
acquired sets of 3D points, M (model set) and D (data set) which correspond
to a single shape, we aim to find the transformation consisting of a rotation R
and a translation t which minimizes the following cost function:

E(R, t) =
|M|∑
i=1

|D|∑
j=1

wi,j ||mi − (Rdj + t)||2 . (1)

wi,j is assigned 1 if the i-th point of M describes the same point in space as the
j-th point of D. Otherwise wi,j is 0. Two things have to be calculated: First,
the corresponding points, and second, the transformation (R, t) that minimizes
E(R, t) on the base of the corresponding points.

The ICP algorithm calculates iteratively the point correspondences. In each
iteration step, the algorithm selects the closest points as correspondences and
calculates the transformation (R, t) for minimizing equation (1). The assumption
is that in the last iteration step the point correspondences are correct. Besl et
al. prove that the method terminates in a minimum [4]. However, this theorem
does not hold in our case, since we use a maximum tolerable distance dmax for
associating the scan data. Such a threshold is required though, given that 3D
scans overlap only partially.

In every iteration, the optimal transformation (R, t) has to be computed.
Eq. (1) can be reduced to

E(R, t) ∝ 1
N

N∑
i=1

||mi − (Rdi + t)||2 , (2)

with N =
∑|M|

i=1

∑|D|
j=1 wi,j , since the correspondence matrix can be represented

by a vector containing the point pairs.
Four direct methods are known to minimize eq. (2) [17]. In earlier work

[19,23,24] we used a quaternion based method [4], but the following one, based
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on singular value decomposition (SVD), is robust and easy to implement, thus
we give a brief overview of the SVD-based algorithm. It was first published by
Arun, Huang and Blostein [2]. The difficulty of this minimization problem is to
enforce the orthonormality of the matrix R. The first step of the computation
is to decouple the calculation of the rotation R from the translation t using the
centroids of the points belonging to the matching, i.e.,

cm =
1
N

N∑
i=1

mi, cd =
1
N

N∑
i=1

dj (3)

and

M ′ = {m′
i = mi − cm}1,...,N , D′ = {d′

i = di − cd}1,...,N . (4)

After substituting (3) and (4) into the error function, E(R, t) eq. (2) becomes:

E(R, t) ∝
N∑

i=1

∣∣∣∣m′
i −Rd′

i

∣∣∣∣2 with t = cm − Rcd. (5)

The registration calculates the optimal rotation by R = VUT . Hereby, the
matrices V and U are derived by the singular value decomposition H = UΛVT

of a correlation matrix H. This 3 × 3 matrix H is given by

H =
N∑

i=1

d′
im

′T
i =

⎛⎝Sxx Sxy Sxz

Syx Syy Syz

Szx Szy Szz

⎞⎠ , (6)

with Sxx =
∑N

i=1 m′
ixd′ix, Sxy =

∑N
i=1 m′

ixd′iy , . . . [2].

We proposed and evaluated algorithms to accelerate ICP, namely point re-
duction and approximate kd-trees [19,23,24]. They are used here, too.

3 ICP-Based 6D SLAM

3.1 Calculating Heuristic Initial Estimations for ICP Scan Matching

To match two 3D scans with the ICP algorithm it is necessary to have a suffi-
cient starting guess for the second scan pose. In earlier work we used odometry
[23] or the planar HAYAI scan matching algorithm [16]. However, the latter can-
not be used in arbitrary environments, e.g., the one presented in Fig. 1 (bad
asphalt, lawn, woodland, etc.). Since the motion models change with different
grounds, odometry alone cannot be used. Here the robot pose is the 6-vector
P = (x, y, z, θx, θy, θz) or, equivalently the tuple containing the rotation matrix
and translation vector, written as 4×4 OpenGL-style matrix P [8].1 The fol-
lowing heuristic computes a sufficiently good initial estimation. It is based on
two ideas. First, the transformation found in the previous registration is applied
1 Note the bold-italic (vectors) and bold (matrices) notation. The conversion between

vector representations, i.e., Euler angles, and matrix representations is done by al-
gorithms from [8].
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Fig. 2. Left: Two 3D point clouds. Middle: Octree corresponding to the black point
cloud. Right: Octree based on the blue points.

to the pose estimation – this implements the assumption that the error model
of the pose estimation is locally stable. Second, a pose update is calculated by
matching octree representations of the scan point sets rather than the point sets
themselves – this is done to speed up calculation:

1. Extrapolate the odometry readings to all six degrees of freedom using pre-
vious registration matrices. The change of the robot pose ΔP given the
odometry information (xn, zn, θy,n), (xn+1, zn+1, θy,n+1) and the registration
matrix R(θx,n, θy,n, θz,n) is calculated by solving:⎛⎜⎜⎜⎜⎜⎜⎝

xn+1

yn+1

zn+1

θx,n+1

θy,n+1

θz,n+1

⎞⎟⎟⎟⎟⎟⎟⎠ =

⎛⎜⎜⎜⎜⎜⎜⎝

xn

yn

zn

θx,n

θy,n

θz,n

⎞⎟⎟⎟⎟⎟⎟⎠ +

⎛⎜⎜⎜⎜⎜⎜⎝
R(θx,n, θy,n, θz,n) 0

1 0 0
0 0 1 0

0 0 1

⎞⎟⎟⎟⎟⎟⎟⎠ ·

⎛⎜⎜⎜⎜⎜⎜⎝

Δxn+1

Δyn+1

Δzn+1

Δθx,n+1

Δθy,n+1

Δθz,n+1

⎞⎟⎟⎟⎟⎟⎟⎠ .

︸ ︷︷ ︸
ΔP

Therefore, calculating ΔP requires a matrix inversion. Finally, the 6D pose
Pn+1 is calculated by

Pn+1 = ΔP · Pn

using the poses’ matrix representations.

2. Set ΔP best to the 6-vector (t, R(θx,n, θy,n, θz,n)) = (0, R(0)).

3. Generate an octree OM for the nth 3D scan (model set M).

4. Generate an octree OD for the (n + 1)th 3D scan (data set D).

5. For search depth t ∈ [tStart, . . . , tEnd] in the octrees estimate a transformation
ΔP best = (t, R) as follows:
(a) Calculate a maximal displacement and rotation ΔP max depending on

the search depth t and currently best transformation ΔP best.
(b) For all discrete 6-tuples ΔP i ∈ [−ΔP max, ΔP max] in the domain ΔP =

(x, y, z, θx, θy, θz) displace OD by ΔPi ·ΔP ·Pn. Evaluate the matching
of the two octrees by counting the number of overlapping cubes and save
the best transformation as ΔP best.
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6. Update the scan pose using matrix multiplication, i.e.,

Pn+1 = ΔPbest · ΔP · Pn.

Note: Step 5b requires 6 nested loops, but the computational requirements
are bounded by the coarse-to-fine strategy inherited from the octree processing.
The size of the octree cubes decreases exponentially with increasing t. We start
the algorithm with a cube size of 75 cm3 and stop when the cube size falls below
10 cm3. Fig. 2 shows two 3D scans and the corresponding octrees. Furthermore,
note that the heuristic works best outdoors. Due to the diversity of the environ-
ment the match of octree cubes will show a significant maximum, while indoor
environments with their many geometry symmetries and similarities, e.g., in a
corridor, are in danger of producing many plausible matches.

After an initial starting guess is found, the range image registration from
section 2 proceeds and the 3D scans are precisely matched.

3.2 Computing Globally Consistent Scenes

After registration, the scene has to be correct and globally consistent. A straight-
forward method for aligning several 3D scans is pairwise matching, i.e., the new
scan is registered against a previous one. Alternatively, an incremental matching
method is introduced, i.e., the new scan is registered against a so-called meta-
scan, which is the union of the previously acquired and registered scans. Each
scan matching has a limited precision. Both methods accumulate the registration
errors such that the registration of a large number of 3D scans leads to inconsis-
tent scenes and to problems with the robot localization. Closing loop detection
and error diffusing avoid these problems and compute consistent scenes.

Closing the Loop. After matching multiple 3D scans, errors have accumulated
and loops would normally not be closed. Our algorithm automatically detects a
to-be-closed loop by registering the last acquired 3D scan with earlier acquired
scans. Hereby we first create a hypothesis based on the maximum laser range and
on the robot pose, so that the algorithm does not need to process all previous
scans. Then we use the octree based method presented in section 3.1 to revise
the hypothesis. Finally, if a registration is possible, the computed error, i.e., the
transformation (R, t) is distributed over all 3D scans. The respective part is
weighted by the distance covered between the scans, i.e.,

ci =
length of path from start of the loop to scan pose i

overall length of path

1. The translational part is calculated as ti = cit.
2. Of the three possibilities of representing rotations, namely, orthonormal ma-

trices, quaternions and Euler angles, quaternions are best suited for our
interpolation task. The problem with matrices is to enforce orthonormality
and Euler angles show Gimbal locks [8]. A quaternion as used in computer
graphics is the 4 vector q̇. Given a rotation as matrix R, the corresponding
quaternion q̇ is calculated as follows:
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q̇ =

⎛⎜⎜⎝
q0

qx

qy

qz

⎞⎟⎟⎠ =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1
2

√
trace (R)

1
2

r3,3−r3,2√
trace(R)

1
2

r2,1−r2,3√
trace(R)

1
2

r1,2−r1,1√
trace(R)

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, with the elements ri,j of R.2 (7)

The quaternion describes a rotation by an axis a ∈ 3 and an angle θ that
are computed by

a =

⎛⎜⎜⎜⎜⎝
qx√
1−q2

0

qy√
1−q2

0

qz√
1−q2

0

⎞⎟⎟⎟⎟⎠ and θ = 2arccos qo.

The angle θ is distributed over all scans using the factor ci and the resulting
matrix is derived as [8]:

Ri =

⎛⎝ cos(ciθ) + a2
x(1 − cos(ciθ)) az sin(ciθ) + axay(1 − cos(ciθ))

−az sin(ciθ) + axay(1 − cos(ciθ)) cos(ciθ) + a2
y(1 − cos(ciθ))

ay sin(ciθ) + axaz(1 − cos(ciθ) −ax sin(ciθ) + ayaz(1 − cos(ciθ))

−ay sin(ciθ) + axaz(1 − cos(ciθ))
−ax sin(ciθ) + ayaz(1 − cos(ciθ))

cos(ciθ) + a2
z(1 − cos(ciθ))

⎞⎠ . (8)

The next step minimizes the global error.
2 If trace (R) (sum of the diagonal terms) is zero, the above calculation has to be

altered: Iff r1,1 > r2,2 and r1,1 > r3,3 then,

q̇ =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1
2
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1
2

√
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2
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1
2
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1+r1,1−r2,2−r3,3

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, if r2,2 > r3,3 q̇ =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1
2
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1−r1,1+r2,2−r3,3

1
2
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⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,

otherwise the quaternion q̇ is calculated as

q̇ =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1
2

r1,2−r2,1√
1−r1,1−r2,2+r3,3

1
2
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2
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1−r1,1−r2,2+r3,3

1
2

√
1 − r1,1 − r2,2 + r3,3

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
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Diffusing the Error. Pulli presents a registration method that minimizes the
global error and avoids inconsistent scenes [20]. The registration of one scan is
followed by registering all neighboring scans such that the global error is dis-
tributed. Other matching approaches with global error minimization have been
published, e.g., [3,7]. Benjemaa et al. establish point-to-point correspondences
first and then use randomized iterative registration on a set of surfaces [3]. Eggert
et al. compute motion updates, i.e., a transformation (R, t), using force-based
optimization, with data sets considered as connected by groups of springs [7].

Based on the idea of Pulli we designed the relaxation method simultaneous
matching[23]. The first scan is the masterscan and determines the coordinate
system. It is fixed. The following three steps register all scans and minimize the
global error, after a queue is initialized with the first scan of the closed loop:

1. Pop the first 3D scan from the queue as the current one.
2. If the current scan is not the master scan, then a set of neighbors (set of all

scans that overlap with the current scan) is calculated. This set of neighbors
forms one point set M . The current scan forms the data point set D and is
aligned with the ICP algorithms. One scan overlaps with another iff more
than p corresponding point pairs exist. In our implementation, p = 250.

3. If the current scan changes its location by applying the transformation
(translation or rotation) in step 2, then each single scan of the set of neigh-
bors that is not in the queue is added to the end of the queue. If the queue
is empty, terminate; else continue at step 1.

In contrast to Pulli’s approach, our method is totally automatic and no interac-
tive pairwise alignment has to be done. Furthermore the point pairs are not fixed
[20]. The accumulated alignment error is spread over the whole set of acquired
3D scans. This diffuses the alignment error equally over the set of 3D scans [24].

4 Experiment and Results

The following experiment has been made at the campus of Schloss Birlinghoven
with Kurt3D. Fig. 3 (left) shows the scan point model of the first scans in top
view, based on odometry only. The first part of the robot’s run, i.e., driving
on asphalt, contains a systematic drift error, but driving on lawn shows more
stochastic characteristics. The right part shows the first 62 scans, covering a
path length of about 240 m. The heuristic has been applied and the scans have
been matched. The open loop is marked with a red rectangle.

At that point, the loop is detected and closed. More 3D scans have then
been acquired and added to the map. Fig. 4 (left and right) shows the model
with and without global relaxation to visualize its effects. The relaxation is
able to align the scans correctly even without explicitly closing the loop. The
best visible difference is marked by a red rectangle. The final map in Fig. 4
contains 77 3D scans, each consisting of approx. 100000 data points (275 ×
361). Fig. 5 shows two detailed views, before and after loop closing. The bottom
part of Fig. 4 displays an aerial view as ground truth for comparison. Table 1
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Fig. 3. 3D model of an experiment to digitize part of the campus of Schloss Bir-
linghoven campus (top view). Left: Registration based on odometry only. Right: Model
based on incremental matching right before closing the loop, containing 62 scans each
with approx. 100000 3D points. The grid at the bottom denotes an area of 20×20m2

for scale comparison. The 3D scan poses are marked by blue points.

compares distances measured in the photo and in the 3D scene. The lines in
the photo have been measured in pixels, whereas real distances, i.e., the (x, z)-
values of the points, have been used in the point model. Taking into account
that pixel distances in mid-resolution non-calibrated aerial image induce some
error in ground truth, the correspondence show that the point model at least
approximates reality quite well.

Table 1. Length ratio comparison of measured distances in the aerial photographs
with distances in the point model as shown in Fig. 4

1st line 2nd line ratio in aerial views ratio in point model deviation
AB BC 0.683 0.662 3.1%
AB BD 0.645 0.670 3.8%
AC CD 1.131 1.141 0.9%
CD BD 1.088 1.082 0.5%
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C

D

A
B

Fig. 4. Top left: Model with loop closing, but without global relaxation. Differences
to Fig. 3 right and to the right image are marked. Top right: Final model of 77 scans
with loop closing and global relaxation. Bottom: Aerial view of the scene. The points
A – D are used as reference points in the comparison in Table 1.
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Fig. 5. Detailed view of the 3D model of Fig. 4. Left: Model before loop closing. Right:
After loop closing, global relaxation and adding further 3D scans. Top: Top view.
Bottom: Front view.

Fig. 6. Detailed views of the resulting 3D model corresponding to robot locations of
Fig. 1
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Mapping would fail without first calculatingheuristic initial estimations for
ICP scan matching, since ICP would likely converge into an incorrect minimum.
The resulting 3D map would be some mixture of Fig. 3 (left) and Fig. 4 (right).

Fig. 6 shows three views of the final model. These model views correspond to
the locations of Kurt3D in Fig. 1. An updated robot trajectory has been plotted
into the scene. Thereby, we assign every 3D scan that part of the trajectory
which leads from the previous scan pose to the current one. Since scan matching
did align the scans, the trajectory initially has gaps after the alignment (see Fig.
7).

We calculate the transformation (R, t) that maps
the last pose of such a trajectory patch to the start-
ing pose of the next patch. This transformation is
then used to correct the trajectory patch by dis-
tributing the transformation as described in sec-
tion 3.2. In this way the algorithm computes a con-
tinuous trajectory. An animation of the scanned
area is available at http://kos.informatik.uni-
osnabrueck.de/6Doutdoor/. The video shows the
scene along the trajectory as viewed from about 1 m
above Kurt3D’s actual position.
The 3D scans were acquired within one hour by tele-
operation of Kurt3D. Scan registration and closed
loop detection took only about 10 minutes on a

Fig. 7 The trajectory after
mapping shows gaps, since
the robot poses are corrected
at 3D scan poses

Pentium-IV-2800 MHz, while we did run the global relaxation for 2 hours. How-
ever, computing the flight-thru-animation took about 3 hours, rendering 9882
frames with OpenGL on consumer hardware.

In addition we used the 3D scan matching algorithm in the context of Robo
Cup Rescue 2004. We were able to produce online 3D maps, even though we did
not use closed loop detection and global relaxation. Some results are available
at http://kos.informatik.uni-osnabrueck.de/download/Lisbon RR/.

5 Discussion and Conclusion

This paper has presented a solution to the SLAM problem considering six de-
grees of freedom and creating 3D maps of outdoor environments. It is based on
ICP scan matching, initial pose estimation using a coarse-to-fine strategy with
an octree representation and closing loop detection. Using an aerial photo as
ground truth, the 3D map shows very good correspondence with the mapped
environment, which was confirmed by a ratio comparison between map features
and the respective photo features.

Compared with related approaches from the literature [6,10,26,27,28,29] we
do not use a feature representation of the environment. Furthermore our al-
gorithm manages registration without fixed data association. In the data asso-
ciation step, SLAM algorithms decide which features correspond. Wrong cor-
respondences result in unprecise or even inconsistent models. The global scan

.
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Fig. 8. Abstract comparison of SLAM approaches. Left: Probabilistic methods. The
robot poses Xi as well as the positions of the associated landmarks Yi are given in terms
of a probability distribution. Global optimization tries to relax the model, where the
landmarks are fixed. Small black dots on lines mark adjustable distances. Right: Our
method with absolute measurements Yi (note there are no black dots between scan
poses and scanned landmarks). The poses Xi are adjusted based on scan matching
aiming at collapsing the landmark copies Yik for all landmarks Yi. Data association is
the search for closest points.

matching based relaxation computes corresponding points, i.e., closest points,
in every iteration. Furthermore, we avoid using probabilistic representations to
keep the computation time at a minimum. The model optimization is solved in
a closed form, i.e., by direct pose transformation. As a result of these efforts,
registration and closed loop detection of 77 scans each with ca. 100000 points
took only about 10 minutes.

Fig. 8 compares the probabilistic SLAM approaches with ours on an abstract
level as presented by Folkesson and Christensen [9]. Robot poses are labeled
with Xi whereas the landmarks are the Yi. Lines with black dots correspond to
adjustable connections, e.g., springs, which can be relaxed by the algorithms. In
our system, the measurements are fixed and data association is repeatedly done
using nearest neighbor search.

Needless to say, a lot of work remains to be done. We plan to further im-
prove the computation time and to use sensor uncertainty models. In addition,
semantic labels for sub-structures of the resulting point model will be extracted.
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Abstract. Dealing with methods of human-robot interaction and using
a real mobile robot, stable methods for people detection and tracking are
fundamental features of such a system and require information from dif-
ferent sensory. In this paper, we discuss a new approach for integrating
several sensor modalities and we present a multimodal people detec-
tion and tracking system and its application using the different sensory
systems of our mobile interaction robot Horos working in a real office
environment. These include a laser-range-finder, a sonar system, and a
fisheye-based omnidirectional camera. For each of these sensory informa-
tion, a separate Gaussian probability distribution is generated to model
the belief of the observation of a person. These probability distributions
are further combined using a flexible probabilistic aggregation scheme.
The main advantages of this approach are a simple integration of further
sensory channels, even with different update frequencies and the usabil-
ity in real-world environments. Finally, promising experimental results
achieved in a real office environment will be presented.

1 Introduction

Dealing with Human-Robot-Interaction (HRI) in real-world environments, one of
the general tasks is the realization of a stable people detection and the respective
tracking functions. Depending on the specific application that integrates a person
detection, different approaches are possible. Typical approaches use visual cues
for face detection, a laser-range-finder for detection of moving objects, like legs,
or acoustical cues for sound source detection.

Projects like Embassi [1], which aim to detect only the users’ faces, usu-
ally in front of a stationary station like a PC, typically use visual cues (skin-
color-based approaches, sometimes in combination with the detection of edge
oriented features). Therefore, these approaches cannot be applied for a mobile
robot which has to deal with moving people with faces not always perceivable.
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In [2] a skin-color-based approach for a mobile robot is presented using an ex-
tension of particle filters to generate object configurations which represent more
then one person in the image.

Other approaches trying to perceive the whole person rather than only her
face use laser-range-finders to detect people as moving objects or directly by their
legs, e.g. Grace [3] or Tourbot [4]. In [5] a approach based on particle repre-
sentations in joint probabilistic data association filters is presented. Drawbacks
of these approaches occur, for instance, in situations where a person stands near
a wall and cannot be distinguished, in scenarios with objects yielding leg-like
scans, like table-legs or chair-legs, or if the laser-range-finder does not cover 360
degrees of the robot space.

For real-world scenarios, more promising approaches combine more than one
sensory channel,like visual cues and the scan of the laser-range-finder. An exam-
ple for these approaches is the Sig robot [6], which combines visual and auditory
cues. People are detected by a face detection system and tracked by using stereo
vision and sound source detection. This approach is especially useful for sce-
narios like face-to-face interaction. Further examples are the Expo-Robots [7],
where people are detected as moving objects by a laser-range-finder (resulting
from differences from a given static environment map) firstly. After that, these
hypotheses are verified by visual cues. Other projects like Biron [8] detect peo-
ple by using the laser-range-finder for detecting leg-profiles and combine these
information with visual and auditory cues (anchoring). The essential drawback
of these approaches is the sequential processing of the sensory cues. People are
detected by laser information only and are subsequently verified by visual cues.
These approaches fail, if the laser-range-finder yields no information, for in-
stance, in situations when only the face of a person is perceivable because of leg
occlusions.

Therefore, we propose a multimodal approach to realize a robust detection
and tracking of people. Compared to other approaches, all used sensory cues are
concurrently processed using a probabilistic aggregation scheme, that scales very
well with the number of sensors and modalities used in terms of computational
complexity. This way people are not only detected by only one feature. They
can be detected by their legs and their faces or by only one of this features,
respectively. The main advantage of our approach is the simple expandability
by integretiing further sensory channels, like sound sources, because of the used
aggregation scheme.

The structure of this paper is as follows: first we present the employed differ-
ent sensory modalities of our mobile robot for people detection and tracking: the
omnidirectional camera, the laser-range-finder and the sonar sensors (section 2).
Using these modalities, we generate specific probability-based hypotheses about
the positions of detected people and combine these probability distributions by
covariance intersection (section 3). Respective experimental results are presented
in section 4 followed by a short summary and an outlook in section 5.



322 E. Schaffernicht et al.

2 Mobile Interaction Robot Horos

To investigate respective methods, we use the mobile interaction robot Horos as
an information system for employees, students, and guests of our institute. The
system’s task includes that Horos autonomously moves in the institute, detects
people as possible interaction partners and interacts with them, for example, to
answer questions like the current whereabouts of specific people.

color camera

(fish eye)

robot face

speeker

microphones

touch screen

PC (Windows)

PC (Linux)

sonar sensors

180° laser-

range-finder

wheels

bumper

frontal cameras

(webcams)

Fig. 1. Sensory and motory modalities of the mobile interaction robot Horos (HOme
RObot System)

The hardware platform of Horos is an extended Pioneer-based robot from
ActiveMedia. It integrates an on-board PC (Pentium M, 1.6 GHz, 512MB) and
is equipped with a laser-range-finder (Sick) and sonar sensors. For the purpose
of HRI, this platform was mounted with different interaction-oriented modalities
(see Figure 1).

This includes a tablet PC (Pentium M, 1.1 GHz, 256MB) running under Win-
dows XP for pen-based interaction, speech recognition and speech generation. It
was further extended by a robot face which includes an omnidirectional fisheye
camera and two microphones. Moreover, we integrated two frontal webcams for
the visual analysis of dialog-relevant user features (e.g. age, gender, emotions).
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Subsequently, only the omnidirectional camera, the laser-range-finder and the
sonar sensors are discussed in the context of the people detection and tracking
task.

2.1 Laser-Based Information

The laser-range-finder of Horos is a very precise sensor with a resolution of one
degree, perceiving the frontal 180 degree field of Horos (see Figure 2, left). It
is fixed on the robot approximately 30 cm above the ground. Therefore, it can
only perceive the legs of people (see Figure 2, right).

Based on the approach presented in [9], we also analyze the scan of the
laser-range-finder for leg-pairs using a heuristic method. The measurements are
segmented into local groups of similar distance values. Then each segment is
checked for different conditions like width, deviation and others that are common
for legs. The distance between segments classified as legs is pairwise computed
to determine whether this could be a human pair of legs. For each pair found,
the distance and direction is extracted.
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Fig. 2. Left: Top view of the schematic Horos. The sensory range of the laser-range-
finder used to detect people is depicted grey. Right: Real scan of the laser-range-finder,
depicted in polar coordinate system. In this situation, the robot is standing in a door
directed to the top, perceiving a wall in front of it and the opened door to its right.
Further, it senses a pair of legs in front of it (at 70◦) and another one to its left (at
155◦).

This yields very good results for distances of people which stand less than
3 meters away. In a greater distance legs will be missed due to the limited
resolution of the laser-range-finder1. The strongest disadvantage of this approach
is its false-positive classification detecting table-legs, chair-legs and also waste-
paper baskets as legs. Also people standing sideway to the robot or wearing long
skirts do not yield appropriate values of the laser-range sensor to detect their
legs.
1 At a distance of 3 meters the laser beams have a gap of more than 5cm between

each other. In greater distances some legs are missed.
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2.2 Sonar Information

Horos is equipped with 16 sonar sensors, arranged at the Pioneer platform
approximately 20 cm above the ground. The sound cones have an aperture angle
of about 15 degrees. Because of this, a person detection using the sonar sensors
does only work by analyzing the sonar scan for leg profiles (see Figure 3 right).

The disadvantage of these sonar sensors is their high inaccuracy. The mea-
surement depends not only on the distance to an object, but also on the object’s
material, the direction of the reflecting surface, crosstalk effects when using sev-
eral sonar sensors, and the absorption of the broadcasted sound. Because of these
disadvantages, only distances of at most 2 meters can be considered for person
detection using these sonar sensors (see Figure 3, left). This means the sonar
sensors yield pretty unreliable and inaccurate values, a fact which has to be con-
sidered in the generation of a hypothesis of a person detection. For the purpose
of a very simple person detection, we assume that all measurements less than
2 meters could be hypotheses for a person. These hypotheses could be further
refined by comparing the position of each hypothesis with a given map of the
environment. If the hypothesis would correspond to an obstacle in the map, it
could be dismissed. The disadvantage of this refinement is, that people standing
near by an obstacle would not be considered as a valid hypothesis.
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Fig. 3. Left: Top view of the schematic Horos. The sensoric range of the sonar sensors
used to detect people is depicted grey. Right: Real values of the sonar sensors. In this
case, the robot is standing in the middle of a floor directed to the top, sensing walls to
the left and to the right and a person directly behind it. The distance values in front
of the robot (dashed curve) are the result of our range limitation to a maximum of 2
meters.

2.3 Fisheye Camera

As third sensory system, we use an omnidirectional camera with a fisheye lens
yielding a 360 degree view around the robot (see Figure 4 left). Because of the
task of person detection, the usage of such a camera requires that the position
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of this camera is lower than the position of the faces. An example of an image
resulting from the camera is depicted in Figure 4 (right). To detect people in
the omnidirectional camera image, a skin-color-based multi-target-tracker [10] is
used. This tracker is based on the condensation algorithm [11] which has been
extended, so that the visual tracking of multiple people at the same time is now
possible. The particle clouds used to estimate the probability of people in the
omnidirectional image will concentrate on the different skin-colored objects. A
problem is the possible detection and tracking of non-human skin-color-based
objects, like wooden objects or cork pinboards. An essential advantage of this
simple approach is, however, that it is much faster than subsampling the whole
image trying to find regions of interest and its resistance to minor interferences,
like partial occlusions.

A person detection using omnidirectional camera images yields good hy-
potheses about the direction of a person but not about his distance. Therefore,
the integration of the different information from the camera with the data from
the laser-range-finder and the sonar sensors should result in a more powerful
and robust people detection and tracking system. Subsequently, the developed
method for the combination of the several sensory systems will be introduced
and discussed.

Kamera

3 m

Front

L
e
ft

Fig. 4. Left: Top view of the schematic Horos. The sensoric range of the omni-
directional camera used to detect people is depicted grey. Right: Real image of the
omnidirectional camera with a fisheye lens. A person to be detected is standing in
front of the robot and can be seen at the bottom of the image.

3 The Multi-modal Aggregation Scheme

At first, a suitable data representation for the aggregation of the multimodal
hypotheses had to be choosen. The possibilities ranged from simple central point
representation to probability distributions approximated by particles. The used
aggregation scheme is based on Gaussian distributions, see section 3.1. Because of
the unknown correlations between the different sensor readings, a Kalman Filter
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based approach was not used to combine these hypotheses. Instead Covariance
Intersection is applied (section 3.2).

3.1 User Modeling Considering the Different Sensor Information

For the purpose of tracking, the information about detected humans is converted
into Gaussian distributions φ(μ, C). The mean μ equals the position of the detec-
tion in polar coordinates and the covariance matrix C represents the uncertainty
about this position. The form of the covariance matrix is sensor-dependent due
to the different sensor characteristics described in section 2. Furthermore, the
sensors have different error rates of misdetections that have to be taken into
account. All computation is done in the defolded cartesian r, ϕ space, see Figure
5. Examples for the resulting distributions are shown in Fig. 6.

0 1 2 3 4 5 6
0

0.5

1

1.5

2

2.5

  1

  2

  3

30

210

60

240

90

270

120

300

150

330

180 0

Fig. 5. Left: Two Gaussian hypotheses shown in a Cartesian r, ϕ system. Right: The
same hypotheses in polar r, ϕ coordinates, the center indicates the position of the robot
(Remark: computation is done in the cartesian space, while the polar r, ϕ space is used
for better illustration).

Laser-Based Information: Laser-range-finders yield a very precise measure,
hence the corresponding covariances are small and the distribution is narrow
(see Figure 6 left). The radial variance is fixed for all possible positions, but
the variance of the angular coordinate is distance dependent. A sideways step
of a person standing directly in front of the robot changes the angle more than
the same movement in a distance of 2 meters. The smaller the distance of the
detection the larger the variance has to be. The probability of a misdetection
is the lowest of all used sensors, but the laser-range-finder only covers the front
area of the robot due to sensor arrangement.

Sonar Information: Information from the sonar tends to be very noisy, im-
precise und unreliable. Therefore, the variances are large and the impact on the
certainty of a hypothesis is minimal (see Figure 6 middle). Nevertheless, the
sonar is included to support people tracking behind the robot. So we are able to
form an estimate of the distance in vision-based hypotheses.
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Fig. 6. Examples for generated hypotheses. The center of each plot represents the
robot. Left: Hypothesis generated by laser showing a person left in front of the
robot. Middle: Sonar-based information showing a hypothesis behind the robot. Right:
Camera-based hypothesis without depth information showing the same person as in
the left figure.

Fisheye Camera: In contrast to the other sensors, the camera can only provide
information about the angle of a detection, but not about the distance of a
person. Therefore, for the radial variance of the distance coordinate a very large
value was selected, with a fixed mean value (see Figure 6 right). The angular
variance is determined by the angular variance of the particle distribution used
in the visual skin-color based person tracker (see Section 2.3). The information
content of a detection in the image of the fisheye camera is controlled by the
position of the detection. In the front area of the robot, the influence is lower,
because of the available laser as reliable sensor. Behind the robot, the image is
the only source to get information about the presence of a person, the sonar
has only supporting character. Thus, the relative weight of a visual hypothesis
should be higher behind the robot.

The modeling and integration of additional sensor modalities, like sound
localization or other features from the camera image, could be done in a similar
way as described above.

3.2 Multi-hypotheses Tracking Using Covariance Intersection

Tracking based on probabilistic methods attempts to improve the estimate xt of
the position of the people at time t. These estimates xt are part of a local map M
that contains all hypotheses around the robot. This map is used to aggregate the
sensor hypotheses. Therefore, the movements of the robot {u1, ..., ut} and the
observations about humans {z1, ..., zt} have to be taken into account. In other
words, the posterior p(xt|u1, z1, ..., ut, zt) is estimated. This process is assumed
to be Markovian. Then the probability can be computed from the previous state
probability p(xt−1), the last executed action ut and the current observation zt.
The posterior is simplified to p(xt|ut, zt). After applying the Bayes rule, we get

p(xt|ut, zt) ∝ p(zt|xt)p(xt|ut) . (1)
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where p(xt|ut) can be updated from p(xt−1|ut−1, zt−1) using the motion model
of the robot and the assumptions about typical movements of people.

A Gaussian mixture M = {μi, Ci, wi|i ∈ [1, n]} is used to represent the po-
sitions of people, where each Gaussian is the estimate for one person. φi(μi, Ci)
is a Gaussian centered at μi with the covariance matrix Ci. The weight wi

(0 < wi ≤ 1) contains information about the contribution of the corresponding
Gaussian to the total estimate.

Next, the current sensor readings zt have to be integrated, after they have
been preprocessed as described earlier. If M does not contain any element at time
t, all generated hypotheses from zt are copied to M . Otherwise data association
has to be done to determine which elements from zt and M refer to the same
hypothesis. The Mahalanobis distance dm between two Gaussians φi ∈ zt and
φj ∈ M is used as association criterion.

μ = μi − μj

C = Ci + Cj

dm = μC−1μT
(2)

This distance is compared to a threshold. As long as there are distances lower
than the threshold, the sensor reading i and the hypothesis j with the minimum
distance are merged. The problem of merging hypotheses in case two people
pass near each other has to be tackled seperatly, confer e.g. [12]. The update is
done via the Covariance Intersection rule (see [13] and [14]), a technique very
similar to the Kalman Filter. As an advantage of this approach, the unknown
correlations between the different sensor readings can be integrated, since this
data fusion algorithm does not use any information about the cross-correlation
of the inputs. A non-linear convex combination of the means and covariances is
computed as follows

C−1
new = (1 − ω)C−1

i + ωC−1
j .

μ−1
new = Cnew

[
(1 − ω)C−1

i μi + ωC−1
j μj

]
.

(3)

The weight ω is chosen to minimize the determinant as

ω =
|Ci|

|Ci| + |Cj |
. (4)

The more reliable distribution (that with the smaller determinant of the covari-
ance matrix) is weighted higher in the update. If the current sensor reading is
more certain than the current one, the resulting covariance of the hypothesis in
M is reduced.

Sensor readings not matching with a hypothesis of M are introduced as new
hypothesis in M . The weight wi is representing the certainty of the corresponding
Gaussian. The more sensors support a hypothesis, the higher its weight should
be. If the weight passes a threshold, the corresponding hypothesis is considered
to be a person. The weight is increased as

wi(t + 1) = wi(t) + α(1 − wi(t)) , (5)
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if that hypothesis has been matched with a sensor reading. The time constant
α ∈ [0, 1] is chosen with respect to the certainty of the current sensor (see
section 3.1); the more reliable the sensor, the higher the α-weight is. In the case
of an unmatched hypothesis, the weight has to be decreased.

wi(t + 1) = wi(t) − (1 − θ)
tnew − told

tv
. (6)

The term tnew is the current point of time and told the moment the last
sensory input was processed. A person is considered to be lost if tv seconds
passed and no sensor has made a new detection that can be associated with this
hypothesis. This temporal control regime is sensor dependent, too. Hypotheses
with a weight lower than the threshold θ are deleted.

4 Application

The presented system is in use on the Horos robot in a real-world office envi-
ronment. The fact of a changing illumination in different rooms and numerous
distractions in form of chairs and tables is quite challenging.

Figure 7 shows a typical aggregation example. In this experiment, the robot
was standing in the middle of an office room and did not move. Up to three people
were moving around the robot. The enviroment contained several distracting
objects, like table legs and skin-colored objects. No sensor modality was able to
detect the people correctly. Only aggregation over sensors modalities and time
led to the proper result.

The system was able to track multiple people correctly with an accuracy of
93 percent in the experiment. In most cases false negative detections occured
behind the robot. The rate of false positive detections is higher, about every
forth hypothesis was a misdetection. This is due to the simple cues integrated
into the system. But for the intended task of Horos, the interactive office robot,
it is considered to be more important not to miss to many people than finding
to many. But there are ways to reduce the amount of false positive detections.
Most misdetections are static in the environment, so based on the movement
trajectories created by the tracker they can be identified (see section 4.1).

Overall, the presented system improved the performance in the area behind
the robot only slightly compared to a simple skin-color tracker. This is, because
the sonar-based sensors do not provide many useful information for the track-
ing task. The main contribution of the sonar sensors is the addition of distance
information to existing hypotheses extracted from the fisheye camera and pre-
venting a precipitate extinction of hypotheses in cases of sudden changes in the
illumination. In this case, the skin-color tracker will presumably fail, but if the
sonar-based information still confirms the presence of the person at the respec-
tive position, the hypothesis will not be deleted until the skin-color tracker has
recovered.

In the front area of the robot, the system clearly outperforms single sensor-
based tracking. Here the influence of the sonar on the result is not observable,
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real scene

result

fisheye camera

laser-range-finder

sonar

Fig. 7. Aggregation example. The left picture shows the real office scene from a bird’s
eye view. Three people are surrounding the robot, standing in the middle. The three
figures in the middle show the current hypotheses generated by fisheye camera, laser-
range-finder, and sonar from top to bottom. No sensor on its own can represent the
scene correctly. The final picture displays the aggregated result from the sensors and
the previous timestep. This is a correct and sharpened representation of the current
situation.

because in most cases the laser-range-finder generates hypotheses more precisely.
The laser reduces the deficiency of the skin-color tracker, while the skin-color
based information compensates the shortcomings of the laser. These results are
observable in Fig. 7. This leads to the assumption that the inclusion of addi-
tional sensory systems generating hypotheses about people (e.g. sound source
hypotheses) will further improve the performance of this tracking system.

4.1 Trajectory Generation

The system was practically tested in the context of a survey task. Horos was
standing in a hallway in our institute building. His task was to attract attention
of people that came by. As soon as the system recognized a person near him,
the robot addressed the visitor to come nearer. He then offered to participate
in a survey about desired future functionality of Horos. The people tracking
module was used to detect break offs, thus if the user was leaving before finishing
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Fig. 8. Trajectory generation. The first row shows the real scene for four discrete time
steps from a bird’s eye view. In the second row the corresponding results of the tracking
system are displayed. In the bottom row the generated trajectories are shown.

the survey. The robot tried to fetch them back and finalize the survey. After the
successfull completion of the interaction or a defined time interval with no person
coming back, the cycle began again with Horos waiting for the next interaction
partner. The experiment was made in the absence of any visible staff members,
so the people could interact more unbiased.

These efforts are repeated from time to time to gather more information, and
there is a second, not obvious, intention. The tracking module was used to gen-
erate typical movement trajectories of the users. Figure 8 shows the generation
of such trajectories. In our future work, we will attempt to classify the path of
movement to gain more knowledge about the potential user. In the context of
adaptive robot behavior and user models, it is an important issue to assess the
interaction partner. The users’ movements and the positions relative to the robot
are a fundamental step in this direction. If the robot can distinguish between
people who are curious, but don’t have the heart to step nearer, people who are
in a rush and those how just want to interact with the robot, an appropriate
reaction can be learned. The use of a multi-person-tracker is a prerequisite, since
the experiments show visitors often appearing in groups of two or more people.

Examples for different trajectories are shown in Fig. 9. The most challenging
aspects for a classification of trajectories are in our opinion the varying speed of
the people and the search for typical movement schemes describing the interest
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Fig. 9. Left: A trajectory showing a person coming straight towards the robot. Right:
The person is crossing from left to right. In doing so, the robot is avoided. The varying
time intervals between the movements aren’t visible in the figure.

of potential users. Based on the trajectories longtime immovable hypotheses can
be discarded with respect to position and interaction status as a false detection.

4.2 Guiding and Following

Another application of the tracking system in the context of our office scenario
is the guidance function. The robot can guide visitors from the entrance of the
building to the rooms of staff members. If the visitor is leaving sensor range, the
robot stops and asks him to return. As soon as the tracker confirms the presence
of the user the tour is continued. For this task, a multi-person-tracker is not
mandatory, but it allows additional functionality, e.g., a group of people who are
unintentionally blocking the robots’ path can be detetected and can be asked to
clear the path.

The system is able to master the inverted situation, to follow a person, too.
This task is not difficult if the user faces the robot. In this case, however, the user
has to move backwards, which is unnatural and possibly dangerous. Therefore,
the task includes following the person even if the user turns around and no more
skin-color is observable by the robot. Without the helpful information of the
skin-color tracker, the system successfully follows the user using the hypotheses
based on laser and sonar data.

5 Summary and Outlook

We presented a flexible multimodal probability-based approach for detecting
and tracking people. It is implemented on our mobile office robot Horos and is
functioning in real-time. Because of the sensor fusion and the probabilistic aggre-
gation, its results are significantly improved compared to a single sensor tracking
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system. It can be easily extended with other sensors, because there is only the
need for a new preprocessing module that produces appropriate Gaussian distri-
butions based on the new sensor readings and an adaption of the weights that
model the respective sensor characteristics. The system is able to aggregate data
from input modalities with different update frequencies.

In our future work, we will extend the system with additional cues to further
increase robustness and reliability for real-world environments. Currently, we are
working on the integration of an audio-based speaker localization. In addition, it
will be investigated if the face detector by Viola and Jones (see [15] and [16]) can
be used for the verification of hypotheses (see [2]) and if it could be integrated
into the aggregation scheme itself as an additional cue. Furthermore, we will
study the behavior of our system compared to other known approaches and
investigate the localization accuracy using labeled data of reference movement
trajectories.
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Abstract. We present an approach for automatically adapting the behavior of an
autonomous table soccer robot to a human adversary. Basic actions are recog-
nized as they are performed by the human player, and characteristic action obser-
vations are used to establish a model of the opponent. Based on this model, the
opponent’s playing skills are classified with respect to different levels of exper-
tise and particular offensive and defensive skills are assessed. In response to the
knowledge about the opponent, the robot adapts the velocities at which it attacks
and defends in order to provide entertaining games for a wide range of human
players with different playing skills. Experiments with two different table soccer
robots validate our approach.

1 Introduction

For an autonomous system, the best strategy to achieve a certain goal often depends on
the behavior of other agents. As the agents usually differ in their behavior patterns, the
ability to adapt to these differences dynamically is very beneficial for optimizing the
agent’s behavior.

Reinforcement learning is a common technique for adapting an agent’s policy to the
environment [1]. As this is done in a trial-and-error fashion, an agent generally does not
derive explicit knowledge about the encountered agents, but rather implicitly learns to
act in the most appropriate way. Unfortunately, in realistic environments reinforcement
learning approaches are usually too slow to be used for online adaptation.

In contrast, deliberate modification of an agent’s behavior on the basis of recognized
features of other encountered agents allows to adapt in a much more efficient way.
However, this requires to explicitly gather and classify information about other agents’
behavior patterns. In game playing, one would like to obtain a model of the opponent
which characterizes its playing style, playing skills and general strategy. Based on such
a model, the agent then selects a specific strategy which promises to be the optimal
response to the opponent.

In this paper, we present an approach for the automated adaptation of a table soccer
robot to its human opponent. The basis for the approach is the robust vision-based
recognition of basic skills as they are performed by the human players. According to
the observations, the opponent is classified with respect to different opponent models.
In consequence, the robot adapts its behavior based on the observed playing skills of
the opponent.

U. Furbach (Ed.): KI 2005, LNAI 3698, pp. 335–350, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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(a) (b)

Fig. 1. The table soccer robots KiRo (a) and StarKick (b)

The approach is evaluated using two variants of a real table soccer robot. A first
prototype version called KiRo uses an overhead color camera for observing the players
and the ball [2]. A commercial version called StarKick uses a black and white cam-
era, which perceives the ball from underneath the table. In many test games StarKick
showed to be a competitive challenge even for advanced human players [3]. Figure 1
shows pictures of KiRo and StarKick.

The benefit of adapting to the opponent is twofold. On the one hand, weaknesses of
the opponent can be exploited, but on the other hand, the playing level can be adjusted
so that the game stays interesting for less experienced players as well.

The rest of this paper is structured as follows. In Section 2, the recognition of basic
actions based on vision data is described. Section 3 presents how the observed actions
and action parameters are used to derive a model of the opponent’s playing skills. In
Section 4, we show how the opponent model can be used for adapting the behavior of
the table soccer robot. Experimental results are given in Section 5. Section 6 discusses
related work and a conclusion is drawn in Section 7.

2 Behavior Recognition

The basis for behavior recogniton are camera images as shown in Figure 2. The im-
ages are delivered by the vision system in YUV-format at 50 Hz1 with a resolution of
384×288 pixels. For StarKick, the possibility to detect the playing figures in the camera
images was traded for an infrared-based system, which allows a very robust and reliable

1 This is achieved by processing each half-frame individually.
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(a) (b)

Fig. 2. Camera images delivered by KiRo’s overhead camera (a) and StarKick’s camera under-
neath the table (b)

x

y

Fig. 3. The influence areas marked with different colors for the red and blue rods

ball detection. Only one’s own player positions are available from the motor controller
feedback [3]. Even though all player positions can be extracted from KiRo’s camera im-
ages, it is in general not possible to reliably detect which playing figure caused a certain
ball movement: Even at normal game velocities the ball can travel several centimeters
between two consecutive camera frames, and due to the limited image resolution, the
ball can be recognized only with an accuracy of 3mm at best [4].

For these reasons, we decided to base our approach solely on the observed ball po-
sition during a game and the knowledge of the rods’ fixed axis locations. The ball’s
heading and velocity are determined from consecutive ball estimates, which are main-
tained using a Kalman Filter.

In order to cope with the limited spatial and temporal resolution of the available
data, we have chosen a very coarse representation to define and recognize the most
common actions during a table soccer game. For each player p and rod r, we introduce
a corresponding influence area Ipr in which at least one of the rod’s playing figures
can manipulate the ball. Figure 3 shows the corresponding coordinate system and the
influence areas for the eight rods.

An action is now defined for an entire rod based on where the ball enters its influence
area, how it moves inside, and where it leaves the influence area again. We distinguish
between the following possibilities for manipulating the ball:
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– BlockBall
A rod blocks the ball when it prevents the ball from passing without gaining control
over it. This is expressed by the fact that the ball stays inside the influence area only
for a short period of time and it leaves the area at the same side where it entered.

– ControlBall
A rod controls the ball when it keeps the ball motionless inside the influence area
for a significant period of time.

– DribbleBall
A rod dribbles the ball when it keeps the ball inside the influence area for a signifi-
cant time period and the ball moves a significant distance.

– KickBall
A rod kicks the ball when it accelerates the ball considerably. A kick can either
reverse the ball’s trajectory or continue it when the ball arrived from behind. After
a dribble or control action, it is always assumed that a kick causes the ball to finally
leave the influence area.

– YieldBall
A rod yields the ball when the ball traverses the influence without a significant
change in velocity. This action may reflect the intention to let the ball pass from
behind, but also may be observed when an intended block failed.

Here, the actions for blocking, kicking and yielding the ball refer to both directions
in which the ball can traverse an influence area. However, the direction of the ball is
explicitly considered when the opponent’s playing skills are assessed.

The above actions can be described more formally by predicates, which are all based
on directly observable features. Let (xt, yt, vt, ϑt) be the ball vector at time t with
(xt, yt) denoting the ball’s position, vt its non-negative velocity and ϑt its heading. Let
further be t = 0 the time the ball enters the influence area Ipr

2. We can then define the
following predicates for the r-th rod of player p:

TimeOut: t >
Δrod

cosϑ0v0
. (1)

BallMoved:
1

t − 1

t∑
i=1

√
(xi − xi−1)2 + (yi − yi−1)2 > Δd. (2)

BallLeft: xt /∈ Ipr . (3)

BallAccelerated: vt > av0 ∧ v0 < vmax ∧ vt > vmin. (4)

BallDirectionChanged: sgn(Xpr − x0) = sgn(Xpr − xt). (5)

Here, Δrod denotes the distance between two neighboring rods. In order to capture
when a ball was stopped by a rod, TimeOut checks whether the current time t exceeds
the time after which the ball is expected to leave the influence area again. A lower and an
upper bound limit the timeout to reasonable values. In our experiments, timeouts in the
interval [200msec, 750msec] were used. The ball’s movements inside an influence area
are summed up by the predicate BallMoved, which is true when the ball traveled more

2 According to the camera’s frame rate, each time step currently corresponds to 20 milliseconds.
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KickBall
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Fig. 4. The decision tree for classifying the basic table soccer actions

than a certain minimum required distance per time step. To detect if the ball has left
the influence area, BallLeft checks whether the ball coordinates still belong to this area.
The predicate BallAccelerated determines if the ball’s initial velocity has increased
considerably. However, the ball is only considered to be deliberately accelerated by a
player if the ball’s initial velocity has not been too high and and the final velocity is not
too low. In our experiments, we achieved good results with a = 1.35, vmin = 350mm

s
and vmax = 5000mm

s . The predicate BallDirectionChanged checks if the ball has left
the influence area towards the same direction from where it has entered. The distance
threshold Δd and the acceleration factor a can be determined empirically. However, in
the future we plan to learn the values automatically from training data.

The basic actions can now be defined using the above predicates: An action is con-
sidered to be recognized if the conjunction of some of the – potentially negated – pred-
icates is true. The decision tree shown in Figure 4 represents these formulas and detects
an action for the rod whose influence area currently contains the ball.

The decision tree is evaluated in every cycle. An action can be classified either when
the ball has changed to another influence area or when a timeout has occurred. If both
BallLeft and Timeout are false, no action is classified. In case no classification is made,
one could in principle try to estimate the action that is currently taking place. However,
as an action usually happens within only a few cycles, predictions ahead of time are
generally very uncertain.

The predicate BallAccelerated reflects if a kick action has occurred. For dribble and
control actions the corresponding initial ball velocity is set to zero: v0 = 0. In doing so,
after a control or dribble action a kick is always classified as well. Please note that the
time t is reset to zero after an action has been recognized, and thus consecutive dribble
or control actions may be detected. Such sequences are merged into one single action
at a later stage. Figure 5 shows an example series of camera images depicting the blue
attacker kicking the ball. As can bee seen, the kicking action takes place within only a
few milliseconds.

Since the goalkeeper’s movements are limited to the area in front of its goal, it
cannot reach the lateral positions of its influence area. In consequence, when the ball
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t = 0 ms t = 20 ms t = 40 ms

t = 60 ms t = 80 ms t = 100 ms

Fig. 5. Camera images in a 100 ms period during a kick action of the blue attacker

bounces back from the goal border, a block action would be assessed even though it is
impossible that the goalkeeper has actively blocked the ball. In such cases, the corre-
sponding observations are filtered and no action is classified.

When the ball moves very fast, it may cross entire influence areas inbetween two
consecutive camera frames so that no ball observations are available for these areas.
As in such situations the corresponding rods obviously let the ball pass, appropriate
observations are generated artificially so that YieldBall actions are assessed for these
rods. However, when a goal has been shot and the ball is thrown in again from the center
of the horizontal table border, the ball does not traverse neighboring influence areas, and
thus no yield actions should be classified. Such situations can be detected reliably by
checking if the ball was last observed in a defender’s or goalkeeper’s influence area and
then (re-)appeared in a rectangle around the regions where the ball can be thrown in. In
consequence, the above heuristic is suspended, the ball’s initial velocity v0 is assumed
to be zero, and the allowed timeout is initialized with a fixed value. In this way, after
a throw-in, always a KickBall is assessed, but a ControlBall or a DribbleBall are only
classified when there has been a certain time delay before the kick action.

3 Opponent Modeling

A player’s playing skills and general playing style can be assessed based on the ob-
served frequency and characteristics of the recognized basic actions. For this, a set of
parameters is observed and evaluated for each occurrence of a basic action. We distin-
guish between the same actions as presented in Section 2. Each observation is rated
with respect to a predefined standard yielding a value in the interval [0, 1]. For example,
the rating of the ball’s velocity vt after a kick action is mapped to [0, 1] by the following
function:
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rvel
kick =

⎧⎪⎪⎨⎪⎪⎩
0, if vt < vmin,

vt − vmin

vmax − vmin
, if vmin < vt < vmax,

1, else.

(6)

Here, vmin and vmax denote predefined minimum and maximum velocities, which were
set in our case to 300mm

sec and 2000mm
sec , respectively.

With ro
a denoting the rating of an observation o for the action a and action denoting

a placeholder for any possible action, the following observation ratings are taken into
account:

– rnum
action – The percentage of occurences of an action with respect to the total number

of observed actions so far.

– rvel
action – The ball’s maximum velocity while an action took place.

– rdistance
dribble – The distance the ball moved during DribbleBall .

– rgain
kick – How far the ball was shot by KickBall relative to the distance it could be

shot until reaching the opponent goal.

– rdribbleV el
moveKick – The velocitiy at which the ball was dribbled right before a move kick.

The observations can directly be related to a player’s playing skills. Other observations,
like the time the ball was kept inside an influence area by a control action, would not nec-
essarily reveal how well the opponent plays, but rather show the opponent’s playing style.
Two additional observations can be interpreted as observing two higher-level actions:

– MoveKick
A MoveKick is performed when a rod moves the ball sideways with considerable
speed and then kicks the ball forward immediately. This action is observed when a
fast DribbleBall is directly followed by a KickBall.

– ControlledDribble
A ControlledDribble is performed when a rod controls the ball right after it has
dribbled the ball. This action is observed when at least once a DribbleBall is im-
mediately followed by a ControlBall.

As these actions usually require advanced playing skills, they are helpful for distin-
guishing between unexperienced and more advanced players.

The ratings of the different observations for one action are now combined to one
quality measure for this particular action. As the rating of an action’s occurrence fre-
quency does not relate to an individual action, but rather provides an additional global
quality measure, it is incorporated at a later stage. In fact, for Block, Control, Yield
and ControlledDribble actions, only their occurrence frequency is of interest3. There-
fore, only the following quality measures have to be calculated as the weighted sum of
observation ratings:

3 For block actions the velocity at which the ball approaches a rod could be taken as a quality
measure. However, the quality would then depend very much on the opponent’s kicking skills.
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Fig. 6. The normalized number of occurrences of the kick qualities for four human players with
different playing skills

qdribble =
α1r

vel
dribble + α2r

distance
dribble

α1 + α2
, (7)

qkick =
α3r

gain
kick + α4r

vel
kick

α3 + α4
, (8)

qmoveKick = rdribbleV el
moveKick , (9)

where the α{1...4} denote some weights.
Usually, an action is carried out by a player with different quality levels during

a game. The performance of a player may sometimes be very poor due to mistakes
and sometimes be very good just by luck. In order to capture a player’s general play-
ing skills, we eliminate such “outliers” and assume that a player’s real capabilities are
best reflected in the quality measure which occurred the most times. For this, we dis-
cretize the quality measures corresponding to one action into quality levels and build a
histogram over these levels. The maximum of a histogram is then taken as the overall
quality measure. Figure 6 shows such a histogram for the kick qualities of four different
players and illustrates how better players achieve higher qualities.

The playing skills of an opponent player can now be assessed based on the actions’
quality measures and occurrence frequencies. We distinguish between the general skills
for blocking, dribbling and kicking the ball:

Sblock =
β1r

num
block + β2r

num
control + β3r

num
dribble + β4r

num
kick + β5(1 − rnum

yield)
β1 + β2 + β3 + β4 + β5

, (10)

Sdribble =
β6q̂dribble + β7r

num
controlledDribble + β8(1 − rnum

lost )
β6 + β7 + β8

, (11)

Skick =
β9q̂kick + β10q̂moveKick + β11r

num
moveKick

β9 + β10 + β11
. (12)

Here, Ss denotes a certain skill, q̂a denotes the maximum quality extracted from the his-
togram for action a and β{1...11} are weights. The block skill expresses a player’s ability
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to prevent the ball from rolling towards one’s own goal. For this, the occurence percent-
ages of block, control, dribble and kick actions are summarized and weighted against
the occurrence percentage of yield actions which let the ball pass contrary to one’s own
playing direction. The dribble skill combines dribble and controlledDribble actions tak-
ing into account the dribble quality and the occurence percentage of controlledDribble
actions. Additionally, the number of times the ball was lost is considered. This is the
case whenever the velocity of a kick after a dribble or controlledDribble action is rated
as zero. Only low ratings rnum

lost can yield high dribble skills, indicating that most of the
time the ball was rather deliberately played than accidentally lost. Since even begin-
ners kick the ball very often while more experienced players may choose to dribble the
ball more often, we decided to ignore the occurrence percentage of kick actions when
assessing the kicking skills. Only the frequency of moveKick actions, as well as the
kick and moveKick quality are taken into account. An opponent model for assessing
a player’s playing skills can now be defined as a vector that contains the three skill
measures:

O = (Sblock,Sdribble,Skick)T . (13)

This vector can now be classified with respect to predefined opponent classes. In
our case, these classes describe different levels of playing skills and are defined by
model vectors with fixed quality measures. In our experiments, we used the following
definitions: Obeginner = (0.3, 0.2, 0.1)T , Oamateur = (0.5, 0.4, 0.3)T , Oadvanced =
(0.6, 0.5, 0.5)T , Oexpert = (0.8, 0.8, 0.8)T .

For comparing an observed opponent model M with an opponent class C, the match
between M and C is defined as the sum of the squared differences between the corre-
sponding skill measures:

match(M, C) =
∑
a∈A

(SC
a − SM

a )2, (14)

where A = {block, dribble, kick}.
Classifying a model vector M can now be considered as finding the class C with the

minimum deviation to M . Thus, minimizing match yields the desired classification:

class(M) = arg min
C∈O

match(M, C), (15)

where O = {Obeginner ,Oamateur ,Oadvanced,Oexpert}. The function class(M) as-
sesses the general playing skills of an observed adversary player. This information can
be used in the following for adapting one’s own behavior appropriately.

4 Behavior Adaptation

An agent can utilize the knowledge of the opponent’s playing skills in various ways.
One goal could be to exploit weaknesses of the opponent for increasing one’s own
playing performance. Against weaker opponents, a goal could also consist in lowering
one’s own playing standard to the opponent’s level for keeping the game interesting.
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Table 1. The factors for the maximum move and turn velocity with respect to the opponent’s
playing level

Beginner Amateur Advanced Expert

fmove 0.4 0.6 1.0 1.0

fturn 0.2 0.5 0.8 1.0

Since StarKick is capable of beating even advanced human players, its playing level
usually needs to be lowered in order to maintain the game entertaining for the average
human player. This can be achieved by lowering the velocities at which the robot shoots
the ball and at which it moves a rod towards a certain blocking position. While the first
weakens the robot’s offense, the latter decreases its defensive play.

A more elaborate way of adaptation would consist in employing different types of
actions according to the opponent’s playing characteristics. Currently, we are working
on actions for dribbling and passing the ball. These actions provide a very attractive
game to watch but also have a higher risk of losing the ball to the opponent. Therefore,
the use of these actions could be made dependent on the risk that an opponent would
take too much advantage of them.

At present, we adapt the behavior based on adapting the move and shoot veloci-
ties so that the game maintains balanced between the robot and the human opponent.
Based on the opponent model proposed in the previous section, there are two alterna-
tives for doing so. Both approaches adjust the velocities by multiplying constant factors
fmove, fturn ∈ [0, 1] to the maximum velocity at which a rod moves and turns.

One way to establish these factors is to refer to predefined values according to the
assessed adversary playing level. Table 1 shows the mapping from the opponent’s play-
ing level to velocity factors which we used in our experiments.

However, instead of only considering the general playing skills, the opponent’s de-
fensive and offensive capabilities can also be assessed individually so that one is able
to adapt to the opponent’s strengths and weaknesses more directly. A second adaptation
scheme therefore adjust the maximum move velocity in response to the opponent’s of-
fensive skills and adjusts the maximum turn velocity according to the opponent’s defen-
sive skill level. For this, an opponent’s defensive and offensive skill level is calculated
from the model vector as follows:

Sdefense = Sblock, (16)

Soffense =
1
2
(Sdribble + Skick). (17)

The maximum velocities are then adapted in direct response to the currently observed
opponent’s offensive and defensive skill level, i.e. fmove = Soffense and fturn =
Sdefense. Of course, the velocity factors could also simply be established depending on
the current game score. However, the score might not always be available and the aim
of this work is not to balance the game score but to adapt the difficulty of scoring a goal
to an appropriate level for the human player.

In order to enable our table soccer robots to adapt online to changing opponents,
old action observations should not influence the current opponent model. Therefore,
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Fig. 7. Action classification results for games against KiRo (a) and games against StarKick (b)

the assessment of the opponent’s skills can be limited to the observations which were
recorded in a certain time window during the last n seconds4. The length of the time
window then establishes the trade-off between stableness and reactivity: a long time
window is more robust against slight variations in the opponent’s playing style. How-
ever, a short time window allows to react more quickly when the opponent changed.

5 Results

For the evaluation of the action classification, we recorded twelve log files during games
with both KiRo and StarKick. Three different human players – a beginner, an amateur
and an advanced human player – played two games on each table. In one game, the
robot played with maximum move and turn velocities. In the other game, the robot
played very slowly so that the human players had more opportunities to play “their
style” without being disturbed. Each log file contains the raw video data recorded at 50
Hz, which sums up to a total amount of 14 GB of data for evaluation. We hand-labeled
the log files specifying at which positions the system should assess a certain action. In
total, 72.000 frames were analyzed this way. Figure 7 shows the results of comparing the
manually created ground truth to the output of our system for KiRo (a) and StarKick (b).
Always the human opponent and the robot were evaluated. We distinguished between
correct classifications, mismatches, false positives and false negatives. When a different
action than stated in the ground truth was recognized, a mismatch was counted. When
an observed action did not appear in the ground truth, a false positive was recorded.
Conversely, when the ground truth contained an action where no action was recognized,
a false negative was counted. As can be seen, the classification results were similar for
the games with KiRo and StarKick. However, due to the better vision hardware, there
occurred fewer misclassifications on StarKick. Altogether, 1790 actions were recorded
in the ground truth. 1630 actions were classified correctly while 185 actions (including
false positives) were misclassified. This corresponds to a recognition rate of 91.1%. As
table soccer is a very fast game, the ball frequently passes a rod’s influence area without

4 In our experiments, we used a time window of 60 seconds.
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Fig. 8. The classification results for the human players with respect to their playing skills (a), and
the assessed skill qualities with respect to the playing skills of the human players (b)

being played. This is reflected in the high occurrence frequency of yield actions. In
comparison, the other actions occurred roughly with the same frequency. However, the
ball was shot and blocked more frequently than it was controlled and dribbled.

For evaluating the opponent modeling, we took log files from another 32 games,
which sums up to 38 GB of data. Each time, a different human player played for about
two minutes against StarKick. Each player was automatically classified into one of
the opponent classes. The results were then compared to the real playing skills of the
human players as assessed by two human observers. Unfortunately, it turned out to be
very difficult to make a clear distinction between the playing levels and in many cases
a player was assigned a class even though he could have been assigned a neighboring
class just as well. Figure 8(a) reveals the classification results for each playing level. As
can be seen, some misclassifications occurred. In particular, four advanced players were
classified as amateur players, one amateur player was classified as an advanced player,
two amateur players were classified as beginners and three beginners were classified as
amateurs. In total, 69% of the human players were classified correctly. However, many
misclassifications can be ascribed to the inaccurate assessement of the playing levels
by the human observers. Figure 8(b) shows the skill measures averaged over the log
files corresponding to the same skill level of the human players. Since the skill levels
increase with increasing playing skills, the measures are in fact suitable distinguishing
features for modeling the opponent. Figure 9 shows individual examples of how theses
skill measures develop over time for three human players with different playing skills.

For evaluating the behavior adaptation, an expert human player played twice for
eight minutes against StarKick while it automatically adapted its move and turn ve-
locities. In the first game, StarKick adjusted its velocities according to the assessed
opponent’s defensive and offensive skills. In the second game, StarKick set its velocity
with respect to the currently assessed opponent class. In the first two minutes of both
games, the human player intentionally played on a poor level like a beginner. In the
following two minutes he played roughly on the level of an amateur until he started to
play as skillfully as an advanced player for the next two minutes. During the last two
minutes he played on a similar level as an expert player.
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Fig. 9. The skill measures for a human beginner (a), advanced player (b), and expert (c)
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Fig. 10. Evolution over time of the adapted move and turn velocities according to the currently
assesed defensive and offensive skills (a) and the currently assessed opponent’s playing level (b)

Figure 10(a) shows the velocities which were set during the first game according to
the currently assessed defensive and offensive playing skills of the human player. Start-
ing with low velocities, StarKick in fact continuously increased its velocities in order
to keep up with the opponent’s increasing skill level. However, as StarKick improved
its playing level, it got more difficult for the human player to defend against StarKick’s
strong and frequent kicks. In consequence, after 5 1

2 minutes the human player’s de-
fensive play deteriorated for a short while, until in turn the human player adapted to
StarKick’s increased playing level. Figure 10(b) shows the velocities which were ad-
justed during the second game with respect to the currently assessed opponent class.
The velocities correspond to the fixed values for beginners, amateurs, advanced play-
ers, and experts. According to the time window length, there was at least a delay of 60
seconds until StarKick fully adapted to the increased level of play. However, as it is
impossible for a human to maintain exactly the same playing level and playing style,
and due to the fact, that adaptation is taking place continuously, some variations are
possible. While the adaptation to the amateur level took 72 seconds, the adaptation to
the advanced level took only 36 seconds. Since it turned out to be very difficult for the
human player to continuously play as strong as an expert, the adaptation to the expert
level took 108 seconds.
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6 Related Work

In many applications it is beneficial to recognize and classify the actions of an interac-
tion partner. Plan recognition attempts to infer plans by logical deduction based on a
set of observed actions and an action taxonomy [5]. In this context, Bayesian networks
can be used to deal with the uncertainty when a set of observations can be explained
by different plans [6]. Lesh et al. showed for example how plan recognition can be
used in a collaborative email system to reduce the amount of communication required
from the user [7]. For all these systems, one assumes that a user behaves according to
a fixed plan of a known plan library. In real world dynamic domains like table soccer,
this is not necessarily the case. Furthermore, our approach also examines how well an
action was carried out and particularly uses such information as quality measures for
later adaption.

Especially in sports games, the automated recognition of behaviors is of interest,
e.g. for team coaching [8] or commentatory agents [9]. In the RoboCup Simulation
League [10] many teams derive explicit models of the opponent with the final goal
of adapting a team’s own behavior. Similar to our approach, Kaminka et al. recognize
basic actions based on descriptive predicates. They further use a statistical approach
to detect repeating action sequences which are characteristic for a team [11]. Visser
and Weland [12] use time series and decision tree learning to induce rules describing a
team’s behavior. Also Case Based Reasoning is used to predict the opponent’s behavior
by examining which actions were carried out previously in a similar situation [13].
Akin to our approach, Steffens [14] manually defined feature-based opponent models
and improved the team’s performance by automatically applying predefined counter
strategies. For representing different classes of adversaries, it was proposed to capture
the opponent’s strategic behavior by accumulating position information in grids and
to use decision tree learning for classifying the opponent according to similarities of
the accumulated position information [15]. The ATAC approach models the opponent’s
team behavior by probabilistic representations of the opponent’s predicted locations.
The models have successfully been used to adapt coordinated team plans for setplays
[16].

Yet, all these approaches were only evaluated in a simulated environment where the
uncertainty in sensing and acting is less severe than in real world environments. In con-
trast to our work, most of the approaches do not consider the details of an action, but
focus on the movements and the positioning of the players. However, in our case the
knowledge of how an action is carried out is an important clue for assessing the skills
of a player. In that sense, the work of Han and Veloso [17] is particularly related to
ours. They formalize and recognize individual basic soccer actions by means of Hidden
Markov Models (HMM’s) and evaluate their approach in a real world scenario. Unfor-
tunately, their approach cannot be adopted to table soccer because table soccer actions
usually do not take long enough time for being captured by a HMM.

7 Conclusion and Outlook

In this paper, we presented an approach for automatically adapting the behavior of an
autonomous table soccer robot to a human opponent. Experiments show that it is pos-
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sible to recognize basic actions in a robust way, that the opponent can reliably be clas-
sified with respect to different levels of playing skills, and that the robot adapts its
behavior successfully to the playing level of the opponent player.

In the future, we plan to adapt not only the move and shoot velocities but also
respond with alternative actions to the opponent’s particular playing characteristics.
For an even better understanding of the opponent behavior, additionally its playing style
could be assessed and general observations about the course of the game, e.g. the ball’s
distribution over the field could be taken into account. In particular, this could be used
to adapt the distribution over mixed strategies. In certain situations mixed (randomized)
strategies are the best ones, e.g. when trying to score a goal. If one now observes that
the opponent does not play a mixed strategy, but a pure one, one can adapt to it and be
more successful. Clearly, such advanced adaptation techniques need the building blocks
layed in this paper.
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Abstract. We present a new, sophisticated algorithm to select suitable
training images for our biologically motivated attention system VOCUS.
The system detects regions of interest depending on bottom-up (scene-
dependent) and top-down (target-specific) cues. The top-down cues are
learned by VOCUS from one or several training images. We show that
our algorithm chooses a subset of the training set that outperforms both
the selection of one single image as well as simply using all available
images for learning. With this algorithm, VOCUS is able to quickly and
robustly detect targets in numerous real-world scenes.

1 Introduction and State of the Art

Human visual perception is based on a separation of object recognition into two
subtasks [11]: first, a fast parallel pre-selection of scene regions detects object
candidates and second, complex recognition restricted to these regions verifies
or falsifies the hypothesis. This dichotomy of fast localization processes and
complex, robust, but slow identification processes is highly effective: expensive
resources are guided towards the most promising and relevant candidates.

In computer vision, the efficient use of resources is equally important. Al-
though an attention system generates a certain overhead in computation, it
pays off since reliable object recognition is a complex vision task that is usu-
ally computationally expensive. The more general the recognizer – for different
shapes, poses, scales, and illuminations – the more important is a pre-selection
of regions of interest.

Concerning visual attention, research has so far been focused on localizing
the relevant scene parts by evaluating bottom-up, data-driven saliency, featuring
research from a psychological [16,19], neuro-biological [2,12] and computational
[8,7,1,14] point of view. Koch & Ullman [8] described the first explicit compu-
tational architecture for bottom-up visual attention. It is strongly influenced by
Treisman’s feature-integration theory [16] and already contains the main prop-
erties of many current visual attention systems, e.g., the one by Itti et al. [7] or
[1,14]. These systems use classical linear filter operations for feature extraction,
rendering them especially useful for real-world scenes. Another approach is pro-
vided by models consisting of a pyramidal neural processing architecture, e.g.,
the selective tuning model by Tsotsos et al. [18].
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While much less analyzed, there is strong evidence for top-down influences
modifying early processing of visual features due to motivations, emotions, and
goals [2]. Only a few computer models of visual attention integrate top-down
information into their systems. The earliest approach is the guided search model
by Wolfe [19], a result of his psychological investigations of human visual search
performance. Tsotsos’s strongly biologically motivated system considers feature
channels separately and uses inhibition for regions of a specified location or those
that do not fit the target features [18]. Schill et al. [13] use top-down information
from a knowledge-base to select actual fixations from the fixation candidates
determined by a bottom-up system. The computation of the bottom-up features
is not influenced by the top-down information. Other systems enabling goal-
directed search are presented by Hamker [5] and by Navalpakkam et al. [10];
however, Hamker’s system does not consider the surroundings of the targets and
both do not separate enhancing and inhibiting cues as well as bottom-up and top-
down cues. We are not aware of any other well investigated system of top-down
visual attention comparable to our approach including the automated learning
of features and considering features of both the target and the surroundings.

Our attention system VOCUS was introduced in [4,3], and applied to object
detection and recognition in [9,3]. VOCUS performs goal-directed search by ex-
tending a well-known bottom-up attention architecture [7] by a top-down part.
The bottom-up part computes saliencies in the feature dimensions intensity, ori-
entation, and color independently, weights maps according to the exclusivity of
the feature, and finally fuses the saliencies into a single map. The top-down part
uses in a search phase learned feature weights to determine which features to
enhance and which ones to inhibit. The weighted features contribute to a top-
down saliency map highlighting regions with target-relevant features. This map
is integrated with the bottom-up map, resulting in a global saliency map and
the focus of attention is directed to its most salient region.

The focus of this paper is the learning phase, where relevant feature values
for a target are learned using one or several training images. Here, the system
automatically determines which features to regard in order to separate the target
best from its surroundings.

Learning weights from one single training image yields good results when the
target object occurs in all test images in a similar way, i.e., the background color
is similar and the object occurs always in a similar orientation. But when the tar-
gets occur on different backgrounds and are rendered from different viewpoints,
several training images have to be considered for learning. This is important
for us as we intend to integrate the system into a robot control architecture
enabling the detection of salient regions and goal-directed search in dynamic
environments.

So we devised a new, sophisticated algorithm that chooses suitable train-
ing images from a training set. It is shown that training on the chosen subset
yields much better results than training on a single or on more training images:
the subset is a local optimum. Search results for various real-world scenes are
presented, showing that VOCUS is robust and applicable to natural scenes.
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In section 2, we start by explaining the attention system VOCUS. Section 3
extends the learning of target-specific weights to several training images and
introduces our new algorithm that chooses the most suitable images from a
training set. In section 4, we present numerous results on real-world images
before we conclude in section 5.

2 The Attention System VOCUS

In this section, we present the goal-directed visual attention system VOCUS
(Visual Object detection with a CompUtational attention System) (cf. Fig. 1).
With visual attention we mean a selective search-optimization mechanism that
tunes the visual processing machinery to approach an optimal configuration [17].
VOCUS consists of a bottom-up part computing data-driven saliency and a top-
down part enabling goal-directed search. The global saliency is determined from
bottom-up and top-down cues. More details to VOCUS are found in [3].

Feature weights
intensity on/off 0.001
intensity off/on 9.616
orientation 0 ◦ 4.839
orientation 45 ◦ 9.226
orientation 90 ◦ 2.986
orientation 135 ◦ 8.374
color green 76.572
color blue 4.709
color red 0.009
color yellow 0.040
conspicuity I 6.038
conspicuity O 5.350
conspicuity C 12.312

Fig. 1. The goal-directed visual attention system with a bottom-up part (left) and
a top-down part (right). In learning mode, target weights are learned (blue arrows).
These are used in search mode (red arrows). Right: weights for target name plate.

2.1 Bottom-Up Saliency

Feature Computations: The first step for computing bottom-up saliency is
to generate image pyramids for each feature to enable computations on different
scales. Three features are considered: Intensity, orientation, and color. For the
feature intensity, we convert the input image into gray-scale and generate a
Gaussian pyramid with 5 scales s0 to s4 by successively low-pass filtering and
subsampling the input image, i.e., s(i+1) has half the width and height of si.

The intensity maps are created by center-surround mechanisms, which com-
pute the intensity differences between image regions and their surroundings. We
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compute two kinds of maps, the on-center maps I ′′on for bright regions on dark
background, and the off-center maps I ′′off: Each pixel in these maps is computed
by the difference between a center c and a surround σ (I ′′on) or vice versa (I ′′off).
Here, c is a pixel in one of the scales s2 to s4, σ is the average of the surround-
ing pixels for two different radii. This yields 12 intensity scale maps I ′′i,s,σ with
i ε {on, off}, s ε {s2-s4}, and σ ε {3, 7}. The maps for each i are summed up by
inter-scale addition

⊕
, i.e., all maps are resized to scale 2 and then added up

pixel by pixel yielding the intensity feature maps I ′i =
⊕

s,σ I ′′i,s,σ.
To obtain the orientation maps, four oriented Gabor pyramids are created,

detecting bar-like features of the orientations θ = {0 ◦, 45 ◦, 90 ◦, 135 ◦}. The maps
2 to 4 of each pyramid are summed up by inter-scale addition yielding 4 orien-
tation feature maps O′

θ.
To compute the color feature maps, the color image is first converted into

the uniform CIE LAB color space [6]. It represents colors similar to human
perception. The three parameters in the model represent the luminance of the
color (L), its position between red and green (A) and its position between yellow
and blue (B). From the LAB image, a color image pyramid PLAB is gener-
ated, from which four color pyramids PR, PG, PB , and PY are computed for
the colors red, green, blue, and yellow. The maps of these pyramids show to
which degree a color is represented in an image, i.e., the maps in PR show the
brightest values at red regions and the darkest values at green regions. Lumi-
nance is already considered in the intensity maps, so we ignore this channel
here. The pixel value PR,s(x, y) in map s of pyramid PR is obtained by the
distance between the corresponding pixel PLAB(x, y) and the prototype for red
r = (ra, rb) = (255, 127). Since PLAB(x, y) is of the form (pa, pb), this yields:
PR,s(x, y) = ||(pa, pb), (ra, rb)|| =

√
(pa − ra)2 + (pb − rb)2.

On these pyramids, the color contrast is computed by on-center-off-surround dif-
ferences yielding 24 color scale maps C′′

γ,s,σ with γ ε {red, green, blue, yellow}, s ε {s2-
s4}, and σ ε {3, 7}. The maps of each color are inter-scale added into 4 color
feature maps C′

γ =
⊕

s,σ Ĉγ,s,σ.

Fusing Saliencies: All feature maps of one feature are combined into a con-
spicuity map yielding one map for each feature: I =

∑
i W(I ′i), O =

∑
θ W(O′

θ),
C =

∑
γ W(C′

γ). The bottom-up saliency map Sbu is finally determined by fusing
the conspicuity maps: Sbu = W(I) + W(O) + W(C)

The exclusivity weighting W is a very important strategy since it enables the
increase of the impact of relevant maps. Otherwise, a region peaking out in a
single feature would be lost in the bulk of maps and no pop-out would be possible.
In our context, important maps are those that have few highly salient peaks. For
weighting maps according to the number of peaks, each map X is divided by
the square root of the number of local maxima m that exceed a threshold t:
W(X) = X/

√
m ∀m : m > t. Furthermore, the maps are normalized after

summation relative to the largest value within the summed maps. This yields
advantages over the normalization relative to a fixed value (details in [3]).

The Focus of Attention (FOA): To determine the most salient location in
Sbu, the point of maximal activation is located. Starting from this point, region
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growing recursively finds all neighbors with similar values within a threshold and
the FOA is directed to this region. Finally, the salient region is inhibited in the
saliency map by zeroing, enabling the computation of the next FOA.

2.2 Top-Down Saliency

Learning Mode: In learning mode, VOCUS is provided with a training image
and coordinates of a rectangle depicting the region of interest (ROI) that in-
cludes the target. Then, the system computes the bottom-up saliency map and
the most salient region (MSR) inside the ROI. So, VOCUS is able to decide
autonomously what is important in a ROI, concentrating on parts that are most
salient and disregarding the background or less salient parts.

Next, weights are determined for the feature and conspicuity maps, indicating
how important a feature is for the target (blue arrows in Fig. 1). The weight wi for
map i is the ratio of the mean saliency in the target region m(MSR) and in the
background m(image−MSR): wi = m(MSR)/m(image−MSR). This computation
does not only consider which features are the strongest in the target region, it
also regards which features separate the region best from the rest of the image.
In section 3, we show how the approach is extended to several training images.

Search Mode: In search mode, firstly the bottom-up saliency map is com-
puted. Additionally, we determine a top-down saliency map that competes with
the bottom-up map for saliency (red arrows in Fig. 1). The top-down map is
composed of an excitation and an inhibition map. The excitation map E is the
weighted sum of all feature and conspicuity maps Xi that are important for
the learned region, i.e., wi > 1. The inhibition map I shows the features more
present in the background than in the target region, i.e., wi < 1:

E =
∑

i(wi ∗ Xi) ∀i : wi > 1
I =

∑
i((1/wi) ∗ Xi) ∀i : wi < 1 (1)

The top-down saliency map S(td) is obtained by: S(td) = E − I. The final
saliency map S is composed as a combination of bottom-up and top-down in-
fluences. When fusing the maps, it is possible to determine the degree to which
each map contributes by weighting the maps with a top-down factor t ∈ [0..1]:
S = (1 − t) ∗ S(bu) + t ∗ S(td).

With t = 1, VOCUS looks only for the specified target. With t < 1, also
bottom-up cues have an influence and may divert the focus of attention. This
is also an important mechanism in human visual attention: a person suddenly
entering a room or a deer jumping on the road catch immediately our attention,
independently of the task. In humans this attentional capture cannot be overrid-
den by top-down search strategies [15]; i.e., for a severely biologically motivated
system a top-down factor of 1 should not be allowed. Nevertheless, for a techni-
cal system that usually has to solve only one clearly defined task at a time, also
a top-down factor of 1 is often useful.

The success of the search is evaluated by the rank of the focus that hits the
target, denoted by the hit number. For example, if the 2nd focus is on the
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target, the hit number is 2. The lower the hit number, the better the search per-
formance. If the hit number is 1, the target is immediately detected. In pop-out
experiments, the hit number is 1 by definition. If a whole image set is evaluated,
we determine the average hit number, i.e., the arithmetic mean of the hit
numbers of all images. Usually, only a determinate number of fixations is con-
sidered so that images with undetected targets are not included in the average.
To indicate this, we show in our experimental results the percentage of detected
targets (detection rate) additionally.

3 Using Several Training Images

Learning weights from one single training image yields good results when the
target object occurs in all test images in a similar way, i.e., the background color
is similar and the object occurs in nearly identical orientations. These conditions
often occur if the objects are fixed elements of the environment. For example,
name plates or fire extinguishers usually are placed on the same kind of wall, so
the background has always a similar color and intensity. Furthermore, since the
object is fixed, its orientation does not vary and it is sensible to learn that fire
extinguishers usually have a vertical orientation.

Although the search is already quite successful with weights from a single
training image, the results differ somewhat depending on the choice of the train-
ing image. This is shown in Tab. 1: a highlighter was searched in a test set of
60 images using the weights from a single training image. The table shows the
different results for several training images; the detection rate differs between 95
and 100%.

Table 1. The search for a highligher with the weights w1 to w5 learned from 5 training
images applied to a test set of 60 images (examples of training and test images in Fig. 3
and 4). The first 10 foci were determined. The performance is shown as the average hit
number and the percentage of targets detected within the first 10 foci in parentheses.
The performance differs slightly depending on the training image.

# test average hit number (and detection rate [%])
Target im w1 w2 w3 w4 w5

Highlighter 60 1.83 (99%) 1.70 (97%) 1.43 (100%) 1.93 (95%) 1.78 (97%)

Furthermore, the results usually differ slightly depending on the test set the
weights are applied to. One training image might fit better to a special image set
than to another. To weed out these special cases, it is sensible to take the average
weight of at least two training images to enable a more stable performance on
arbitrary test sets. For movable objects it is even more important to compute
average weights. A highlighter may lie on a dark or on a bright desk and it may
have any orientation. Here, it is necessary to learn from several training images
which features are stable and which are not.
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Table 2. Left: four training examples to learn red bars of horizontal and vertical ori-
entation and on different backgrounds. The target is marked by the yellow rectangle.
Right: The learned weights. Column 2–5: the weights for a single training image (ver-
tical bar on bright background (v,b), horizontal on bright (h,b), vertical on dark (v,d),
horizontal on dark (h,d)). The highest values are highlighted in bold face. Column 6:
average weights. Color is the only stable feature.

weights for red bar
Feature v,b h,b v,d h,d average
int on/off 0.00 0.01 8.34 9.71 0.14
int off/on 14.08 10.56 0.01 0.04 0.42
ori 0 ◦ 1.53 21.43 0.49 10.52 3.61
ori 45 ◦ 2.66 1.89 1.99 2.10 2.14
ori 90 ◦ 6.62 0.36 5.82 0.32 1.45
ori 135 ◦ 2.66 1.89 1.99 2.10 2.14
col green 0.00 0.00 0.00 0.00 0.00
col blue 0.00 0.00 0.01 0.01 0.00
col red 18.87 17.01 24.13 24.56 20.88
col yellow 16.95 14.87 21.21 21.66 18.45
consp I 7.45 5.56 3.93 4.59 5.23
consp O 4.34 7.99 2.87 5.25 4.78
consp C 4.58 4.08 5.74 5.84 5.00

3.1 Average Weights

To achieve a robust target detection even in changing environments, it is neces-
sary to learn the target properties from several training images. This is done by
computing the average weight vector from n training images with the geometric
mean of the weights for each feature, i.e., the average weight vector w(1,..,n) from
n training images is determined by:

w(1,..,n) = n

√√√√ n∏
j=1

wj . (2)

The geometric mean is more suitable than an arithmetic mean, because the
weight values represent relations, so that values like 2 and 0.5 should cancel
out each other. If one feature is present in some training images but absent in
others, the average values will be close to 1 leading to only a low activation in
the top-down map. In Tab. 2 this is shown on the example of searching for red
bars: the target occurs in horizontal or vertical orientations and on a dark or
bright background; the only stable feature is the red color. This is reflected in
the rightmost column of the table which shows the average weights: the weights
for intensity and orientation feature maps are almost equal, only weights for
the color feature maps show high values. This enables the search for red bars,
regardless of the background and the orientation.
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3.2 The Algorithm to Choose the Training Images

In the previous example (Tab. 2), four training images were chosen that were
claimed to represent the test data. In practice, the problem is: how do we find
suitable training images? We could think about the test application and reason
about suitable training data or we could just use a bunch of training images that
cover many possible contexts presenting the target at different orientations and
on different backgrounds. However, this does not guarantee a good training set
and, moreover, it depends heavily on the user’s experiences and skills. In this
section, we introduce an algorithm that chooses the most suitable images from
a training set.

Let us first think about how an optimal weight vector could be achieved.
Since the average weights do not always improve when more training images
are considered, the best performance is usually not achieved by considering all
images of a training set T1. The reason is that training on too similar images
results in overfitting, e.g., generating too specialized weights. Instead, there exists
a subset of T1, the average weights of which yield the best performance on
another image set T2. The only possibility to find this subset is to test all possible
combinations, an effort costing to check 2n combinations for n training images.
Since these computations are too costly even for rather small n, we propose an
approximation algorithm that yields a local optimum in performance. Before we
introduce the algorithm, we first give a definition:

Definition 1 (Self-test, self-test hit number). A self-test on image I for
a target t means: first, learn the weights w for t from image I. Second, apply w
to I itself. The resulting hit number is the self-test hit number.

The self-test hit number is a good base for comparisons, since the weights
of an image itself yield a good chance to discriminate the target from its sur-
rounding. A self-test hit number of 1 indicates that the weights are sufficient to
detect the target in similar environments. A larger self-test hit number indicates
that there are distractors in the scene that are very similar to the target and
that the features of the system are incapable to distinguish between target and
distractors. This test is not suitable for deciding whether a training image is
useful or not, because if there are distractors in a scene which are too similar
according to the given features, there is nothing we can do about it. It might
be useful to train on such scenes anyway, because the extracted weights are the
best possible solution for these kinds of scenes. Note that a hit number of 2, 3,
or even 10 is often still useful since the regions to be investigated by an object
classifier are still considerably reduced.

The overall idea of the approximation training algorithm is to first choose one
arbitrary image I1 from the training image set. Then, the weights from I1 are
applied to the whole training set T and the image I2 is determined on which the
hit number is worst. A bad hit number might mean that I1 was not suitable for
this image. Whether this assumption is true can be checked by comparing the hit
number with the self-test hit number of I2. If the latter is better, the assumption
was true: I1 was unsuitable. In this case, I2 is a good choice to improve the
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Fig. 2. The algorithm to find the most suitable training images out of an image set and
to compute their average weight vector. With this vector, a local optimum in detection
quality on the training set is achieved.

weights thus the average weights of I1 and I2 are determined. This procedure
is continued as long as the average hit rate on the training set improves. A
flowchart of the algorithm is shown in Fig. 2.

4 Results

In this section, we show the hit numbers and detection rates of VOCUS when
searching for several targets in various real-world scenes. We compare the per-
formance for one and for several training images which were chosen with the
presented algorithm. As targets, we used four kinds of objects: two objects which
are fixed in our office environment (fire extinguishers and name plates) and two
movable objects (a key fob and a highlighter). The highlighter was presented on
two different desks, a dark (black) and a bright (wooden) one. For each target,
we used a training set of 10 to 54 images and chose suitable training images
from the set with the training algorithm in Fig. 2. In Fig. 3, we depict one of the
training images for each target as well as the most salient region that VOCUS
extracted for learning.

Two experiments demonstrate the power of our algorithm: first, we examine
the search performance on four test sets using different numbers of training
images. Second, we test VOCUS on a search task in which the environment of
the target differs and show that in this case more training images are required.

Experiment 1. Our first experiment examines the effect of different image set
sizes on the search quality. We show the search results with the computed vectors
first on the training set itself (training phase) and then on a test set (test phase).
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Fig. 3. Top: the training images with the targets (name plate, fire extinguisher, key
fob, and a highlighter on the dark desk). Bottom: The part of the image that was
marked for learning (region of interest (ROI)) and the contour of the region that was
extracted for learning (most salient region (MSR)).

The image sets used for this experiment consisted of images with similar
backgrounds for each set (white walls behind the fire extinguisher and the name
plate and same desk for the key fob and the highlighter). The images were
nevertheless highly complex and include a heavily structured surrounding with
many distracting regions.

To compute the weight vectors, we chose the most suitable training images
from the training set using the algorithm of Fig. 2. Remember that the algorithm
chooses the first image at random and then the images with the worst detec-
tion results on the training set; it stops when a local optimum in performance
is reached. We document this by presenting the detection results (average hit
number and detection rate) for each weight vector that is computed during the
iterations of the algorithm (Tab. 3). This corresponds to visualizing the inter-
mediate steps of the algorithm.

It turned out that averaging two training images in most cases outperformed
the use of a single image. This is most obvious for the name plate: the detection
rate within the first 10 foci increased from 87% to 94% (the detection rate is
more important to evaluate the performance than the average focus because a
single image that is additionally detected increases the detection rate slightly
but decreases the average hit number. That means, a performance of average hit
number 2.04 and detection rate of 94% is better than a performance of average
hit number 1.97 and detection rate of 93%). Only for the highlighter on the
dark desk the detection remains the same. If a single training image yields an
equal or better performance than the average from the first two images, we
still recommend to use the average because of the risk that the weights from a
single training do not generalize well enough on the test set. For three images,
the performance does not improve any more, on the contrary, the results are
worse for some of the examples (name plate, highlighter bright). Therefore, the
algorithm stops with the weights vectors w(1,2) as local optima.
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Table 3. Experiment 1: Search performance on training sets with weight vectors from
1, 2, and 3 training images obtained with the algorithm in Fig. 2. The performance
is presented as the average hit number on the training set and, in parentheses, the
percentage of detected targets within the first 10 foci. The best value is highlighted
in bold face. Already two training images yield the local optimum in performance and
the algorithm stops. The application of these values to a test data set is presented in
Tab. 4.

Target # train av. hit number (and detection rate [%])
im. w1 w(1,2) w(1,..,3)

Fire extinguisher 10 1.10 (100%) 1.00 (100%) 1.00 (100%)
Key fob 10 1.33 (100%) 1.00 (100%) 1.00 (100%)
Name plate 54 1.61 (87%) 2.04 (94%) 1.97 (93%)
Highlighter (dark desk) 10 1.50 (100%) 1.50 (100%) 1.50 (100%)
Highlighter (bright desk) 10 3.40 (100%) 2.10 (100%) 2.40 (100%)

Table 4. Experiment 1: Search performance on test sets with the weight vectors of
Tab. 3. The numbers in bold face denote the best performance. Note that the best
performance is not always reached at the point that the training proposes: for the
highlighter, the best performance is achieved on the dark desk with a single training
image and on the bright desk with three training images.

Target # train # test av. hit number (and detection rate [%])
im. im. w1 w(1,2) w(1,..,3)

Fire extinguisher 10 46 1.14 (100%) 1.09 (100%) 1.09 (100%)
Key fob 10 30 1.40 (100%) 1.23 (100%) 1.40 (100%)
Name plate 54 238 2.31 (80%) 2.55 (87%) 2.28 (86%)
Highlighter (dark desk) 10 30 1.30 (100%) 1.37 (100%) 1.37 (100%)
Highlighter (bright desk) 10 30 2.43 (100%) 1.97 (97%) 2.13 (100%)

In a second step, we apply these weight vectors to test image sets which were
disjoint from the training data (Tab. 4). This shows how the system generalizes
on unknown data. As expected the performance is in most cases slightly worse
than on the training set, since the weights were chosen to fit the training set.
However the detection quality is still very high: fire extinguisher, key fob, and the
highlighter on the dark desk are detected in all images (detection rate 100%) and
the highlighter on the bright desk is missed only in 3% of the images (w(1,2)). In
the successful cases, the target is detected in average with the 1st or 2nd focus.
The most difficult example is the name plate; here, the target is missed in 13%
of the images.

It also revealed that the best performance is not always achieved with the
same weights as on the training data: For the highlighter on the dark desk, the
best performance is already achieved with the first training image and for the
highlighter on the bright desk three training images yield the best performance.
This is inevitable since every test set is slightly different and has another com-
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Target: name plate

Target: fire extinguisher

Target: highlighter

Target: key fob

Fig. 4. Some of the results from searching the targets of Fig. 3. The FOAs are depicted
by red ellipses. After the target was focused, the search was canceled so the number of
depicted foci is equal to the number of required fixations. The hardest example is the
one in the upper right corner: the poster shows colors similar to the logo of the name
plate and diverts the focus so the target is only detected by the 6th focus. In all other
depicted examples the target is found with the first or second focus.

bination of weights that fits best for it. Nevertheless, the performance results
differ only slightly and the proposed approach yields a good approximation of
the optimal performance. Fig. 4 shows some of the test images with some foci
of attention.
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Table 5. Experiment 2: Search performance on a training set (20 images) with different
backgrounds: the highlighter (target) lay on a dark and on a bright desk. The weight
vectors are obtained with the algorithm in Fig. 2. The performance is presented as
the average hit number on the training set and, in parentheses, the percentage of
detected targets within the first 10 foci. The best value is highlighted in bold face. The
performance depends on the start image: if the start image is from a bright desk (b),
the local optimum is reached for 2 training images. If it is from a dark desk (d), 4
images yield the best performance. The application of these values to a test data set
is presented in Tab. 6.

Target start average hit number (and detection rate [%])
im. wi,1 wi,(1,2) wi,(1,..,3) wi,(1,..,4) wi,(1,..,5)

Highlighter b 2.45 (100%) 1.70 (100%) 1.85 (100%)
Highlighter d 2.50 (95%) 1.95 (100%) 1.75 (100%) 1.55 (100%) 1.75 (100%)

Table 6. Experiment 2: Search performance on a test set of 60 images with dark
and bright backgrounds obtained with the weight vectors of Tab. 5. The numbers in
bold face denote the best performance. Note that the best performance is not always
reached at the point that the training proposes: for the bright starting image, the best
performance is achieved with three training images instead of two.

Target start average hit number (and detection rate [%])
im. wi,1 wi,(1,2) wi,(1,..,3) wi,(1,..,4) wi,(1,..,5)

Highlighter b 1.80 (100%) 1.53 (99%) 1.62 (100%)
Highlighter d 1.83 (99%) 1.58 (100%) 1.55 (100%) 1.48 (100%) 1.60 (100%)

Experiment 2. In the previous experiment, the background within each image
set was similar. Here we show what happens if a target appears on different
backgrounds. To achieve this, we combined the image sets of the highlighter
on the dark and on the bright desk into one image set. We expected that here
more training images are required to yield a local optimum in performance since
the training set is inhomogeneous. It turned out that this is usually true but
even here the local optimum is sometimes achieved with two images (cf. Tab. 5).
We found that it depends on the starting image how many training images are
required until the algorithm stops: when the first image was from the bright desk
only two images were needed to yield the local optimum. When it was from the
dark desk it took longer until the optimum was reached: the best performance
was achieved with the average of four training images. The performance was
then better than the performance achieved with two images with a bright-desk
starting image.

This results from the fact that the search on the dark desk is considerably eas-
ier than on the bright one because of the high contrast of the yellow highlighter
to the dark desk. Therefore, weights obtained from the bright desk applied to
the dark one yield a good performance but not vice versa. If the starting image
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is from the bright desk, the images that perform badly are also from the bright
desk. After taking the average of two training images, the performance does
not improve any more. In contrast, if the starting image is from the dark desk,
the bad-performing images are from the bright set and w(1,2) is the average of
dark and bright. This is repeated and the average of dark and bright yields a
performance that excels the former performance after 4 iterations.

In Tab. 6, the computed weights are applied to a test set of 60 images disjoint
from the training set. The detection quality is very high: although the target lay
on different backgrounds, it is found in all images and in average with the 1st or
2nd focus. Again, it showed that the optimal performance is not always reached
for the same weights as the optimal performance on the training set but the
training results yield a good approximation of the optimum. Interestingly, with
both kinds of weight vectors (bright and dark starting image) the performance
on the test set is better than on the training set. Probably this results from a
few difficult example images in the training set which decline the average hit
number. Note that despite the different results depending on the start image it
is not necessary to attach great importance to the choice of this image since the
average hit numbers for both cases are very similar. A randomly chosen image
will usually suffice.

5 Conclusion

We have introduced a new algorithm that chooses suitable training images for our
attention system VOCUS which detects salient regions in images depending on
bottom-up and top-down cues. VOCUS provides a method to quickly localizing
object candidates to which computationally expensive recognition algorithms
may be applied. Thereby, it provides a basis for robust and fast object recognition
in computer vision and robotics.

The presented selection algorithm choses the most suitable training images
out of an image set. This selection improved the search performance as shown
by experiments involving numerous real-world images. We have shown that the
chosen image subset is a local optimum and outperforms the use of a single or all
training images. In our experiments, less than five training images were sufficient
to yield the local optimum. With this approach, VOCUS detects targets robustly
and quickly in various scenes: the target was in average among the first three
selected regions.

In future work, we plan to utilize the system for robot control. The attention
system will determine salient regions in the robot’s environment and search for
previously learned objects. Directing the attention to regions of potential interest
will be the basic assumption for object detection and manipulation.

Acknowledgements. The authors wish to thank Joachim Hertzberg for support-
ing our work.
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Self-sustained Thought Processes in a Dense
Associative Network
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Max-von-Laue-Strasse 1, 60438 Frankfurt am Main, Germany

Abstract. Several guiding principles for thought processes are proposed
and a neural-network-type model implementing these principles is pre-
sented and studied. We suggest to consider thinking within an associative
network built-up of overlapping memory states. We consider a homoge-
neous associative network as biological considerations rule out distinct
conjunction units between the information (the memories) stored in the
brain. We therefore propose that memory states have a dual functional-
ity: They represent on one side the stored information and serve, on the
other side, as the associative links in between the different dynamical
states of the network which consists of transient attractors.

We implement these principles within a generalized winners-take-all
neural network with sparse coding and an additional coupling to lo-
cal reservoirs. We show that this network is capable to generate au-
tonomously a self-sustained time-series of memory states which we iden-
tify with a thought process. Each memory state is associatively connected
with its predecessor.

This system shows several emerging features, it is able (a) to rec-
ognize external patterns in a noisy background, (b) to focus attention
autonomously and (c) to represent hierarchical memory states with an
internal structure.

1 Introduction

The notion of ‘thinking’ comes in various flavors. We may associate thinking with
logical reasoning or with a series of associative processes. The latter activity is
performed effortless by the human brain and is at the center of the investigation
we will present here. We will consider in particular associative processes which
may occur also in the absence of any interaction of the brain with the outside
world. It is clear that without any prior stored information - our memories
- this kind of thought process would be semantically empty. We do therefore
investigate the autonomous generation of a time-series of memory-states by a
cognitive system, being it natural or artificial.

We consider consequently thought processes to be characterized by the spon-
taneous activation of one memory state by another one, leading to a history of
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memory states. This process should be autonomous and no outside regulative
unit should be needed in order to control this dynamical process. In order to
make sense, each activated memory state should be closely associated to its pre-
decessor. A history of random memory states would not possibly classify as a
true thought process.

A key question in this context is then: When can two or more memory states
be considered to be closely associated? Intuitively this is not a problem: Re-
membering a trip to the forest with our family for a picnic we may associate this
activity with a trip to the forest to cut a Christmas tree. These two memory-
states are intuitively related. When we store new memory states, like the two
trips to the forest in the above example, in our brain, the appropriate associative
links need to be generated spontaneously. But how should our brain be capable
of finding all possible relations linking this new information associatively with all
previously stored memory-states? An exhaustive search would not be feasible,
the time needed to perform it would be immense.

This computational problem of embedding new memory states into their
relevant semantic context would not occur if no explicit associative links would be
needed at all. This can be achieved when considering networks with overlapping
memory states. In this case no additional conjunction units describing associative
links in between two stored memories are needed. These associative links would
be formed by other memories. Any new information learned by the network
then acquires naturally meaningful associative links whenever it shares part of
its constituent information with other memory states.

We do therefore consider a homogeneous network, with only one kind of
constituent building block: the memories themselves. The memory states then
show a dual functionality: depending on the initial condition, an associative link
in between two or more activity centers could be either a stationary memory
state by itself or it could serve to form an association in between two sequential
memory states in the course of a thought process.

We propose a generalized neural-network model capable of simulating the
here defined kind of thought processes. We do not claim that actual thought
processes in biological cybernetic systems (in our brain for instance) will be
described accurately by this model. However, the kind of thought processes pro-
posed here seem to be a mandatory requirement if a homogeneous associative
network without an external regulative unit wants to acquire true information-
processing capabilities. In such kind of networks the information-processing must
be self-organized by an autonomous dynamical process. From a functional point
of view it is evident that this self-regulated information processing needs to be
implemented in biological cognitive systems, like the human brain, in one way
or another.

We note that these self-organized association processes work only within
dense associative networks, where essentially all activity centers are connected
among themselves, forming what one calls in network-theory a ‘Giant Strongly
Connected-Component’ [1]. In a sparse network there would be many uncon-
nected subclusters incapable to communicate autonomously. Therefore we con-
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sider here dense and homogeneous associative networks (dHAN) and one might
argue that the human brain does fall into this category.

2 Associative and Homogeneous Networks

We consider an associative network with N sites, which we also call activity
centers (AC). Each AC represents some specific biologically relevant informa-
tion, normally in a highly preprocessed form [2]. Examples are ACs for colors,
shapes, distances, movements, sounds and so on. Each AC is characterized by
the individual activity xi ∈ [0, 1] (i = 1, . . . , N). An AC is active when xi is close
to one. We identify ensembles of active ACs with memory states [3].

In addition to the activity levels xi we introduce for every AC a new variable
ϕi ∈ [0, 1], which characterizes the level of the individual activity reservoirs.
This variable plays, as it will become clear from the discussions further below, a
key role in facilitating the self-sustained thought process and distinguishes the
dHAN from standard neural networks [4].

We consider here a continuous-time (t) evolution, xi = xi(t) and ϕi = ϕi(t).
The differential equations (ẋi(t) = d

dtxi)
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Fig. 1. Illustration of the reservoir-functions f(ϕ) and g(ϕ) as defined by Eq. (4) for
ϕ

(f)
c = 0.15, ϕ

(g)
c = 0.7, Γϕ = 0.05 and g(min) = 0.05

Table 1. Sets of model-parameters used for the simulations presented here. w/z de-
note the non-zero matrix elements of the link-matrices wi,j/zi,j entering Eq. (1). The
filling/depletion rates for the reservoir Γ±

ϕ and xc enter Eq. (3). The critical reservoir-
levels for inhibition and activation, ϕ

(f/g)
c enter Eq. (4), as well as the width Γϕ for

the reservoir function and the minimal values f (min) = 0 and g(min).

w z xc Γ+
ϕ Γ−

ϕ ϕ
(f)
c ϕ

(g)
c Γϕ g(min)

(a) 0.15 -1.0 0.85 0.004 0.009 0.15 0.7 0.05 0.00
(b) 0.15 -1.0 0.50 0.005 0.020 0.15 0.7 1.00 0.10
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ẋi = (1 − xi)Θ(ri)ri + xi[1 − Θ(ri)]ri (1)

ri = bi + g(ϕi)
N∑

j=1

wi,jxj +
N∑

j=1

zi,jxjf(ϕj) (2)

ϕ̇i = Γ+
ϕ Θ(xc − xi)(1 − ϕi) − Γ−

ϕ Θ(xi − xc)ϕi . (3)

determine the time-evolution of all xi(t). Here the ri are growth rates and the
bi the respective biases.1 We will discuss the role of the bias further below, for
the time being we consider bi ≡ 0, if not stated otherwise.2

The function Θ(r) occurring in Eq. (1) is the step function: Θ(r) = 1, 0 for
r > 0 and r < 0 respectively. The dynamics, Eqs. (1) and (3), respects the
normalization xi ∈ [0, 1] and ϕi ∈ [0, 1] due to the prefactors (1 − xi), (1 − ϕi)
and xi, ϕi for the growth and depletion processes.

The neural-network-type interactions in between the activity centers are
given by the matrices 0 ≤ wi,j ≤ w and zi,j ≤ −|z| for excitatory and inhibitory
connections respectively. The breakdown of the link-matrix in an excitatory and
inhibitory sector can be considered as a reflection of the biological observation
that excitatory and inhibitory signals are due to neurons and interneurons re-
spectively. Any given connection is either excitatory or inhibitory, but not both
at the same time: wi,jzi,j ≡ 0, for all pairs (i, j). We do not consider here self-
interactions (auto-associations): wi,i = zi,i ≡ 0.

We consider here the recurrent case with wi,j = wj,i and zi,j = zj,i, but the
model works fine also when this symmetry is partially broken. This will happen
anyhow dynamically via the reservoir-functions f(ϕ) and g(ϕ). These functions
govern the interaction in between the activity levels xi and the reservoir levels
ϕi. They may be chosen as washed-out step functions of a sigmoidal form like

g(ϕ) = g(min) +
(
1.0 − g(min)

) atan[(ϕ − ϕ
(g)
c )/Γϕ] − atan[(0 − ϕ

(g)
c )/Γϕ]

atan[(1 − ϕ
(g)
c )/Γϕ] − atan[(0 − ϕ

(g)
c )/Γϕ]

,

(4)
with a suitable width Γϕ. For an illustration see Fig. 1. The effect of the reservoir
functions depends on the value of the respective reservoir-levels ϕi, which are
governed by Eq. (3).

For xi > xc (high activity level) the reservoir-level ϕi decreases with the rate
Γ−

ϕ . For xi < xc (low activity level) the reservoir-level ϕi increases with the rate
Γ+

ϕ . A low reservoir level will have two effects: The ability to suppress another
activity center via an inhibitory link zi,j , which will be reduced by f(ϕi) ∈ [0, 1]
and the activation by other centers via an excitatory link wi,j , which will be
reduced by g(ϕi) ∈ [0, 1], see Eq. (2).

The dynamics induced by Eq. (1) leads to a relaxation towards the next
stable memory state within a short time-scale of Γ−1

r ≈ |wi,j |−1 ≈ |zi,j |−1 (for
1 The differential equations (1) and (2) are akin to the Lotka-Volterra equations dis-

cussed by Fukai and Tanaka [5].
2 The time-unit is arbitrary in principle and could be tuned, as well as most of the pa-

rameters entering Eqs. (1) and (2), in order to reproduce neurobiologically observed
time-scales. For convenience one could take a millisecond for the time unit, or less.



370 C. Gros

(0)

(1)

(2)

(3) (4)

(5)

(6)

(0)
(1)

(2)

(3)

(4)

(5)
(6)

(7)

(8)

(9)

(10)

(11)

Fig. 2. Two small networks for illustrational purposes. The arrangement of the activity
centers (filled blue circles) is arbitrary, here we have chosen a circular arrangement for
a good overview. Shown are the excitatory links (the non-zero matrix elements of wi,j ,
black lines). Two activity centers not connected by wi,j are inhibitorily connected
via zi,j . Left: A seven-center network with five stable memory states: (0,1,2), (1,2,3),
(1,3,4), (4,5,6) and (2,6). Right: A 12-center network with 7 2-center memory states,
7 3-center memory states and one 4-center memory state (which is highlighted). It
contains a total of 28 links (non-zero matrix-elements of wi,j).

the non-zero matrix-elements of the link-matrices). Choosing the rates Γ±
ϕ for

the reservoir dynamics to be substantially smaller than the relaxation-rates Γr

we obtain a separation of time-scales for the stabilization of memory states and
for the depletion/filling of the activity reservoirs ϕi(t) described by Eq. (3). This
separation of time-scales is evident in the simulations presented in Fig. 3. For
illustrational purposes we present the activity-levels for a (very) small system,
the 12-center network illustrated in Fig. 2. The time-scales of the dynamics are
however system-size independent. We note, that only a finite number of centers
are active at any given time. Before we discuss the dynamics of the thought
process more in detail in Sect. 3, we will take a closer look at the nature of the
transient attractor stabilized for short time-scales.

2.1 Memory States

We consider here memory states which contain only a finite number, typically
between 2 and 7, of constituent activity centers. This is a key difference between
the dHAN investigated here and standard neural networks, where a finite fraction
of all neurons might be active simultaneously [6].

The stabilization of memory states made up of clusters with a finite number
Z = 2, 3, . . . of activity centers is achieved by an inhibitory background of links:

zi,j ≤ z < 0, ∀ (wi,j = 0, i �= j) . (5)

In Fig. 2 we illustrate a 7-center network. Illustrated in Fig. 2 by the black lines
are the excitatory links, i.e. the non-zero matrix-elements of wi,j . All pairs (i, j)
of activity-centers not connected by a line in Fig. 2 have zi,j ≤ −|z|. If |z| is big
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enough, then only those clusters of activity centers are dynamically stable, in
which all participating centers are mutually connected.

To see why, we consider an AC (i) outside a Z-center memory state (MS). The
site (i) cannot have links (finite wi,j) to all of the activity centers (j) making up
this memory state. Otherwise (i) would be part of this MS. There are therefore
maximally Z −1 positive connections in between (i) and the MS. The dynamical
stability of the memory state is guaranteed if the total link-strength between (i)
and the MS is not too strong:

|z| >
∑

j∈MS

wi,j , |z| > (Z − 1)w , (6)

where the second equation holds for the uniform case, wi,j ≡ w > 0.
For an illustration of this relation we consider the case x3 = x4 = x5 = x6 = 0

and x0 = x1 = x2 = 1 for the 7-center network of Fig. 2. The growth-rate for
center (3) is then: r3 = 2w − |z|. For 2w − |z| > 0 center (3) would start to
become active and a spurious state (1,2,3,4) would result. Taking 2w − |z| < 0
both (0,1,2) and (1,2,3) are stable and viable 3-center memory states.

A ‘spurious memory state’ of the network would occur if a group of ACs re-
mains active for a prolonged time even though this grouping does not correspond
to any stored memory state. No such spurious memory state is dynamically sta-
ble when Eq. (6) is fulfilled. For the simulation presented here we have chosen
|z|/w > 6. This implies that memory states with up to Z = 7 activity centers
are stable, see Table 1 and Eq. (6).

This kind of encoding of the link-matrices is called a ‘winners-take-all’ situ-
ation3, since fully interconnected clusters will stimulate each other via positive
intra-cluster wi,j . There will be at least one negative zi,j-link in between an ac-
tive center of the winning memory state to every out-of-cluster AC, suppressing
in this way the competing activity of all out-of-cluster activity centers.

2.2 Hierarchical Memory States

In the above discussion we have considered in part the uniform case wi,j ≡ w
for all non-zero excitatory links. In this case, all features making up a memory
state are bound together with the same strength. Such a memory state has no
internal structure, it is just the reunion of a bunch of semantic nodes with no
additional relations in between them. Memory states corresponding to biological
relevant objects will however exhibit in general a hierarchical structure [8] [9].
Let us give an example: A memory state denoting a ‘boy’ may involve a grouping
of ACs corresponding to (face), (shirt), (pants), (legs), (red), (green) and so on.
This memory state is well defined in our model whenever there are positive links
wi,j > 0 in between all of them.

There is now the need for additional information like: is ‘red’ the color of
the shirt or of the trousers? That is, there is the need to ‘bind’ the color red
3 Our winners-take-all setting differs from the so-called ‘K-winners-take-all’ configura-

tion in which the K most active neurons suppress the activities of all other neurons
via an inhibitory background [7].
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preferentially to one of the two pieces of clothes. It is possible to encode this in-
ternal information into the memory state ‘boy’ (face,shirt,pants,legs,red,green,..)
by appropriate modulation of the internal connections. In order to encode for
instance that red is the color of the shirt, one sets the link (red)-(shirt) to be
much stronger than the link (red)-(pants) or (red)-(legs). This is perfectly pos-
sible and in this way the binding of (red) to (shirt) is achieved. The structure
of the memory states defined here for the dHAN is therefore flexible enough to
allow for a (internal) hierarchical object representation.

No confusion regarding the colors of the shirt and of the pants arises in the
above example when variable link-strengths wi,j are used. Note however, that
this is possible only because small and negative links zi,j are not allowed in our
model, a key difference to the most commonly used neural-network models. If
weak inhibitory links would be present, the boundary of memory states could not
be defined precisely. There would be no qualitative difference in between a small
negative and a small positive synapsing strength. Furthermore, the stability
condition Eq. (6) would break down.

3 Dynamical Thought Processes

In Fig. 3 and Fig. 4 we present an autonomous thought process within a 12-center
network with 15 stable memory states, illustrated in Fig. 2. We have chosen a
small network here to discuss the properties of the dynamical thought process in
detail. The model is however completely scalable and we have performed simula-
tions of networks containing several thousands of sites without any problem on
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Fig. 3. The activity xi(t) for the thought process (2, 6) → (4, 5, 6, 10) → (4, 8, 10) →
(8, 11) → (6, 7, 11) → (0, 1, 2) → (1, 3, 9) → (4, 5, 6, 10) for the 12-site network in Fig.
2. Top/Bottom: Using the parameter sets (a)/(b) of Table 1. Note the different scaling
for the respective time-axis.
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Fig. 4. The thought process (2, 6) → (4, 5, 6, 10) → (4, 8, 10) → (8, 11) → (6, 7, 11) →
(0, 1, 2) of a 12-site network with 7 2-center, 7 3-center and one 4-center memory state.
The non-zero excitatory links wi,j > 0 differ from the uniform level w randomly by at
most 5%. Compare Fig. 3 for the time-evolution of the variables.

standard computers. The choice of synchronous or asynchronous updating pro-
cedures is arbitrary here, due to the continuous-time formulation. No particular
care needs to be taken for the integration of the differential equations (1) and (3)
as the dynamical process has relaxational properties for the short-time dynamics
of both the activities xi(t) as well as for the reservoir levels ϕi(t). The model
is numerically robust. The dynamics is numerical stable also for the long-time
evolution of the activities xi(t) which is driven by the respective reservoir levels
via the reservoir-functions f(ϕ) and g(ϕ).

The simulations presented in Fig. 3 were performed using the two distinct
parameter sets listed in Table 1. For the parameter set (a) we observe very rapid
relaxations towards one of the memory-states encoded in the link-matrices of
the network, as shown in Fig. 2. The reservoir levels are depleted very slowly
and the memory-stable becomes unstable and a different memory-state takes
over only after a substantial time has passed. Comparing the thought process
shown in Fig. 3 with the network of excitatory links of the dHAN shown in Fig.
2 one can notice that (I) any two subsequent memory states are connected by
one or more links and that (II) excitatory links have in fact a dual functionality:
To stabilize a transient memory state and to associate one memory state with
a subsequent one. The model does therefore realize the two postulates for self-
regulated associative thought processes set forth in the introduction.

Biologically speaking it is a ‘waste of time’ if individual memory states remain
active for an exceedingly long interval. The depletion-rate Γ−

ϕ = 0.009 for the
reservoir-levels is very small for the parameter set (a) listed in Table 1. For the
parameter set (b) we have chosen a substantially larger depletion-rate Γ−

ϕ = 0.02
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together with very smooth reservoir-functions f(ϕ) and g(ϕ) and a finite value for
g(min) in order to avoid random drifts for centers active over prolonged periods
and fully depleted reservoir levels.

The two thought processes shown in Fig. 3 are for identical link-matrices,
only the parameters entering Eqs. (1) and (3) differ. We note that the sequence
of memory-state is identical for both parameter sets, the dynamics is stable over
a wide range of parameter-values. The history of memory states goes through
a cycle, as it is evident for the simulations using the parameter set (b), since
the phase-space is finite. The 12-site cluster used in this simulation contains 15
different memory states and the cycle runs over 6 distinct states, a substantial
fraction of the total. For larger networks with their very high numbers of stored
memory-states [10] the cycle length will be in general very long for any practical
purposes. We have, however, not yet performed a systematic study of the cycle-
length on the system properties along the same lines usually done for random
boolean networks [11].

We note that binary cycles do not occur for the parameters used here. We
have chosen Γ+

ϕ < Γ−
ϕ and the reservoir levels therefore take a while to fill-

up again. Active memory states can therefore not reactivate their predecessors,
which have necessarily low reservoir levels and small values for g(ϕ). The same
temporal asymmetry could be achieved by choosing wi,j �= wj,i. We do not rule-
out the use of asymmetric link-matrices for the dHAN, but it is an important
property of the dHAN to be able to establish a time direction autonomously.
The types of memory-states storable in the dHAN would otherwise be limited
to asymmetric states.

4 Details of the Dynamics

In Fig. 5 we present a blowup of the thought process presented in Fig. 3 for the
parameter set (b), together with the time-dependence of the growth rates ri(t).
We can clearly observe how competition among the ACs plays a crucial role.
For the first transition occurring at t ≈ 78 sites (1) and (8) compete with each
other. Both have two excitatory links with the active cluster (4,5,6,10), see Fig.
2 and Fig. 8. This competition is resolved here by small random differences in
between the excitatory links wi,j used here.

The transition occurring at t ≈ 190 in between the two disjunct memory
states (6,7,11) and (0,1,2) takes a substantial amount of time to complete as it
goes through the intermediate state (0,7). The memory state (0,7) is actually a
valid memory state by itself but is not stabilized here as the AC (7) looses out
in the competition with (1) and (2), compare Fig. 5.

Note that in the transition (4, 8, 10) → (8, 11) → (6, 7, 11) this effect does
not occur. The intermediate state (8,11) is stabilized because the reservoir level
of (6) had yet not been refilled completely due to a precedent activation. In this
case (6) and (7) loose out in competition with (8).

In Fig. 6 we show the results of two simulations on different 12-site clusters
with very dense link-matrices wi,j which contain memory-states with up to seven



Self-sustained Thought Processes in a Dense Associative Network 375

50 100 150 200
-0.5

0ri

(0)
(1)
(2)
(3)
(4)
(5)

50 100 150 200
0

0.2

0.4

0.6

0.8

1

xi (4,8,10) (8,11) (6,7,11) (0,1,2)

(6)
(7)
(8)
(9)
(10)
(11)

Fig. 5. The growth-rates ri(t) (top) and the activity xi(t) (bottom) for the thought
process (4, 5, 6, 10) → (4, 8, 10) → (8, 11) → (6, 7, 11) → (0, 1, 2) for the 12-site network
shown in Fig. 2, using the parameter set (b) of Table 1
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Fig. 6. The activity xi(t) for two 12-center clusters with a high density of links using
the parameter sets (a) and (b) of Table 1 (top/bottom). Top: The thought process is
(1, 4, 6, 7, 11) → (0, 6, 7, 8, 10) → (1, 3, 6, 9) → (5, 7, 8, 11) → (2, 5, 8, 11) → (1, 2, 4, 11).
Bottom: The thought process is (0, 3, 4, 5, 6, 7, 10) → (3, 6, 8, 10, 11) → (6, 8, 9, 11) →
(0, 3, 4, 5, 6, 7, 10) → (0, 1, 4, 5, 6, 7) → (2, 6, 7, 8).

centers. Simulations for both set of parameters are shown and we observe that
the dynamics works perfectly fine. With the appropriate choice Eq. (6) for the
link-strength even networks with substantially larger memory states allow for
numerical stable simulations.
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Fig. 7. The activity xi(t) and the reservoir ϕi(t) for a 99-center clusters with 165/143/6
stable memory states containing 2/3/4 centers, using the parameter set (b) of Table
1 The thought process is (26, 64, 93) → (58, 64, 93) → (39, 58, 83) → (39, 83, 98) →
(10, 39, 98) → (54, 85, 86, 94) → (21, 54, 86, 94) → (12, 21, 54)

Finally we present in Fig. 7 the activities and reservoir-levels for a 99-site
network, using the parameter set (b). Plotted in Fig. 7 are only the activities
and the reservoir-levels of the sites active during the interval of observation. We
can nicely observe the depletion of the reservoir-levels for the active centers and
the somewhat slower recovery once the activity falls again. Similar results are
achieved also by simulations of very big networks.

5 Discussion

We have here investigated the autonomous dynamics of the dHAN and neglected
any interaction with the outside world. Sensory inputs would add to the growth
rates by appropriate time-dependent modulations of the respective bias bi(t),
see Eq. (2). For any sensory input the bias of the involved activity centers would
acquire a finite positive value during the interval of the sensory stimulation.

Taking a look at the growth rates plotted in Fig. 5 it becomes immediately
clear that the sensory input needs in general a certain critical strength in order to
influence the ongoing thought process. The autonomous thought process and the
sensory input compete with each other. This kind of competition does not occur
in simple attractor neural networks [11], for which any non-zero input induces the
network to flow into the nearest accessible attractor. Both for inputs resembling
closely a previously stored pattern as well as for random and nonsensical inputs.

The dHAN considered here will, on the other hand, recognize external pat-
terns only when the input is such that it wins the competition with the ongoing
thought process, leading to the activation of the corresponding memory state.
The strength of the sensory input necessary for this recognition process to be
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Fig. 8. Dynamical attention-focusing in the 12-site network with the thought process
illustrated in Fig. 5, for two different stable memory states. The dashed/dashed-dotted
cyan and pink links/circles denote centers linked weakly/strongly (by one/two excita-
tory links) to the active memory state.

completed successfully depends crucially on the number of links between the cur-
rent active memory state and the ACs stimulated by the sensory input, as one
can see in Fig. 5 and Fig. 8. The sites (1) and (8) have two links to the memory
state (4,5,6,10), all other centers have either zero or just one. Any sensory input
arriving on sites (1) or (8) would be recognized even for small signal-strength
when (4,5,6,10) is active, a sensory input arriving at site (0) would need to be,
on the other hand, very large. This property of the dHAN is then equivalent to
the capability of focus attention autonomously, an important precondition for
object recognition by cognitive systems [12]. Every active memory states carries
with it an ‘association cloud’ and any external input arriving within this area of
ACs linked directly to the active memory state will enjoy preferential treatment
by the dHAN.

5.1 Biological Considerations

At first sight the model Eq. (1) possesses an unbiological feature. Neglecting
the f(ϕ) and g(ϕ) for a moment, the total effective link strength wi,j + zi,j is
discontinuous: Either strongly negative (wi,j = 0, zi,j ≤ −|z|), or weakly positive
(0 ≤ wi,j ≤ w, zi,j = 0), as illustrated in Fig. (9). This property of the link-
matrices between the constituent activity centers is crucial for the whole model.
It is essential for the stability of the individual memory states, see in Sect. 2.1,
and it forms the basis for hierarchical object representations, as discussed in
Sect. 2.2. It constitutes a key difference between our and other models of neural
networks [11].

The effective link-strength wi,j + zi,j does however not correspond to the
bare synapsing-strength in biological neural assemblies. It represents an effective
coupling in between local or distributed centers of neural activities and this
kind of discontinuous behavior may actually result quite naturally from a simple
coupling via intermediate inhibitory interneurons, as illustrated in Fig. (9). When
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Fig. 9. Illustration of a network of interacting neurons leading to an effective discon-
tinuous inter-neural coupling. Left: The excitatory neuron (1) connects both directly
to neuron (2) and indirectly via the inhibitory interneuron. An activation of the in-
terneuron by neuron-(1) may lead to complete inhibition of neuron-(2), masking com-
pletely the direct excitatory (1)-(2) link. Right: The resulting range for the allowed
link-strengths for the excitatory links wi,j (red shaded region) and for the inhibitory
links zi,j (blue shaded region).

the interneuron is active, the effective coupling is strongly inhibitory. When
the interneuron is quiet, the coupling is weakly excitatory with Hebbian-type
learning. When the interneuron is active, it might as well inhibit the target
neuron completely. Integrating out the intermediate inhibitory interneuron leads
in this way to an effective discontinuous inter-neuron coupling.

Biologically speaking, one observes that inhibitory synapses are placed all
over the target neurons, on the dendrites, the soma and on the axon itself. Exci-
tatory synapses are, however, located mainly on the dendrites. This observation
suggests that inhibitory synapses may indeed preempt the postsynaptic excita-
tory potentials, giving functionally rise to a model like the one proposed here.

6 Conclusions

We have proposed, discussed and implemented a central principle for the self-
generated time-series of mental states of a cognitive system - the notion of “du-
ality” for memory states. A cognitive system can make use of the stored infor-
mation - the memories - only if these memories can be related to each other. We
believe that no separate conjunction units are necessary for this job. Memory
states and conjunction units responsible for the time-evolution of the thought
process are - in our view - just two different aspects of the same coin: Mem-
ory states can either be activated, just as normal memory states are supposed to
behave, or act as associative links, enabling the dynamics of the thought process.

There may exist a range of possible implementations of this principle, here
we have shown that an associative network with overlapping memory states
of a generalized neural-network-type will autonomously generate a history of
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transient memory states when suitable couplings to local reservoir levels are
introduced. This self-regulating model exhibits, to a certain extent, autonomous
data-processing capabilities with a spontaneous decision-making ability. Here
we have been concerned with showing the feasibility of this approach. Further
research will be necessary to show that this self-regulating system can carry out
specific cognitive tasks.
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Abstract. It is difficult to prove that something is not possible in prin-
ciple. Likewise it is often difficult to refute such arguments. The Lucas-
Penrose argument tries to establish that machines can never achieve
human-like intelligence. It is built on the fact that any reasoning pro-
gram which is powerful enough to deal with arithmetic is necessarily in-
complete and cannot derive a sentence that can be paraphrased as “This
sentence is not provable.” Since humans would have the ability to see
the truth of this sentence, humans and computers would have obviously
different mental capacities. The traditional refutation of the argument
typically involves attacking the assumptions of Gödel’s theorem, in par-
ticular the consistency of human thought. The matter is confused by the
prima facie paradoxical fact that Gödel proved the truth of the sentence
that “This sentence is not provable.”

AdoptingChaitin’s adaptationofGödel’s proofwhich involves the state-
ment that “somemathematical facts are true forno reason!Theyare trueby
accident” and comparing it to a much older incompleteness proof, namely
the incompleteness of rational numbers, the paradox vanishes and clarifies
that the task of establishing arbitrary mathematical truths on numbers by
finitary methods is as infeasible to machines as it is to human beings.

1 Introduction

The probably most prominent and most articulate argument why the whole field
of AI would be doomed to failure is expressed in the so-called Lucas-Penrose ar-
gument, which can be summarized as follows: Since Gödel proved that in each
sound formal system – which is strong enough to formulate arithmetic – there
exists a formula which cannot be proved by the system (assumed the system is
consistent), and since we (human beings) can see that such a formula must be
true, human and machine reasoning must inevitably be different in nature, even
in the restricted area of mathematical logic. This attributes to human mathemat-
ical reasoning a very particular role, which seems to go beyond rational thought.
Note that it is not about general human behaviour, and not even about the pro-
cess of how to find mathematical proofs (which is still only little understood),
but just about the checking of (finite) mathematical arguments.

There have been detailed refutations of this argument, actually so many that
just a fair review of the most important ones would easily fill a full paper. For
this reason I want to mention only the one by Geoffrey LaForte, Pat Hayes and

U. Furbach (Ed.): KI 2005, LNAI 3698, pp. 380–393, 2005.
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Ken Ford [10], which gives explanations where Penrose goes wrong, and why
his argument does not hold. LaForte et al. discuss in detail arguments which go
partly back to Turing, Gödel, and Benacerraf that the assumption under which
Gödel’s theorem holds for a system, soundness and consistency, are not fulfilled
for humans, and that we cannot know whether we are sound or consistent. This,
however, would be necessary in order to establish reliably mathematical truths
such as Gödel’s theorem. In my view, the authors convincingly refute the Lucas-
Penrose argument.

So why another paper? Mainly for two reasons, firstly this refutation – as
well as the others I am aware of – leaves a paradoxical situation: the sentence
which Gödel constructed in his proof, which basically can be described as “This
sentence is not provable,” is proved, since we know that it is true. But how
can it be proved when it is not provable? Or do we not know it and it is not
proved? Is it just a confusion of meta and object level? Gödel’s result is still
puzzling and most interpretations given in order to refute the Lucas-Penrose
argument are pretty complicated. Secondly, the arguments of LaForte et al. rely
on assumptions about “the nature of science in general, and mathematics in
particular.” While in my view these arguments are sound, they do neither go to
the core of the problem since the Lucas-Penrose argument would be invalid even
if these assumptions were false nor are they as easy as they should be (and as
Hilbert put it, “You have not really understood a mathematical sentence until
you can explain it to the first person you meet on the street in a way that they
can understand it.”).

The real core of the matter is the fact that there are two classes of math-
ematical truths, namely those which can be finitely proved (Gödel’s theorem
belongs to this class) and those mathematical truths which cannot be finitely
proved (Gödel’s theorem is about the non-emptiness of this class, but does not
belong to it). The latter truths are unknowable in principle to human beings and
computers alike (be they real or slightly idealized), since the ones as the others
are limited by their finiteness.

In this contribution I want to relate Gödel’s incompleteness theorem and the
Lucas-Penrose argument (summarized in the next section) via analogy to another
incompleteness theorem, namely the incompleteness of the rational numbers,
which was discovered 2500 years ago and which is nowadays intuitive (described
in section 3). The relation between the two discoveries is closer than one would
think on first sight, they have both to do with finite representability. Exactly as
most real numbers cannot be finitely represented, it is not possible to prove most
true statements in a finite way (see section 4). However, approximations are pos-
sible (see section 5). Since the restrictions apply to human beings and machines
alike we can conclude (in section 6) that the Lucas-Penrose argument is invalid.

2 Gödel’s Incompleteness Theorem and the
Lucas-Penrose Argument

Gödel’s proof of the incompleteness of logical calculi which are strong enough to
deal with arithmetic can be summarized as follows: In a first step Gödel shows
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that provability can be defined in any logical system that is powerful enough
to encode arithmetic. More precisely, if a calculus is given, then it is possible
to define a binary predicate symbol “proves[, ]”, such that for numbers m and
n, there is an interpretation in which (semantically) m is a proof of theorem n
(for short, proves[m, n]). For instance, “There is no proof of 0 = s(0)” can be
expressed as ¬∃m proves[m, �0 = s(0)�]. �.� is a function which maps a string
injectively, concretely here the string “0 = s(0)”, to a number, the so-called
Gödel number, e.g. 170104021703. There are different ways how to produce such
a translation and Gödel introduced one in his original paper [6]. In our case, the
theorem is translated then to ¬∃m proves[m, 170104021703].

Based on this construction, Gödel enumerates all formulae with one free
variable w, which are not provable, as Pk(w) ↔ ¬∃m proves[m, �Pw(w)�] and by
diagonalizing, that is, by identifying k and w:

Pk(k) ↔ ¬∃m proves[m, �Pk(k)�]

he constructs a formula Pk(k), which states its own unprovability. That this
formula must be true can easily be seen by a contradiction proof: If it were not
true, it would be provable, but – assumed that arithmetic is consistent and the
calculus correct – only true theorems can be proved, hence it would be true,
which is absurd.

As a consequence, Gödel can state that any theory T that is finitely describ-
able and does contain arithmetic is necessarily incomplete. This has led to the
following argument by Lucas and Penrose:

– For any theory rich enough to formulate arithmetic and for any calculus there
exists a theorem (like Pk(k)) which cannot be proved by the corresponding
calculus due to Gödel’s incompleteness result.

– Since human beings can see the truth of this theorem, human reasoning
cannot be based on a fixed calculus.

– Hence human reasoning cannot be mechanized, at least not with currently
available techniques.

Lucas first published the argument in [11] and discussed it again in [13].
Penrose has stated it at several places back to [14], a concise description can be
found in [15], from which the following quotation is taken:

“The inescapable conclusion seems to be: Mathematicians are not using
a knowably sound calculation procedure in order to ascertain mathe-
matical truth. We deduce that mathematical understanding – the means
whereby mathematicians arrive at their conclusions with respect to math-
ematical truth – cannot be reduced to blind calculation!”

Lucas argues that the argument using the Gödel theorem is more relevant
than the corresponding one using Turing’s proof of the unsolvability of the halt-
ing problem, since
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“it raises questions of truth which evidently bear on the nature of mind,
whereas Turing’s theorem does not; it shows not only that the Gödelian
well-formed formula is unprovable-in-the-system, but that it is true. . . .
But it is very obvious that we have a concept of truth. . . . A representa-
tion of the human mind which could take no account of truth would be
inherently implausible.” [12]

Nota bene, the argument is not about finding a proof of Gödel’s theorem
in the first place, which is certainly a challenge for computers, but about un-
derstanding (checking) it, a challenging problem as well, but one that has been
solved. However, Lucas and Penrose will not be convinced by mechanical proofs
of Gödel’s theorem (as, for instance, described in [2]), since for any such system,
limitations would apply which would not apply to human reasoning. But is this
true? Do they really not apply to human reasoning? Paradoxical situations –
let us include Gödel’s discovery in them for a moment – can easily lead to very
strange conclusions. If not dealt with great care, we easily manœuvre ourselves
into absurd positions as Zeno did on the base of the Achilles-and-the-Tortoise
paradox.1

What is for instance, about a sentence like the one stated by Anthony Kenny:
“John Lucas cannot consistently make this judgement”? Does this not cause
similar problems for John Lucas as Gödel’s theorem for a machine? Gödel himself
concluded that we just cannot prove the consistency of human reasoning, while
Alan Turing concluded that we cannot assume humans to be consistent. Both
statements are probably true, but that is not the point with respect to the Lucas-
Penrose argument. Surely we cannot even assume that our proof checking efforts
are flawless.

Any mathematical reasoning about the world – and the world includes human
beings and computers – makes idealizations. We can (and do) idealize humans
in a way that we assume them to be attentive, never tired, not making any
mistakes about proof checking, as we idealize computers as wonderful machines
which never crash, are never infected by viruses, never suffer from hardware
faults, and never make any mistakes. We can make these idealizations since we
can strive towards corresponding ideals and approximate them (albeit never fully
achieve them).
1 Zeno’s paradox is built on a fictional race between Achilles and a tortoise, in which

the tortoise is a bit ahead at the start, at time point t0. Zeno argues that Achilles
has no chance ever to catch up, even him being the fastest runner of all, since when
he reaches at time point t1 the position p0 where the tortoise was at t0, it will be
already gone there and be at a new position p1, which Achilles can reach at a time
t2, but then the tortoise has moved on to p2 and so on. At any point in time ti

the tortoise is ahead of Achilles. Zeno concluded that this proves that motion is
impossible. With a deep understanding of infinite series we have reached nowadays,
we see where Zeno went wrong. All the time intervals under consideration add up
to a finite amount of time and when that has passed, Achilles reaches the tortoise,
and after that overtakes it. For many centuries this example was not only funny, but
deeply confusing and led to strange conclusions like Zeno’s that motion is impossible.
We see that special care is advisable when concluding what follows from a paradox.
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However, we should not and will not make idealizations in the following,
which cannot be approximated. Such an idealization would be to deal with
infinitely many objects (digits or proof steps) in finite time and would allow
(computers or humans) to deal with infinitely many different cases in a finite
amount of time. This could theoretically be done by speeding up and using, for
instance, 1 second for the first case, 1/2 second for the second case, 1/4 for the
third case, 1/8 for the fourth and so on. This way the whole process of dealing
with infinitely many cases would take just 2 seconds.

Lucas and Penrose argue that human beings (and in consequence idealized
human beings) can see the validity of Gödel’s theorem while idealized computers
(and hence real computers) cannot. I will argue that even using such idealizations
(and a Turing machine is an idealization of real computers) there are things
which idealized computers and idealized human beings can do and cannot do, in
principle. Both can understand (and have understood) Gödel’s theorem. Gödel’s
theorem shows that there are truths about arithmetic properties which cannot
be recognized by idealized computers and idealized human beings alike. Before
we go deeper into this issue let us first step back 2500 years in time, and look
at another limitation which holds for humans and machines alike and produced
another foundational crisis in mathematics.

3 The Discovery of Irrational Numbers – Another Crisis
in Mathematics

Greek mathematicians related the lengths of different line segments and discov-
ered that (for all cases they investigated) they could find integers, such that the
relative lengths of any two of them could be expressed by the proportion of two
integers. This led to the belief which Pythagoras (570-500 BC) propagated that
“All is number.” In particular it meant that the proportion of any two lines
could be finitely expressed, namely by a pair of two (finite) natural numbers, or
as we would say as a rational number (note the dual meaning of rational, that
something is a ratio, and that something makes sense).

To the big surprise of the Pythagoreans, not much later they made the dis-
covery that their slogan is not true at all. There are two elementary ancient
proofs for it, the one below ascribed to Pythagoras himself, another based on
a pentagram ascribed to his student Hippasos of Metapont. It seems not clear
who really made the discovery first.

The proof ascribed to Pythagoras is based on a diagonal in a square (it is a
strange irony that diagonals play an important role in Pythagoras’ incomplete-
ness proof as well as in Gödel’s):

Assume a square of length a with a diagonal d as in Fig. 1. By the Pythagorean
Theorem we get d2 = a2 + a2, that is, d2 = 2 · a2. Assume the ratio d : a = p : q
with p and q minimal positive integers (i.e., p and q are relatively prime). Hence,
we have p2 = 2 · q2, from which we get that p must be even, hence p2 must be
divisible by 4. But then q2 and in consequence q must be even as well, which is
a contradiction, since we assumed p and q to be relatively prime.
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Fig. 1. Square with diagonal

The discovery that the ratio of a and d cannot be represented by two integers
caused a foundational crisis in mathematics since one of the axioms, one of the
“self-evident truths,” on which the Pythagoreans built their mathematics, turned
out to lead to a contradiction. Pairs of line segments which cannot be expressed
by what we call today a rational number, are called “irrational,” the same word
we use for things which go beyond rational thought. Why was this dogma so
much at the heart of mathematics? Why should the length of a single line in
relation to an arbitrarily fixed unit have the ratio of two natural numbers? I
think since it was the attempt to describe the continuum of all possible lengths
in a finite way. The discovery that it cannot be done as a ratio was an indication
that it is not possible to do that in general. However, it is not a proof that it
is impossible to describe the length in a finite way altogether. Actually

√
2 (as

we represent the ratio of d and a today), is finitely representable as an algebraic
number, however, not as the ratio of two integers. A finite representation of

√
2

is, for instance, “the positive zero of the function f : x �→ x2 − 2.”
We can imagine the shock that the discovery of irrationality caused at the

time. It not only destroyed the possibility to represent all lengths as ratios of
integers in a very convenient way, but it destroyed also the prospect to finitely
represent the corresponding expressions. Mathematics was not far enough de-
veloped at the time to see that certain important lengths (actually all the ones
we can speak about) can be finitely represented in some other way, and the
discovery was not a proof that there are ratios (numbers) which are inherently
inexpressible in a finite way.

It took more than 2000 years to gain a deep understanding of what was going
on. The final point of this development is the strict construction of the field of
real numbers, for instance, in form of Dedekind cuts [4].

Nowadays we distinguish in particular rational, irrational, algebraic, transcen-
dental, computable numbers, and their complements. Real numbers can be repre-
sented, for instance, as infinite decimal numbers. Let us look at some examples:

– Integers such as 3 can be represented as
3.0000000000000000000000000000 . . . and defined as s(s(s(0))).

– Rational numbers such as 1
3 can be represented as

0.3333333333333333333333333333 . . . and defined as 1
3 · 3 = 1.
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– Irrational algebraic numbers such as
√

2 can be represented as 1.414211 . . .
and defined as the positive zero of f(x) = x2 − 2.

– Irrational transcendent numbers such as π can be represented as infinite dec-
imal numbers, e.g., 3.1415926535897932384626433832 . . . . For special num-

bers such as π also a finite definition can be given, e.g., π = 4 ·
∞∑

n=0

(−1)n

2n+1

(and effectively constructed from infinite series, although the one given here
is not very efficient for practical purposes).

– Computable numbers such as Liouville’s transcendent number L can be rep-
resented as 1.1010010001000010000010000001 . . . . L can be finitely defined
by a program that interleaves 1s with an increasing number of 0s.

– True random numbers still can be represented as infinite decimal numbers
such as 4.7595016158529761292378858789 . . . . However, no finite representa-
tion is possible at all. True random numbers are all irrational, transcendent,
and not computable.

Cantor proved (also by a diagonal argument) that there are more real num-
bers than natural numbers, that is, that the real numbers are not countable,
while rational, algebraic, and computable numbers are all countable.

There are many more numbers (uncountably many) which cannot be finitely
represented, but only countably many which can. In particular, most real num-
bers can only be approximated, while some (and effectively most of the impor-
tant) real numbers can be finitely described. For instance, the diagonal which
caused so much trouble to the Pythagoreans, can be described as

√
2, or as the

only positive zero of the function f(x) = x2 − 2. Just adding all those numbers
which can be finitely described does not yield a complete structure, however. In
order to do so it is necessary to go to the full structure of the real numbers, which
include true random numbers or numbers which have a component of randomness
(such as a decimal number which is constructed from a random number by inter-
leaving its digits with 1s, e.g., 4.17151915101116111518151219171611121912 . . .).

While computers are much better at computing with numbers, in principle
they suffer from the same limitation as humans do with respect to true random
numbers. They can neither store them, nor manipulate them, but only approxi-
mate them.

4 Finitary vs. Infinitary – Numbers, Theorems, and
Proofs

What has all that to do with logic and proofs? Let us look at the closed interval
[0, 1] = {x ∈ |0 ≤ x ≤ 1} in dual representation (we neglect in the following
the problem of the ambiguity of representation with periods of 1s that e.g. 0.01̇ is
equivalent to 0.10̇). In such a representation each number corresponds in a one-
to-one form to unary predicates, for instance, the predicate “even” corresponds
to the number 2/3 in dual notation:
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0. 1 0 1 0 1 0 1 · · ·
6 6 6 6 6 6 6 · · ·

P (0) ¬P (1) P (2) ¬P (3) P (4) ¬P (5) P (6) · · ·

This one-to-one relation holds for numbers which can be finitely represented
(such as the rational number 2/3) and those which cannot be finitely represented
(such as random numbers) alike. Since infinite random real numbers are not
computable (we will come back to this), this shows that most predicates cannot
even be finitely defined, the less we can expect that we can prove their properties
in a finite way.

To go beyond incompleteness can of course not be done by adding single
elements (be it

√
2 or adding Gödel’s Pk(k) formula as an axiom). Rather we have

to add all truly infinite elements to it, which are inherently not representable in a
finite way (that is, which are not compressible). In the case of rational numbers
this leads to the closed field of real numbers, in the case of logic this leads
to the introduction of an ω-rule (see e.g., Grzegorczyk, Mostowski, and Ryll-
Nardzewski in [7]). In order to understand the ω-rule let us look at proofs in
the structure of natural numbers (the argument would hold for other structures
as well, of course). The natural numbers are a structure, generated by 0 and
the successor function s. They are represented as 0, 1, 2, 3, and so on. How can
we prove a property like Goldbach’s conjecture that every even number greater
than 3 can be written as the sum of two prime numbers using the ω-rule?

The ω-rule has the following form:

P (0) P (1) P (2) · · · P (n) · · ·
∀n P (n)

Let P (n) be defined as

2 · n ≤ 3 ∨ ∃p ∃q prime(p) ∧ prime(q) ∧ p + q = 2 · n.

In order to show ∀n P (n) we have to show P (0), P (1), P (2), P (3), P (4) . . .
one after the other. For instance, for n = 0 and n = 1 we have 2 · n ≤ 3, for
n = 2 we find p = q = 2, for n = 3, p = q = 3, for n = 4, p = 3 and q = 5
and so on. We could go on like that (and computers did go on to big numbers
to check the conjecture), but of course we could effectively never write down
the full proof this way – assumed there is no counterexample. Likewise we can
effectively never write down a single real number in its decimal or dual form.
For rational numbers there exists an easy extension of the representation schema
which allows for a finite representation by periods: we can write for the number
2/3 in dual notation: 0.1̇0̇. In the case of proofs there exists a constructive ω-rule
which allows for a finite representation in certain cases. We will discuss this in
more detail in the next section.

Note that it is important for the argument here not to make the unrealistic
idealization of speeding up proofs by halving the time from one step to the next.
With such an assumption infinite ω-proofs could be carried through in finite
time.
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As Grzegorczyk, Mostowski, and Ryll-Nardzewski show, the ω-rule fully cap-
tures the concept of structures, like the natural numbers: it simply says, in or-
der to show that a property holds for all natural numbers (∀n P (n)), prove the
property for each natural number P (0), P (1), P (2), P (3), P (4) . . . . Note that the
argument as to why the property P (n) above is true may be different for every
n, e.g., P (8) since 3 + 13 = 16 with prime(3) and prime(13), and P (9) since
7 + 11 = 18 with prime(7) and prime(11). Up to now nobody has seen any pat-
tern in the individual arguments for P (n) which could be generalized. Chaitin’s
reinterpretation of Gödel’s incompleteness proof means that it may be that there
is no such pattern. Until somebody has found a (finite) proof for the Goldbach
conjecture, or found a counterexample, we cannot rule out that the Goldbach
conjecture is true and that there is no finite proof which covers all cases. That
is, although the Goldbach conjecture itself can be concisely stated, it may be
the case that it is true for reasons which cannot be concisely stated, but which
are patternless in the sense that for infinitely many n infinitely many different
reasons are needed as to why P (n) is true. In this way, a program of the following
form may correspond to an ω-proof (with m = 2 · n):

m := 2;
bool := true;
repeat
{m := m+2;
if
(not ExistPrimes(m))
{bool := false}}

until (bool = false)

Here ExistPrimes(m) is a computable function which tests whether there are
numbers p and m − p both smaller than m and both prime numbers.

We do not know whether this program terminates (with m the smallest coun-
terexample to the Goldbach conjecture), or runs forever. The latter would imply
the correctness of the Goldbach conjecture. This example also clarifies some rela-
tionship between proving and the Halting problem. If the Halting problem were
computable, questions such as Goldbach’s conjecture could be decided simply
by checking of whether a particular program halts or not.

The ω-rule has two advantages: Firstly, it is simple to understand, “If some-
thing is true for each single natural number, then it is true for every natural
number.” Secondly, it provides a complete system (in a similar sense as real
numbers are complete using Dedekind cuts or Cauchy sequences). Its major dis-
advantage is that it does, for most cases, not allow to effectively prove things,
but only to approximate the full proof. The transition is one from finitary to
infinitary proofs. With this transition it is possible to get a completeness result.
Note that this does not contradict Gödel’s incompleteness result, since Gödel
considers in his incompleteness proof a finite notion of proof only. The encoding
of infinite proofs into numbers would not work (at least not by using natural
numbers).
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The ω-rule is hard to accept as an appropriate rule of proof, since it goes
against the main idea of the concept of proof, namely that a proof has to be
finite. As Hilbert put it ([9] quoted from [8, p. 381f]), a proof means that we
start with “certain formulas, which serve as building blocks for the formal edifice
of mathematics, [. . .] called axioms. A mathematical proof is an array that must
be given as such to our perceptual intuition; it consists of inferences according
to [a fixed] schema [. . .] where each of the premisses [. . .] in the array, either
is an axiom or results from an axiom by substitution, or else coincides with
the end formula of a previous inference or results from it by substitution. A
formula is said to be provable if it is the end formula of a proof.” Or as in
their simplification Monty Python say in the argument clinic: “An argument is
a connected series of statements intended to establish a definite proposition.”
Although not explicitly stated, the series of statements is assumed to be finite,
and mechanically checkable by a proof checker, which can be a relatively simple
computer program.

5 Approximating the ω-Rule by Mathematical Induction
and the Constructive ω-Rule

Let us first have a closer look at Gödel’s theorem again. Its proof is a finite proof
that Pk(k) is true. But does Pk(k) not state that it is not finitely provable?
No! Here we have to be more precise. Gödel finitely proved that for any fixed
finite calculus there exists a true formula Pk(k) which cannot be finitely proved
within that calculus. We could well add Pk(k) as an axiom, since it is true in
the standard model (we do not discuss here the issue of non-standard models of
arithmetic). Then we would get a new finite calculus, which has limitations of its
own. This is analogous to the situation in number theory, where the extension
of the rational numbers (

√
2), defined as the smallest field which contains the

rational numbers and
√

2, (or (
√

n) for a non-square number n) is a finite
extension of , which allows for a finite description of

√
2, namely just

√
2

is such a description in (
√

2), but (
√

2) is not a complete field and only
the transition to the field of real numbers makes every Cauchy sequence to
converge. The Pythagorean proof shows that rational numbers are not sufficient
for all purposes. It turns out that finite representations, in general, are not
sufficient. Similarly finite proofs are not sufficient for establishing the truth of
arbitrary true formulae. Only the transition to the full ω-rule (exactly as the
transition to all real numbers) results in a complete system.

Since the ω-rule is not appropriate for practical proofs in its full generality
(unless we make the unrealistic assumption that we can speed up and check
infinitely many steps in finite time), we need ways of approximating it. The
two most prominent ones are proof by mathematical induction and proof by a
constructive variant of the ω-rule.

For numbers we have quite a good understanding what can be represented
finitely and we have the important notion of a computable number. For formu-
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lae we can define a similar notion of a computable truth, defined by using a
constructive version of the ω-rule.

The constructive version of the ω-rule is a computable restriction of the
general ω-rule in the sense that each of the P (n) in

P (0) P (1) P (2) · · · P (n) · · ·
∀n P (n)

can be proved in a uniform way, that is, that there is a generalized proof proof(m)
with a parameter m so that if m is instantiated to a particular n, then proof(n)
is a proof for P (n) for any n. For details, see for instance [1]. Note that we have
not such a generalized proof for our outline of a proof of Goldbach’s conjecture.
For each m we produce a different argument and we would need to check the
validity of infinitely many arguments in order to establish the applicability of the
ω-rule. If, however, we had a generalized proof, we could check the generalized
(finite) proof and apply the constructive ω-rule.

The most prominent way to establish finite arguments for numbers and other
structures is mathematical induction. It has been known at least back to Fermat
and is a standard way to establish mathematical facts. One such rule is:

P (0) ∀n P (n) → P (s(n))

∀n P (n)

An inductive argument of the kind above can be translated to a proof using
the constructive ω-rule. If we assume proofbase to be a proof for P (0) and for
a particular m, proofstep(m) be a proof for P (m) → P (s(m)), then a proof
for P (n) for any n can be constructed as: Take the base proof proofbase , set
m to 0, and establish P (m). Then go through the following loop starting with
m = 0 and increasing m by 1 until s(m) = n: Take the proofstep(m) to establish
P (m) → P (s(m)) and apply modus ponens on P (m) and P (m) → P (s(m)) to
establish P (s(m)). This way, there is a uniform way to establish P (m) for any
m, hence the constructive ω-rule is applicable.

That is, we can say that inductive proofs can be transformed to construc-
tive ω-proofs, and any constructive ω-proof is a general ω-proof. While general
ω-proofs can be approximated by inductive proofs, and at least as well be ap-
proximated by constructive ω-proofs, it is not possible to capture the ω-rule in
general by finite means, since the arguments as to why individual expressions
such as P (1), P (2), . . . , P (n), . . . are true, may not be generalizable, or as Gre-
gory J. Chaitin [3] puts it: “. . . some mathematical facts are true for no reason!
They are true by accident!” Taking a cardinality argument, we may go a step
further and say: “Most mathematical facts are true for no reason! They are true
by accident!” For instance, in the case of Goldbach’s conjecture, it is not clear
at all that the truth of P (s(n)) can be proved from the truth of P (n), or all the
previous instances P (0), P (1), P (2), . . . , P (n). It may well be that the different
cases are all true without any deeper connection and each case necessarily has
to be established on its own from first principles.
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Table 1. The analogy between numbers and proofs

Numbers Proofs

concrete proof proof of irrationality of√
2

Gödel’s proof

generalized incomplete-
ness result

incompleteness of incompleteness of finite
calculi

patch to incompleteness extend to (
√

2) add the Gödel sentence as
an axiom

full completion , Dedekind cuts, Cauchy
sequences

ω-rule

infinite representations decimal representations of
reals

infinitely long proofs

compression compressed real numbers
(e.g., periodic decimals,
regular continued frac-
tions

compressed finite proofs
(e.g., constructive ω-rule,
mathematical induction)

randomness random numbers random predicates, ran-
dom proofs

Finite expressions, be it numbers or proofs, can be represented and fully un-
derstood by computers and humans2. The completion of logic to infinite systems
shows that any reasoning system, be it human or artificial, is even in its idealized
form subject to the limitations of finiteness, that is, certain mathematical truths
cannot be proved finitely exactly as certain real number cannot be written down
finitely. Gödel’s proof itself is a finite proof, but it proves that finite proofs are
not sufficient to capture truth in the case of systems which are powerful enough
to speak about arithmetic.

The analogy between proofs and numbers can be summarized as in Table 1.
In order to gain a deeper insight of what can be finitely proved we need a deeper
understanding of the nature of proof than the one we have got today. The devel-
opment of formal calculi corresponds to the understanding of rational numbers,
the ω-rule to the understanding of real numbers. In between there is a big scope
for finite proofs which go beyond traditional calculi, but avoid infinite argu-
ments. The understanding is, however, not yet so intensively developed as in the
case of numbers. We need a classification of proofs which includes the possibility
for reformulation and compression of problems as well as abbreviations, exten-
sions to an existing calculus, usage of translations and meta-proofs to establish
mathematical facts. All these methods are quite common in the mathematical
colloquial language.
2 This is of course another simplification. Mathematical finiteness may go way beyond

anything that is practical, and much that is practical for computers is not for humans.



392 M. Kerber

Even when we will have gained a much deeper understanding of the nature
of proof, there will still be the limitations which lead to Gödel’s incomplete-
ness result. If we take a finitary standpoint then there will be only countably
many possible (finite) proofs, but there are uncountably many true statements
of arithmetic, that is, too many as that all could have a proof.3

6 Conclusion

Pythagoras had a vision, namely that it should be possible that the length of
any line segment can be expressed finitely by the ratio of two integers. Like-
wise Hilbert had a vision, namely that any true mathematical statement can
be proved by a finite proof. It looked initially good for the two visions. The
Pythagoreans found many examples for which the vision was fulfilled, however,
they soon found counterexamples. Likewise Gödel’s completeness result [5] was
encouraging. But a year later, Gödel proved that Hilbert’s vision was not achiev-
able either. The reason why there are problems with the visions, is that there
are too many real numbers and there are too many true statements.4 Exactly
as there are random real numbers which cannot be finitely expressed in princi-
ple (since they cannot be compressed to a finite representation), there are true
statements which cannot be finitely proved in principle (since they are true for
no good reason and hence their infinite ω-proofs cannot be compressed into a
finite form). The limitations, namely to be able to deal with finite representa-
tions only – in computing as well as in reasoning – are limitations which hold for
humans and computers alike. Gödel’s theorem is about these limitations, but is
not subject to them. Exactly as

√
2 is an indication that not all numbers can be

finitely represented but it itself actually can, Gödel’s theorem is an indication
that not all true statements can be finitely proved, but it itself is finitely proved
(as well as Pk(k)), and has been checked by humans and by computers alike.

Hence Gödel’s theorem and the limitations to finiteness to which humans and
computers are subject are irrelevant for settling the question whether computers
can achieve human-like intelligence or not. Hence the Lucas-Penrose argument
is invalid.
3 Note that in full arithmetic we can make in principle uncountably many statements

assumed we allow for infinite representations, that is, allow for infinite sets of formu-
lae. For instance, we can represent a number such as π by an infinite set of formulae
as: Π = {3 ≤ π ≤ 4; 3.1 ≤ π ≤ 3.2; 3.14 ≤ π ≤ 3.15; 3.141 ≤ π ≤ 3.142; . . .}. If we
take all such infinite sets then we get uncountably many true statements, since as for
π, we can construct such a set analogously for any other of the uncountably many
real numbers. If we allow for finite sets only then we can represent only countably
many true statements.

4 This does not reduce Gödel’s theorem to a cardinality argument. However, the car-
dinality issue makes it plausible. As pointed out in footnote 3, there uncountably
many true statements about arithmetic. Gödel’s theorem does not explicitly state
this – in the same way as Pythagoras did not prove that there are uncountably many
numbers. Adding countably many further statements as axioms – such as extending
the rational numbers by

√
n for all n – will not result in a complete system, however.
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12. John R. Lucas. A paper read to the Turing Conference at Brighton on April 6th,

1990. http://users.ox.ac.uk/∼jrlucas/Godel/brighton.html, 1990.
13. John R. Lucas. Minds, Machines and Gödel: A Retrospect. In Peter Millican and
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Abstract. In this paper, we present techniques aimed at avoiding typi-
cal errors of state-of-the-art POS-taggers and at constructing high-quality
POS-taggers with extremely low error rates. Such taggers are very help-
ful, if not even necessary, for many NLP applications organized in a
pipeline architecture. The appropriateness of the suggested solutions is
demonstrated in several experiments. Although these experiments were
performed only with German data, the proposed modular architecture is
applicable for many other languages, too.

1 Introduction

The role of POS-tagging in NLP applications becomes more and more important
for at least three reasons: (i) in today’s pipeline architecture of NLP analysis
systems, POS-tagged data are often used as input for syntactic parsing, (ii)
errors made in early stages in such pipeline architectures can rarely be corrected
in subsequent stages, (iii) POS-tagged data are also often used as resources for
training statistical models for different NLP applications.

Therefore, current state-of-the-art taggers with typical accuracy rates of 95-
97% will soon be considered inadequate as components of high-quality NLP
systems, since the residual error rate of 5%, combined with an average sentence
length of 20 words, means that every sentence contains one tagging error on
average1.

Naturally, one could ask whether a totally unambiguous output of a tagger
is needed as the input for the rest of the processing, as the example in (1) shows,
in which the word duck can either have a verb or a noun reading. On the other
hand, it is obvious that eliminating as many inappropriate readings as possible

� The Austrian Research Institute for Artificial Intelligence (OFAI) is supported by the
Austrian Federal Ministry of Education, Science and Culture and by the Austrian
Federal Ministry for Transport, Innovation and Technology. The work reported in
this paper was supported by the Grant No. 16614 of the Austrian Science Fund
(Fonds zur Förderung der wissenschaftlichen Forschung).

1 In fact, errors tend to occur together in the same sentence, typically in long sentences.
But for NLP applications such as real natural language understanding, it is very
important to avoid as many errors as possible.

U. Furbach (Ed.): KI 2005, LNAI 3698, pp. 394–408, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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in secure contexts as in (2) is a goal worth pursuing. Here, since the sequence
article+verb is ungrammatical and the word the only has the reading of an
article, the verb reading of man can be eliminated.

(1) He made her duck/N/V.
(2) The/ART man/N/V of the year.

Regarding the two processing paradigms in POS-tagging, the statistical one
and the linguistic one, only the latter one allows to define what a secure con-
text is. Unfortunately, the construction of linguistic taggers is very demanding.
Furthermore they are language dependent, unlike the majority of statistical tag-
gers that only need positive examples in the form of correctly tagged training
data, usually created by human annotators2, as input source for the language
independent statistical tagging model.

But these are not the only advantages. Sometimes it is easier for a statistical
tagger to assign the correct tag than for a linguistic one, as the following example
shows. For a linguistic tagger, the context in (3) is insufficient to assign the word
zeitweise its correct adverbial reading (ADV). Since the corpus frequency of the
unigram ADJA (attributive adjective) for zeitweise is very rare, a statistical
tagger will solve this problem by employing lexical probability.

(3) Sie hatten zeitweise/ADV/ADJA ehrgeizige/ADJA Pläne/NN.3

They had ambitious plans from time to time.

Comparing the accuracy rates of statistical vs. linguistic taggers for different
languages (cf. (Samuelsson and Voutilainen, 1997) for English, (Klatt, 2002)
for German) shows that the linguistic ones outperform the statistical ones, or
that they help to reduce the error rates of statistical taggers if they are used as
the front-end of a hybrid architecture, even if such linguistic front-ends consist
of only a few rules (Hajič et al., 2001).

The rest of the paper is organized as follows: In section 2, we discuss several
problems that occur in current POS-tagging applications, before we present our
solutions of these problems in section 3. The approriateness of the proposed
solutions is demonstrated by two experiments in section 4. We conclude with an
outlook of further possible improvements in section 5.

2 Problems in Current POS-Tagging

Errors made by current state-of-the-art POS-taggers can be partitioned into
three classes: (i) errors resulting from previous stages of processing, mainly in-
sufficient tokenisation and/or incorrect morphological analysis (we summarize

2 Unfortunately not always truly correctly, as our experiments in section 4 show.
3 In the German examples we use the tags of the STTS (Stuttgart-Tübingen-Tagset

(Schiller et al., 1999)), consisting of 54 tags, that was also used in the experiments
in section 4.
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these as input problems in the following), (ii) errors that can be corrected man-
ually by revoking decisions made on spots which can be recognized (and marked
off) as critical during the tagging process, and finally (iii) the residual plain
(usual) errors made by the tagger.

2.1 Input Problems

Foreign Material. The language independence of statistical taggers does not
help much if they are confronted with texts that contain foreign material (FM)
words, as the output of the TreeTagger (Schmid, 1999) in (4) shows. Instead
of assigning all foreign words inside the brackets their correct FM-tag, the Tree-
Tagger assigns a mixture of tags very strange from a linguistic point of view.

(4) von/APPR der/ART Vereinigung/NN für/APPR Kinderlose/NN (/$( National/ADJD
Association/NN for/NE the/VVFIN Childless/NE )/$(

The reasons for the incorrect recognition of foreign material can be threefold:
(i) The FM-word does not receive any reading by the lexical analysis (cf. sub-
subsection Unknown Words), (ii) The FM-word only receives a native reading
by the lexical analysis (cf. subsubsection Lexical Misassignments), (iii) The
FM-word receives the correct reading among other readings by the lexical anal-
ysis (cf. subsubsection Intra-Tagging Problems). In order to cope with such
situations (and resulting errors), more sophisticated strategies are needed, which
we describe in the following.

Unknown Words. While some unknown tokens on the input could indeed be
foreign words, the majority is usually part of the native language, from the so-
called open word classes (nouns, adjectives, numerals, verbs, and adverbs). These
unknown words must be assigned their correct tags in the tagging process4. Most
of the statistical taggers principally do this in the same way as for known words.
Sometimes a suffix analysis is applied to eliminate some of the readings (cf.
(Schmid, 1999), (Brants, 2000)). This is a common practice also for linguistic
taggers.

Contrary to the majority of statistical taggers that only have a decision
window of 2-3 tokens, linguistic taggers can also make use of the whole sentential
context and/or linguistic knowledge to employ more sophisticated recognition
strategies (and sometimes even wider contexts, e.g. the entire article or corpus,
if more appropriate for the task).

Regarding the two unknown words in (5), we can assign the first one a
VVFIN-tag by a linguistic context-sensitive rule, since it follows a clause-initial
pronoun. Such an assignment would be impossible for a statistical tagger.

For the correct interpretation of the second unknown word a similar powerful
linguistic rule as before is not possible. In such a case corpus-based strategies
seem to be more appropriate.
4 In the STTS, there are 11 tags representing subclasses of the above mentioned open

word classes: NE, NN, ADJA, ADJD, CARD, VVFIN, VVINF, VVPP, VVIZU, VVIMP,

ADV.
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(5) Er leaste/? geleaste/? Autos.
He leased leased cars.

Lexical Misassignments. A very hard problem for POS-taggers occurs if dur-
ing the morphological analysis a token receives one or more tag readings, but
not the correct one, (e.g. National in (4) or the surname Morgenstern in (6)).
The correct assignment of the latter case can also be done by a named en-
tity recognizer component. The general architecture of our tagger (cf. section
3.2) principally allows the usage of any named entity recognizer marking named
entities by SGML-tags. Because of the more innovative ideas of a far-sighted
tokenization (cf. section 3.1) and an article-based tagging (cf. section 3.2), we
prefer the application of a partial named entity recognizer that we especially
developed for the task of POS-tagging (cf. section 3.2).

(6) Christian/NE Morgenstern/NN war ein berühmter Dichter.
Christian Morgenstern was a famous poet.

A simple solution to such misassignments as in (6) is not available, since it
would make no sense to mistrust every lexical analysis. Fortunately, most of such
misassignments concern FM-words or proper nouns (STTS-tag NE).

Multiword Units. The next problem are multiword units (MWUs). According
to the STTS-guidelines each part of a MWU has to be tagged in its original sense,
which, however, is problematic for two reasons. (i) This task would require such
original sense guidelines that do not yet exist (and quite probably never will).
(ii) Annotated corpora in this style used for training statistical models could
lead to false learning. Hence, in this point we would rather suggest a revision of
the guidelines that would allow us to tag MWUs as MWUs 5.

For example, in (7), it seems to be strange to tag New as proper noun (NE)
and Yorker as adjective (ADJA). And in (8), this task looks more like a riddle.
Another problem are MWUs as part of a composite expression (cf. (9)), espe-
cially if they are surrounded by quotation marks (cf. (10)). But then, we run
into another problem – the problem of tokenization.

(7) New/NE York/NE vs. New/NE Yorker/ADJA
(8) gang/? und/KON gäbe/?

part and parcel
(9) Star Wars-Trilogie

(10) ,,Star Wars”-Trilogie

Insufficient Tokenization. The tokenization of (10) by different systems often
leads to different representations (cf. (11)-(13)). The last representation is the
one used in the NEGRA corpus (Skut et al., 1998) that we do not consider as
the best solution (see our solution to this problem in section 3.1).

(11) ,, Star Wars”-Trilogie (3 tokens)
(12) ,, Star Wars ” - Trilogie (6 tokens)
(13) ,, Challenge Day ” -Büro (5 tokens)

5 Which, contrary to assertions made in the STTS-guidelines (Schiller et al., 1999),
should be no technical problem.



398 S. Klatt and K. Oliva

However, this is not the only problem that most of the current tokenizers
have to deal with but are unable to solve. Information that is relevant for subse-
quent analysis components is not made transparent. This can lead to repeated
redundant processing of the same task. Sometimes it will make the decision more
difficult as the next example shows.

In German, the comma is also used as left single quotation mark (inside
another pair of quotation marks), see (14). In English texts, we have the same
problems with apostrophes as (15) shows. But a space before a comma is not
a certain context for a single quotation mark reading, as the spelling error in
(16) shows. So, only splitting up the comma from the rest of the token during
tokenization is not enough if we do not want to create a very hard or even
unsolvable problem for automatic POS-tagging as illustrated in (17): which of
the both commata has to be tagged as a comma (STTS-tag $,) and which one
as a single quotation mark (STTS-tag $()?

(14) "Das Motto ,One man, one vote’ erschallte."
(15) "The motto ’One man, one vote’ rang out."
(16) Koblenz,Kaiserslautern and Mainz are cities of Rheinland-Pfalz.
(17) " Das Motto , One man , one vote ’ erschallte . "

2.2 Intra-tagging Problems

The first two problems are those of a limited context window and a uni-directional
processing. In the following examples, it is very hard if not impossible for sta-
tistical taggers that only use a decision window of 2-3 tokens to assign the word
vergessen its correct tag reliably. It could be a finite verb (VVFIN), a verb in the
infinitive (VVINF) or a past participle (VVPP). Using the whole sentential context,
it is usually no problem for a linguistic tagger to locate possible key words (such
as auxiliary or modal verbs, or complementizers) to the right or the left (as in
(18)-(20)) of the word vergessen and to perform the correct assignment.

(18) Ich glaube, dass sie es wieder einmal vergessen/VVFIN.
I believe that they forget it once again.

(19) Er könnte es wieder einmal vergessen/VVINF.
He could forget it once again.

(20) Er hat es wieder einmal vergessen/VVPP.
He has forgotten it once again.

The third problem is the one of an immediate assignment (usually from left
to right) instead of applying an easy-first strategy. For example, the readings
of a relative pronoun (PRELS) and an article (ART) of the word das in (21) can
be easily ruled out for linguistically very simple reasons. First, a clause-initial
relative pronoun starting with the letter d is nearly impossible. And it is strictly
impossible if the finite verb does not occur in a clause-final position (right clause
bracket). Second, an article cannot precede an unambiguous verb (in German as
well as in English).

(21) Das/PRELS/ART/PDS ist/VAFIN nicht schwer!
That is not difficult!
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2.3 Output Problems

These problems are only of interest in off-line applications, especially if the pro-
duced texts should be used as training material for several tasks, e.g. statistical
tagging.

Statistical taggers are unable to mark off decisions that are problematic from
a linguistic point of view. Such are, e.g., the examples in (22) and (23) where
even if the whole sentential context is used, it is impossible to assign the correct
readings automatically.

(22) Er war verrückt/ADJD. (The pronoun Er = the man)
He was crazy.

(23) Er war verrückt/VVPP. (The pronoun Er = the table)
It was moved.

Therefore, marking off uncertain decisions would be of great benefit at least
for corpora to be used as training material, since this would often enable a
fast and reliable human correction of errors and, consequently, support building
better statistical taggers.

3 Proposed Solutions

3.1 Solutions to the Input Problems

Far-Sighted Tokenization. To support the process of tagging from the be-
ginning of text processing, we adopted the ideas in (Klatt and Bohnet, 2004)
to mark off tagging relevant decisions by SGML-tags during tokenization. All
such SGML-tags are treated as zero-length tokens in the underlying processing
architecture of our tagger (cf. section 3.2).

We also extended the inventory of markers used for annotating text structure
units (e.g. for sentences) by markers for headlines, location marks and utterances
etc. In (26), we see the output of our tokenizer for the text in (24). The domain
between the two quotation marks was analyzed as an utterance consisting of
more than one sentence (tag uts), in which the last sentence does not end with a
sentence delimiter mark (tag swpm). The domain after the second quotation mark
was annotated as a matrix clause (tag mc). Finally, we combined the uts-unit and
the mc-unit to a mcuts-unit and annotated this domain with a corresponding tag
(mcuts). Contrary to this detailed annotation, (25) shows the insufficient output
produced by a lot of current state-of-the-art tokenizers.

A further advantage of this detailed tokenizer annotation concerning the
POS-tagging process is that it enables us to tag sentences and headlines by
different tagging strategies - this proves reasonable because of reduced sentences
often used in headlines.

(24) "Inflation and inflationary expectations have fallen further. The external
sector continues to perform well," Central Bank said.
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(25) <s> " Inflation and inflationary expectations have fallen

further . </s> <s> The external sector continues to perform

well " , Central Bank said . </s>

(26) <mcuts> <uts> " <s> Inflation and inflationary expectations have

fallen further . </s> <swpm> The external sector continues to

perform well </swpm> " </uts> , <mc> Central Bank said .

</mc> </mcuts>

To solve the problems in (11)-(13) mentioned in section 2.1, such structures
are annotated by our tokenizer with the tag bqm-in-mwu6 (cf. (27)), which en-
ables us to transform this word sequence into one MWU in the tagging pro-
cess and assign to it only one tag (the one of the last word, cf. (28)). The tag
bqm-in-mwu can then be used for further actions (e.g. deletion of this tag and/or
tagging the parts of the MWU in their original sense if necessary).

(27) <bqm-in-mwu>

,,
Star/NN
Wars/?
”
-
Trilogie/NN
</bqm-in-mwu>

(28) <bqm-in-mwu>

,,Star Wars”-Trilogie/NN
</bqm-in-mwu>

Lexical Resources and Their Role in the Tagging Process. For the
correct recognition of foreign material (FM) words, we generate special sublexica
by a simple bootstrapping algorithm.

Starting with a seed word as the first key word, all new contexts in which the
chosen key word occurs in quotation marks are extracted. Next, the frequency
distribution of all words in the contexts received so far is investigated. As the
next key word, the most frequent unprocessed word is chosen that does not
receive any lexical analysis. Furthermore, this new key word is marked as a
reliable FM-word candidate. If a former key word candidate received a (native)
lexical analysis, it is stored as an uncertain FM-word candidate additionally. The
process is iterated until a given parameterizable threshold (in terms of corpus
frequency) is reached. In post-processing, the extracted entries are manually
checked and stored in two different sublexica that are used by our tagger as
described in section 3.2.

If we have to tag entire articles, we also dynamically build a session lexicon,
in which we store (i) surname candidates that occur right-adjacent to given
first names, (ii) received analysis of unknown words, and (iii) new FM-word
candidates (as a result of the tagging process described in the next section) for
updating our two FM-lexica.
6 Marking a compound with a possible multiword unit in quotation marks as its first

part that is separated from the compound head by a dash.
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3.2 Solutions to the Intra-tagging Problems
Usage of Zero Length Tokens. As underlying processing architecture, we
use a chart as a data structure in which every token is modelled as an edge with
length 1 (cf. Figure 1).

0 21 3 4 5 6
The newspaper Le Monde ’’’’

Fig. 1. Usual chart representation

We extend this architecture by a very simple but powerful mechanism: the
usage of edges modelling tokens with length 0. If we want, we can use such
zero-length tokens as parts of disambiguation rules. If not, we don’t have to
take care that the occurrence of such tokens could negatively affect other rules,
which would be the case for all tokens with the length 1. At the moment, we use
quotation marks and all SGML-tags as zero length tokens (cf. Figure 2).

0 21 3 4

’’ ’’

newspaperThe Le Monde

<s>

Fig. 2. Chart representation of our tagger

In (30), this enables us to assign the single quotation mark next to the SGML-
tag <sqm> its correct STTS-tag ($( instead of $,). Without such a marker, the
correct assignment would be nearly impossible as discussed before (cf. (17)).

(29) "Früher sagten sie nein, heute sagen sie ,Ja, aber’."
"Earlier they said no, today they say ’Yes, but’."”

(30) <ut> ,, <s> Früher sagten sie nein , heute sagen sie

<sqm> ,/$( Ja ,/$, aber ’ </sqm> . </s> ’’ </ut>

Sentence-Based Linguistic Easy-First Tagging. Using the whole sentential
context as decision window, the goal is to eliminate ungrammatical readings in
an easy-first manner by linguistic rules. This task is partitioned into several
modules of which we describe the ones that cope with the problems mentioned
in section 2 in more detail afterwards. But first we present a short look at the
overall strategy.

To avoid as many errors as possible (in other words: to achieve a very high
recall rate), we have to take special care of the interpretation of unknown and
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foreign material words. Therefore, we developed three modules: the modules
UWRB and UWCB for linguistically rule-based and corpus-based strategies, re-
spectively, to cope with unknown words, and the module FM for the assignment
of additional FM-readings (module FM) in the processed sentences.

If we have to process an entire article, we can also duplicate readings of
recognized named entities which we found in a secure context somewhere in the
text (module NER). Furthermore, we make use of the tokenization tags as part
of the tagging process (module TOK).

Later, linguistic rules based on ungrammatical configurations can be applied
to filter out impossible tag configurations (module NEG) in the way described
in section 2.2. At the moment, we only apply a small set of about 20 bigram
rules. Next, nearly ungrammatical configurations are filtered out in the same
way using heuristic (i.e. less reliable) linguistic rules (module HEU). In (31)
for example, we eliminate the subordinative reading of um, since the necessary
counterpart (a lexical verb in the zu-infinitive) is missing. In (32), we drop the
infinitive reading of vergessen, because of a missing counterpart in the clause.
And in (33), we eliminate the two verbal non-finite readings because of the right
adjacent pronoun.

(31) Er ging um/KOUI/APPR den See herum.
He walked around the lake.

(32) Er hat seinen Koffer im Hotel vergessen/VVINF/VVPP/VVFIN/ADJD.
He has forgotten his suitcase in the hotel.

(33) Hoffentlich vergessen/VVINF/VVPP/VVFIN/ADJD sie nicht, ihn einzuladen.
Hopefully they do not forget to invite him.

Interpretation of Unknown Words. The interpretation of unknown words
is bi-parted. First, we use linguistic rules (considering orthographic and mor-
phological properties as well as special contexts) to assign an unknown word
its possible readings (module UWRB). Therefore we can easily assign the word
leaste in (5) its correct finite lexical verb reading, since it is right-adjacent to a
clause-initial pronoun (see also the discussion before).

After that we use corpus-based rules for the unresolved cases or to validate
the former linguistic assignment (module UWCB). In case of a capitalized or
uppercase unknown word, we assign it the two nominal readings NN and NE
and optionally an ADJA-reading if it ends with a special adjectival suffix and
occurs left-adjacent to a noun or capitalized/uppercase unknown word.

We also assign lowercase words with the same adjective suffix an ADJA-
reading, e.g. the word geleaste in (5). Additionally, we can also make use of
the following corpus-based ADJA-test: If the unknown word occurs more often
than a parameterizable threshold left adjacent to a noun or another uppercase
written unknown word (for geleaste we get a rate of 95% in our corpus), an
ADJA-reading is assigned.

In a similar way, we developed corpus-based tests for discriminating plain
nouns (NN) from proper nouns (NE), and for distinguishing different verbal as
well as adverbial readings.
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Application of the Two Foreign Material Lexica. We use FM-words from
our lexicon as the starting point for finding other (known and unknown) FM-
words in their immediate contexts (module FM). In (34), this enables us to assign
fields and fire an additional FM-tag without considering the context, since we
consider of as a FM-word that always occurs between two other FM-words.

In the second case, we disambiguate the uncertain FM-words In and a in a
later stage correctly on the assumption that they occur together with two reliable
FM-words in a quotation mark context. Such an assignment is impossible for a
statistical tagger.

(34) Sie spielten ,, Fields of/FM fire ” und ,, In a big/FM country/FM ” .
They played ” Fields of fire ” and ” In a big country ”.

Article-based Tagging Including Partial Named Entity Recognition.
As mentioned before, sometimes a sentential context is not sufficient to avoid
tagging errors. Consider the two sentences in (35) and in (36) of one and the
same article. In both sentences the word Schuhmacher does not receive its correct
lexical reading. In the first case, this could be corrected due to the heuristic rule
saying that this word is a possible surname because of the preceding (known) first
name. In the second case, such a repairing strategy is possible only if the context
of the entire article is considered. Therefore, we make use of a corresponding
duplication mechanism that assigns every occurrence of such wordforms and
their possible derivations relevant additional readings (module NER).

(35) Toni/NE Schuhmacher/NN wurde zum Fußballer des Jahres gewählt.
Toni Schuhmacher was voted as football player of the year.

(36) Schuhmacher gewann diese Auszeichnung erstmalig.
Schuhmacher/NN won this award for the first time.

Using the One-Sense-per-Discourse-constraint (Yarowsky, 1995) these word-
forms can thus be disambiguated in respect to the assumed reading, although
this will not be a fully reliable decision as the correct tag assignments in the
(hypothetical) example (37) show.

(37) Thomas Mann/NE war ein kluger Mann/NN.
Thomas Mann was a clever man.

3.3 Solutions to the Output Problems

Additionally to the output of the tagged data, we generate a protocol of prob-
lematic tagger decisions that were marked by some of the tagger rules applied.
At the moment, we can only process the information of such protocols in off-line
decisions (such as the compilation of a nearly error-free corpus that is used as
resource for training statistical models) to check uncertain assignments manually.

4 Experiments
4.1 Preparation

For the following two experiments, we compiled a test corpus of the first 21
articles of the manually tagged NEGRA corpus (Skut et al., 1998) consisting
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of 12735 tokens. For a later comparison with our results, we tagged this corpus
with the TNT-Tagger7 (Brants, 2000), one of the best current statistical taggers
for German, receiving a Fβ=1-score of 94.24% – or in other words an error rate
of 5.76%.

Although the NEGRA corpus was manually annotated, it has the disad-
vantage that non-sentential discourse units such as headlines are labelled as
sentences. Furthermore no article borders and other relevant textual discourse
units are annotated. Therefore we tokenized the test corpus by our tokenizer
with the result of 31 different tokenizer tag assignments, e.g. 569 sentences, 29
headlines, 35 utterances, 13 tags denoting the author of the article and 7 tags
denoting a location at the beginning of the text body (cf. (38)).

(38) <article>

<hu> Hochheimer Ausstellung erinnert an wichtigen Fund vor

60 Jahren </hu>

<su> Der Spiegel aus dem Weinberg </su>

<su> Auch Kelten waren eitel </su>

<source> Von Dirk Fuhrig </source>

<p>

<loc+dot> HOCHHEIM . </loc+dot>

<s> Die Selbstbetrachtung im Spiegel liebten offenbar bereits

die alten Kelten . </s>

<s> ... </s>

... </p>

</article>

4.2 Experiment 1: Application of the Modules LEX, UWRB, NEG
and HEU

In the first experiment, we used a limited decision window given by the starting
and the end tags of the processed structures. After the lexical analysis (module
LEX) we applied the modules UWRB , NEG and HEU. Table 1 shows the received
results. The column pos indicates the number of tokens which had to be tagged
correctly. The column unk contains the number of unknown tokens, and the
column mis the number of tokens that did not receive the correct reading among
one or more tag assignments. The column corrua shows the number of tokens
that received one unambiguous correct reading, the column readings all readings
that were considered as correct. The next two columns contain the corresponding
recall and precision rates8. The last two colums show the corresponding Fβ-score
and error rates9.
7 In the experiment, we used the TNT-Tagger version that was also trained on the

NEGRA corpus (see http://www.coli.uni-saarland.de/ thorsten/tnt/). In this
context, it should be noted that is often argued that the use of a larger training
set would produce better results for statistical tagging. Unfortunately, it is often
forgotten to remark in the same context that the manual annotation of larger training
corpora is also a very time consuming process.

8 recall = pos−(unk+mis)
pos

∗ 100% and precision = pos
readings+unk

∗ 100%.
9 Fβ= (β2+1)∗precision∗recall

β2∗precision+recall
and err = 100% − recall.
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Table 1. Results of Experiment 1

Stage pos unk mis corrua readings recall precision Fβ=1 err
LEX 12217 518 47 7947 18904 95.56 64.38 76.93 4.44
+UWRB 12217 15 58 7952 20008 99.43 63.29 77.35 0.57
+NEG 12217 15 58 7978 19912 99.43 63.59 77.57 0.57
+HEU 12217 18 71 11532 14029 99.30 90.01 94.43 0.70

Starting with the lexical analysis (module LEX), we were unable to assign
565 tokens their correct reading. Futhermore we considered 18904 readings of
the 12217 tokens that received one or more readings by the lexical analysis as
correct.

After the application of the module UWRB , we reached the highest recall.
Here, we assigned 503 of the 518 unknown words one or more readings; 11 of
these words did not receive the correct reading in this process.

Next, we applied the module NEG to filter out ungrammatical readings which
only led to a minimally better precision rate.

In the last stage, we applied the module HEU to filter out nearly ungrammat-
ical readings. This resulted in a much better precision rate, but unfortunately
we also eliminated 16 correct readings.

Together we eliminated 5963 of 5979 readings after the application of the
module UWRB in a correct way resulting in an error rate of 0.27%.

During the evaluation of the modules, we found 194 wrong or highly suspect
tag assignments in the Golden Standard (manually tagged NEGRA corpus) of
which 160 were corrected by us10.

The remaining 34 cases were not corrected and were counted as tagging er-
rors, mainly because the STTS-guidelines were not helpful for the determination
of the correct reading (see also the discussion in the next section).

4.3 Experiment 2: Additional Application of the Modules UWCB,
FM, NER and TOK

In this second experiment, we additionally applied the other modules (with a
more innovative character) described in section 3. After the application of the
first two modules of experiment 1, we applied the modules UWCB, FM, NER
and TOK followed by the stages NEG and HEU of the first experiment. The
results are shown in Table 2.

Using the module +UWCB, we were able to assign the correct reading in
six cases, e.g. for the verb deportiert (engl. to deport) the four readings VVPP,
VVFIN, VVIMP and ADJD. In nine cases, no reading was given back. Among these
words were five FM-words (e.g. violin), two verbs (e.g. wehtue) and two adjec-
tives (e.g. funky).

10 All the experiments, including the one with TnT-Tagger, were re-run after the cor-
rection and evaluated with the new version of the corpus.
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Table 2. Results of Experiment 2

Stage pos unk mis corrua readings recall precision Fβ=1 err
LEX+UWRB 12217 15 58 7952 20008 99.43 63.29 77.35 0.57
+UWCB 12217 9 58 7956 20017 99.47 63.39 77.43 0.53
+FM 12217 9 68 7982 19934 99.40 63.45 77.46 0.60
+NER 12217 9 62 7982 19940 99.44 63.45 77.47 0.56
+TOK 12217 9 62 8025 19903 99.44 63.63 77.60 0.56
+NEG+HEU 12217 12 75 11570 13949 99.32 90.30 94.60 0.68

The application of the module FM led to ten misassignments that are all
examples of the highly suspect cases mentioned before. In one article, we found
different NEGRA annotations for one and the same word sequence (cf. (39)-
(40)). In (41), we indicated our wrong annotation.

(39) The/FM Manson/NE Family/FM
(40) The/NE Manson/NE Family/NE
(41) The/FM Manson/FM Family/FM

The application of the module NER enabled us to correctly assign an addi-
tional proper name reading (tag NE) to six tokens that received by the module
LEX only a NN-tag. The application of the module TOK led to a minimally
better precision rate. In one case, we used a location tokenizer-tag to correctly
disambiguate the token HOCHHEIM (NE) and all derived wordforms of it (e.g.
the adjective of origin Hochheimer , cf. (38)). The application of the last two
modules of experiment 1 did not lead to any changes in respect to experiment 1.
Because of the additionally used modules in this experiment we finally received
slightly better results than in the first experiment.

At a first glance, these small improvements seem to be irrelevant if we con-
sider the Fβ=1-score as important. But for the construction of hiqh-quality NLP
taggers (as well as NLP applications based on the results of a tagger component)
we consider the avoidance of any single wrong assignments truly crucial.

Finally, it seemed to be no good decision to evaluate the FM module on the
NEGRA corpus that includes text material of the early 90’s11. So it would be
interesting to see which impact this module will have on newer corpora that tend
to contain more foreign text material than older corpora.

5 Conclusion and Further Work

Comparing our results with the one of the TnT-Tagger (Fβ=1-score of 94.24%).
we reached a Fβ=1-score 94.43% in the first experiment and a Fβ=1-score of
94.60% in the second one. This means that if we rate precision and recall equally,

11 In our test corpus, we only find one occurrence of the two highly frequent English
words the and of .
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we performed slightly better than one of the best current statistical taggers for
German. Although we only receive slightly better results with the application
of the modules FM, NER, and TOK, we are convinced that these modules are
very important for the creation of high-quality NLP analysis systems.

If we uprate recall against precision, as argued for in section 1 and sec-
tion 4, the outperformance is considerably higher. We believe that subsequent
components in the processing pipeline like parsers benefit much more from the
achieved error rate of our tagger (0.68%) than from the achieved Fβ=1-score of
the TnT-Tagger respective its corresponding error rate of 5.76%. A much higher
Fβ=1-score could surely be reached by the combination of the two taggers using
our tagger as front-end. Unfortunately the TnT-Tagger is not able to function
as back-end in such an architecture.

Therefore, we can draw the conclusion that we are on the right track. In
the near future, we expect to receive a much better precision rate with the
application of the modules in experiment 2, particularly after an expansion of
the modules NEG and HEU. In this direction, we plan the application of a new
set of constraints motivated by the Topological Field Model (Höhle, 1986) as
the next worthwhile step to get nearer to the end of the road to high-quality
POS-tagging.

As other major results, we can state that our research proved helpful for
locating annotation errors in manually – presumably correct – annotated corpus,
and it also showed convincingly that better STTS-guidelines and/or an extension
of the STTS-tag inventory are needed.
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