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Preface

This volume contains the papers selected for presentation at the 10th Inter-
national Conference on Rough Sets, Fuzzy Sets, Data Mining, and Granular
Computing, RSFDGrC 2005, organized at the University of Regina, August
31st—September 3rd, 2005. This conference followed in the footsteps of interna-
tional events devoted to the subject of rough sets, held so far in Canada, China,
Japan, Poland, Sweden, and the USA. RSFDGrC achieved the status of biennial
international conference, starting from 2003 in Chongqing, China.

The theory of rough sets, proposed by Zdzistaw Pawlak in 1982, is a model
of approximate reasoning. The main idea is based on indiscernibility relations
that describe indistinguishability of objects. Concepts are represented by ap-
proximations. In applications, rough set methodology focuses on approximate
representation of knowledge derivable from data. It leads to significant results
in many areas such as finance, industry, multimedia, and medicine.

The RSFDGrC conferences put an emphasis on connections between rough
sets and fuzzy sets, granular computing, and knowledge discovery and data min-
ing, both at the level of theoretical foundations and real-life applications. In
the case of this event, additional effort was made to establish a linkage towards
a broader range of applications. We achieved it by including in the conference
program the workshops on bioinformatics, security engineering, and embedded
systems, as well as tutorials and sessions related to other application areas.

Revision Process

There were 277 submissions, excluding the invited, workshop, and special session
papers. Every paper was examined by at least three reviewers. Out of the papers
initially selected, some were approved subject to major revision and then addi-
tionally evaluated by the Advisory Board and Program Committee members;
119 papers were finally accepted, this gives an acceptance ratio equal to 43.0%.

In the case of workshops, 22 out of 130 submissions were finally approved to
be published in the proceedings; this gives an acceptance ratio equal to 16.9%.

The reviewing process for the special session included in the proceedings was
conducted independently by its organizers; 5 papers were finally accepted.

Final versions of all invited, regular, workshop, and special session papers
were thoroughly revised by the editors, often with several iterations of
corrections.

Layout of Proceedings

The regular, invited, workshop, and special session papers are published within
30 chapters, grouped with respect to their topics. The conference materials are
split into two volumes (LNAI 3641 and 3642), both consisting of 15 chapters.



VI Preface

This volume contains 77 papers. Three invited papers are gathered in Chap. 1.
Forty-seven regular papers are gathered in Chaps. 2-8, 10, 11, and 13, related to
rough set software, data mining, hybrid and hierarchical methods, information
retrieval, image recognition and processing, multimedia applications, medical
applications, Web content analysis, business applications, and industrial appli-
cations. Twenty-two workshop papers are gathered in Chaps. 9, 12, and 14. Five
papers accepted for the special session on intelligent and sapient systems are
gathered in Chap. 15.
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Abstract. Ordinal properties of data related to preferences have been
taken into account in the Dominance-based Rough Set Approach
(DRSA). We show that DRSA is also relevant in case where preferences
are not considered but a kind of monotonicity relating attribute values
is meaningful for the analysis of data at hand. In general terms, mono-
tonicity concerns relationship between different aspects of a phenomenon
described by data: for example, “the larger the house, the higher its price”
or “the closer the house to the city centre, the higher its price”. In this per-
spective, the DRSA gives a very general framework in which the classical
rough set approach based on indiscernibility relation can be considered
as a special case.

1 Introduction

Dominance-based Rough Set Approach (DRSA) [3] has been proposed to deal
with ordinal properties of data related to preferences in decision problems [4].
In this paper, we show that the concept of dominance-based rough approxima-
tion includes the classical rough set concept, based on indiscernibility or a kind
of similarity. This is because the monotonicity, which is crucial for DRSA, is
also meaningful for problems where preferences are not considered. Generally,
monotonicity concerns relationship between different aspects of a phenomenon
described by data. More specifically, it concerns mutual trends between different
variables like distance and gravity in physics, or inflation rate and interest rate
in economics. Whenever we discover a relationship between different aspects of
a phenomenon, this relationship can be represented by a monotonicity with re-
spect to some specific measures of the considered aspects. So, in general, the
monotonicity is a property translating in a formal language a primitive intuition
of interaction between different concepts of our knowledge. As discovering is an
inductive process, it is illuminating to remember the following Proposition 6.363
of Wittgenstein [8]: “The process of induction is the process of assuming the sim-
plest law that can be made to harmonize with our experience”. We claim that this
simplest law is just monotonicity and, therefore, each data analysis methodology
can be seen as a specific way of dealing with monotonicity.

D. élezak et al. (Eds.): RSFDGrC 2005, LNAI 3642, pp. 1-11, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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Rough set philosophy is based on an approximation describing relationships
between concepts. For example, in medical diagnosis the concept of “disease Y”
can be represented in terms of concepts such as “low blood pressure and high
temperature” or “muscle pain and headache”. The classical rough approximation
is based on a very coarse representation in the sense that, for each aspect charac-
terizing concepts (“low blood pressure”, “high temperature”, “muscle pain”, etc.),
only its presence or its absence is considered relevant. In this case, the rough
approximation involves a very primitive idea of monotonicity related to a scale
with only two values: “presence” and “absence”.

Monotonicity gains importance when a finer representation of the concepts
is considered. A representation is finer when for each aspect characterizing con-
cepts, not only its presence or its absence is taken into account, but also the
degree of its presence or absence is considered relevant. Due to graduality, the
idea of monotonicity can be exploited in the whole range of its potential. Grad-
uality is typical for fuzzy set philosophy [9] and, therefore, a joint consideration
of rough sets and fuzzy sets is worthwhile. In fact, rough sets and fuzzy sets cap-
ture the two basic complementary aspects of monotonicity: rough sets deal with
relationships between different concepts and fuzzy sets deal with expression of
different dimensions in which the concepts are considered. For this reason, many
approaches have been proposed to combine fuzzy sets with rough sets (cf. [1]).

In this paper we show how the framework of DRSA can be extended to rep-
resent any relationship of monotonicity in reasoning about data. In this context,
we envisage a knowledge representation model composed of a set of decision rules
with the following syntax:

“If object y presents feature f;; in degree at least h;1, and feature f;2 in
degree at least hj2, and ..., and feature f;,, in degree at least h;,,, then object
y belongs to set X in degree at least o”.

We will show that the classical rough set approach [6,7] can be seen as a
specific case of our general model. This is important for several reasons; in par-
ticular, this interpretation of DRSA gives an insight into fundamental properties
of the classical rough set approach and permits to further generalize it.

The paper is organized as follows. Section 2 introduces rough approximation
of a fuzzy set, based on monotonicity property. Section 3 compares monotonic
rough approximation of a fuzzy set with the classical rough set; we prove that
the latter is a special case of the former. Section 4 contains conclusions.

2 DMonotonicity Property-Based Fuzzy Set
Approximations

In this section we show how the dominance-based rough set approach can be
used for rough approximation of fuzzy sets.

A fuzzy information base is the 3-tuple B =< U, F,p >, where U is a
finite set of objects (universe), F'={f1,f2,....,fm} is a finite set of features, and
¢ : UxF — [0,1] is a function such that ¢(z, f) € [0, 1] expresses the credibility
that object x has feature f;. Each object x from U is described by a vector
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Desp(x)=[¢(x, f1), ..., o(, fm)]

called description of x in terms of the evaluations of the features from F’; it
represents the available information about z. Obviously, x € U can be described
in terms of any non-empty subset £ C F' and in this case we have

Desg(x)= [¢(x, fn), fn € F].

For any £ C F, we can define the dominance relation Dg as follows: for any
x,y € U, x dominates y with respect to E (denotation zDgy) if for any f, € E

90(1'7 fh) > (p(ya fh)

Given F C F and z € U, let
Di(z)={y€U:yDgz}, Dy(z)={yeU:xDgy}.

Let us consider a fuzzy set X in U, given its membership function px : U — [0, 1].
For each cutting level a € [0,1] and for * € {>, >}, we can define the E-lower
and the F-upper approximation of X**={y € U : ux(y) * a} with respect to
E C F (denotation E(X**) and E(X*%), respectively), as:

B(X*) ={zxeU:Dj(x) C X*}  =U,cp{Dp(x): DE(x) C XY,
E(X*)={zcU:Dg(x)NX** £ 0} = U,cp{DE(x) : Dy (z) N X** £ 0}

Analogously, for each cutting level a€[0,1] and for * €{<, <}, we define the E-
lower and the E-upper approximation of X**={y € U : ux(y)*a}, with respect
to E C F (denotation E(X**) and E(X*%), respectively), as:

E(X*a) = {x cU: DE(x) C X*a} _ UmeU{DE(x) . DE(%‘) c X*O‘},
E(X*®) ={z €U : Di(x) N X" # 0} = U,ep{Dp () : Di(z) N X # 0},

Let us remark that we can rewrite the rough approximations E(X2%), E(X2%),

E(X<%) and E(X<%) as follows:

E(X2%) ={z €U :Yw € U,wDpz = w € X2},
E(X2%) ={z € U : 3w € U such that wDgz and w € X2},
E(XSQ) ={zeU:VweUzDgw=wE XSQ},
E(X=%) ={z €U : 3w € U such that zDpw and w € X},

Rough approximations E(X~), E(X~%), E(X<%) and F(X<%) can be rewrit-
ten analogously by the simple substitution of “>” with “>” and “< “with “<”.

This reformulation of the rough approximations is concordant with the syntax
of decision rules obtained in DRSA. For example E(X=?) is concordant with
decision rules of the type

“If object w presents feature f;; in degree at least h;1, and feature f;5 in degree
at least hjo, ..., and feature f;,, in degree at least h,, then object w belongs
to set X in degree at least «”, where {il,...,im} = FE and h;; = ¢(z, fi1), ...,
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Let us remark that in the above approximations, even if XZ%= X< their
approximations are different due to the different directions of cutting the mem-
bership function of X. Of course, a similar remark holds also for X <% and X ~¢.
Considerations of the directions in the cuts X=%, X< and XZ%, X>% are im-
portant in the definition of the rough approximations of unions and intersection
of cuts. Let us consider n fuzzy sets X1,...,X,, in U such that px, (-),..., ux, ()
are their membership functions.

Let us also consider n cutting levels ay,...,a, € [0,1] and n “directions”
*1,...,%, € {>,<,>,<}. In this way, we can define a cut for each considered
fuzzy set obtaining X7*** ... X¥n% For example, if x; =">", then X{*** =

XIZO”; if xo ="<”, then X;2%* = X;~*?  and so on. We define the rough approx-
imations of the union X7'** U...U X% and intersection X{**' N...N X"
with respect to E C F as follows:

E(; X;“)={2cU:Df(x) C U X/ 'VDgzx)C U X/},

ix€{>,>} i €{<,<}

BN, X{) = {acU: DE@) € |  XFADp@)C N X,
ik €{>,>} i e{<,<}

BE(U; X;j ) = {2€U: Dg(x)n U X7 #0VvDE@)n U X7 #0},
ik €{>,>} i e{<,<}

E(N, X)) = {a€U: Dg(x)n () X7 #0ADL@)N N X7 #0)
ik €{>,>} i e{<,<}

We consider also fuzzy rough approximations X ;, X é s X ,;, X é , which are
fuzzy sets with memberships defined, respectively, as follows: for any y € U,

by (W) =maz{a €[0,1] 1y € BE(X=)},
px i (y) =min{a €[0,1] 1y € B(X=2)},
b1 () =maz{a €[0,1] 1y € BE(X=)},
uXEl(y) =min{a € [0,1] : y € E(X=%)}.

iy 1 (y) is defined as the upward lower fuzzy rough approximation of X with
E

respect to E and can be interpreted in the following way. For any «, 5 € [0, 1] we
have that o < (3 implies X2 D X 2P Therefore, the greater the cutting level
a, the smaller X2 and, consequently, the smaller also its lower approximation
E(XZ2%). Thus, for each y € U and for each fuzzy set X there is a threshold
k(y), 0 < k(y) < px(y), such that y € B(X=?) if @ < k(y), and y ¢ E(X=7)
if @ > k(y). Since k(y) = fx i (y), this explains the interest of pxg(y). Analo-
gous interpretation holds for p X} (y) defined as the upward upper fuzzy rough

approximation of X with respect to E.

fix ) (y) is defined as the downward lower fuzzy rough approximation of X
with respect to E and can be interpreted as follows. For any «, § € [0, 1] we have
that o < 3 implies X< C X =8 Therefore, the greater the cutting level o, the
greater X = and, consequently, its lower approximation E(X=%). Thus, for each
y € U and for each fuzzy set X there is a threshold h(y), ux(y) < h(y) < 1,
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such that y € E(X=%) if a > h(y), and y ¢ E(X=%) if @ < h(y). We have

that h(y) = py 1 (y). Analogous interpretation holds for p1, 1 (y) defined as the
E E

upward upper fuzzy rough approximation of X with respect to E.

Proposition 1. For any y € U,

pp () =min{px(2) - 2 € Dp(y)},  pyp(y) = maz{px(2) - 2 € Dp(y)},
py (W) =maz{ux(2): 2 € D)}, iy i (y) = min{px(2) : 2 € Di(y)}. &

Proposition 1 gives alternative formulation of fuzzy rough approximation
which has been introduced and investigated by Greco, Inuiguchi and
Stowinski [2] .

We consider, moreover, the fuzzy rough ”approximations of approximations”
defined as second order fuzzy rough approximations. Let us take the fuzzy rough
approximation X ]; with its membership function p 1 (y). For each cutting level

a €1[0,1] and E C F, we define the E-lower and E-upper approximation of
1>a >a
X" ={yeU:ipx;(y) >a} and Xy~ ={ycU:pyi(y) >a}

as. B(XJ") ={e €U D(x) € X7} = U {Dj(x) : Dh(x) € X7},

zeU
E(X[7") = {z €U Dy(a)N X 7" 0} = U {Df(x) : Dy(a) N X7 # 0},
zeU
E(Xi ") ={reU:Djx) C X;~ "} = U {Dh(2): Dia) € XY,
zeU
E(XPY) ={zcU:Da)n X" #0} = gU{Dg(x) :Dy(x) N XY £ 01,

Now, we define the second order fuzzy rough approximations (fuzzy rough “ap-
proximations of approximations”) related to the above sets. The upward fuzzy
rough lower / upper approximation of the upward lower / upper approximation
of fuzzy set X is defined as

lower ... of ... lower M(X;)T(y) =mar{a €[0,1]:y € E

upper ... of ... lower /L(X;)T(y) =maz{a€[0,1]:ye E

lower ... of ... upper /L(X;)T(y) =maz{a € [0,1] 1y € E(X
()

upper ... of ... upper Hix iy

The above second order fuzzy rough approximations are “upward” with respect
to the first order approximations of upward cuts X2, and the second order
approximations of upward cuts X }EZQ. Analogous definitions can be given for
the second order fuzzy rough approximations being “downward” (i.e. based on
downward cuts X< and X 2=%). For each cutting level o € [0,1] and for each
E C F, we can define the E-lower and the E-upper approximation of

<a
X ={yeUingi(y)<a}l and Xg ={yeU:py(y)<a}
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as:  E(XS%)={zreU:Dgy(x) C X"} = U {Dg(z): Dy(z) C X =},

zeU
B(XE") = {z €U Dy(a) N XE" #0} = U {Dp(a) : D) N X5 # 0},
zeU
E(Xy")={relU:Dy(x) C Xy "} = Y (D5(@): D) € X5,
EXy) ={zeU:Da)n X" #0} = LGJU{DE(x) DE@) N X5 £ 0).

The downward fuzzy rough lower / upper approximation of the downward lower
/ upper approximation of fuzzy set X is defined as

lower ... of ... lower M(Xé)l(y) =min{ae0,1]:y € E(Xéfa)},
upper ... of ... lower Hx byt ) = min{a € [0,1] :yEE(XéS“)}7
) lSa)

b
.

Let us also remark that “upwardness” or “downwardness” of the second order
approximation is independent of “upwardness” or “downwardness” of the first
order fuzzy rough approximation. Thus, for example, the downward fuzzy rough
lower approximation of the upward upper approximation of X is defined as

(y
lower ... of ... upper /L(Xé)l(y) =min{a €[0,1]:y € BE(X
(y (

E
1<
E

upper ... of ... upper Hix iy )=min{a €[0,1]:y € BE(X
E

) ) = minfo € 0.1] -y € BX )

The third, fourth and further order fuzzy rough approximations can be defined
analogously.

The following theorem states some properties of the dominance-based rough
and fuzzy rough approximations.

Theorem 1. Given a fuzzy information base B =< U, F,¢p > and a fuzzy set
X in U with membership function ux(-), the following properties hold:

1. For any 0 < a <1 and for any E C F,

E(X2%) C X2 C B(X2%), E(X<*) C X<*C E(X<%)
E(X<oc) g X<oc g E(X<O‘), E(x>o¢) g X>a g E(x>o¢)

2. For any 0 < a <1 and for any E C F,

E(X2%)=U - BE(X<%), E(X<*)=U
E(X<%)=U - B(X2%), E(X>*)=U - E(X=%).

8. Forany0 < a < pB<1 and for any E C F,

B(X2%) € B(X20),  E(X>°) C B(X>),
E(X=%) C E(X=F), E(X<%)CB(X*"),
E(X=P) C B(X=2),  E(X>7) C B(X>?),
E(XS%) C E(XSP), E(X<*) CE(X<)
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B(X>1) = B(X>1) = B(X<") = B(X<%) =0,
B(X2%) = B(X2%) = B(X<!) = E(X<Y) = U
5. For any 0 < a <1 and for any E C F,
B(X>%) C B(X>%),  B(X>*) C B(X>%),
E(X<%) C B(X<%), E(X<Y) CE(X=%).
6. For any x,y € U, for any 0 < a <1 and for any E C F,
(a) [yDpz and v € E(X2%)] = y € B(X2%),
(b) [yDgx and x € E(X~%)] =y € BE(X~%),
(¢c) [yDgzr and x € BE(X2%)] = y € E(X2%),
(d) [yDgzx and x € E(X~%)] =y € E(X~%),
(e) [*rDpy and x € BE(X=%)] = y € BE(X=%),
(f) [xDgy and x € E(X<*)] =y € E(X<%),
(9) [xDpy and x € E(X<%)] = y € E(X=9),
(h) [xDgy and x € E(X<%)] =y € BE(X<%).
7. For any B4 C Es C F and for any 0 < a <1,
E)(X=0) C Ey(X=%), B (X<%) C Ey(X<9),
Ey(X=%) C Ey(X=%), B (X7%) C Ey(X~9),
EI(XSoz) ) EQ(XSQ), EI(X<a) ) EQ(X<O‘),
E1(X2%) D Eo(X2%), FE1(X>%) D Eo(X>9).

8. Given n fuzzy sets X1,...,

X, iU, n levels ay, ...

o, € [0,1], as well as

n “directions” x1,. ..,

xp €{>,<,>,<}, for any ECF,

B(X™ 0 X = () B,
E(X7™ UL uXgmen) = UL, B(X7),
B(X7 00X o) 2 UL, BOG™)
B(X{™ 0.0 Xamn) € (), B(X)
9. For any E C F and for any a € [0,1]
(o) B(X[7") = B(X[7*) = B(X ") = B(X} ") = B(X2%),
(b) B(X[*) = E(X[7") = B(X; ") = E(Xg ") = B(X>%),
<o <a o
(¢c) B(X}=%) = B(X ;=) = E(X% )= E(X% ) = B(X=7),
(d) E(X{a) = E(X%jx) =E(Xp )=EXg )=EX"),
[e% [e% « [e% fe%
() E(Xp ") =E(Xy ") =EBE(XF") = E(X;~%) = B(X>9),
T T
>a >a « @ @
(f) E(X?< ):E(Xf< )=E(X}5 %) =E(Xy5 %) =E(X>),
[e% [e% « [e% fe%
(9) E(X?_ ):E(X?— ) = B(X[5%) = B(X [5%) = B(X=),
<« <« « @ @
(h) E(Xp ") =E(Xp ") = BE(X[%) = B(X [~ = B(X<*)
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10. For anyy € U and for any E C F,
Pxp () <px(y) <kyr(y), Pyt (0) <px(y) < by ()
11. For anyy € U and for any E C F,
Pxp W)=ty (W), Py ) ="Hyi ().

12. For any o € [0,1] and for any E C F,

a<tyr (y) =y € B(XZY), a>iy,
aSMX;(y):yEE(XZa% aZﬂxé(y):yeE(Xﬁa)

18. For any x,y € U and for any E C F,

yDpz =ty 1 (y) = By1 (), yDpz = F1(y)
yDpz = 1y 1 (y) = By) (), yDpz = Fe. (y)

14. For any By C Ey C F and for any y € U,

Pxp W) <hyr (W), Fxp (y)
Pyt W) 2By W), Fyl ()

E1

15. For any pair of fuzzy sets X and Y in U with membership function pux(-)
and py (), such that for any w € U, puxny(w) = min(px(w), py (w)) and
wxuy (w) = maz(px (w), py (w)), for any E C F we have,

(a) oy g (w) = minfitg; (w), ity 1 (w)),

() Mgy s (w) < min(ii | (w), by | (w)),
(¢) Fxuy) (w) = m“x(“x; (w), Pyt (w)),
(d) MXUY; (w) > max(”xé (w)’ /“Lyé (w))}
() Huy; (w) = maz(i ) (w), by ; (),
(f) MXuYé (w) = mam(ﬂxé (w), fuyé (w)),
(9) Fyny (W) <min(iy i (w), by 1 (w)),
(W) Fsry | (W) = min(ti 1 (w), Hy 1 (w)).

(a) /L(X;)T(y) = /“L( i (y) = /L(X;J)l(y) = /“‘(X;)i (y) =Hy
(b) /‘(Xé)i (y) = M(Xé)l (y) = /‘(Xé)T (y) = M(Xé)T (y) =n
(C) M(XT)T (y> =H

E

(x2)

E

Most of the results given in Theorem 1 correspond to well known properties of
classical rough sets. For example,
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— property 1) says that the set we are approximating includes its lower ap-
proximation and is included in its upper approximation;
— property 10) has an analogous interpretation with respect to fuzzy rough

approximations X}TE, X}l;, X; and Xé.

3 Monotonic Rough Approximations of Fuzzy/Rough
Sets

In this section we show that the classical rough approximation is a specific case
of the rough approximation of a fuzzy set presented in the previous section.

Let us remember that in classical rough set approach [6,7], the original in-
formation is expressed by means of an information table, that is the 4-tuple
S=<U,Q,V, f >, where U is a finite set of objects (universe), Q={q1,92;..,Gm }
is a finite set of attributes, V; is the domain of attribute ¢, V' = |J o V4 and
f:UxQ — V is a total function such that f(z,q) € V; for each g € Q, z € U,
called information function.

Therefore, each object x from U is described by a vector Desq(z) = [f(z, ¢1),
f(z,q2)s .y f(x, qm)], called description of x in terms of the evaluations of the
attributes from @); it represents the available information about z. Obviously,
x € U can be described in terms of any non-empty subset P C Q.

To every (non-empty) subset of attributes P is associated an indiscernibility
relation on U, denoted by Ip:

Ip = {(zy) € U x U: f(x,q9) = f(y,9), Vq € P}.

If (z,y) € Ip, it is said that the objects  and y are P-indiscernible. Clearly,
the indiscernibility relation thus defined is an equivalence relation (reflexive,
symmetric and transitive). The family of all the equivalence classes of the relation
Ip is denoted by Ul|Ip, and the equivalence class containing an element x € U
is denoted by Ip(x), i.e.

Ip(x)={y € U: f(y,9) = f(y,9), Yq € P}.

The equivalence classes of the relation Ip are called P-elementary sets.

Let S be an information table, X a non-empty subset of U and ) # P C
Q. The P-lower approximation and the P-upper approximation of X in S are
defined, respectively, by:

P(X)={zeU:Ip(z) C X}, P(X)={zecU:Ip(z)nX #0).

The elements of P(X) are all and only those objects 2z € U which belong to the
equivalence classes generated by the indiscernibility relation Ip, contained in X;
the elements of P(X) are all and only those objects « € U which belong to the
equivalence classes generated by the indiscernibility relation Ip, containing at
least one object x belonging to X. In other words, P(X) is the largest union of
the P-elementary sets included in X, while P(X) is the smallest union of the
P-elementary sets containing X.
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Now, we prove that any information table can be expressed in terms of
a specific type of information base. An information base is called Boolean if
v : Ux F — {0,1}. A partition F={Fy,...,F.} of F, with card(F}) >2 for
all k=1, ..., r, is called canonical if, for each x € U and for each F, C F,
k=1,...,r, there exists only one f; € Fj, for which ¢(z,f;)=1 (and thus, for all
fi € Fi-{f;}, ¢(z, fi)=0). The condition card(F}) >2 for all k=1, ..., r, is nec-
essary because, otherwise, we would have at least one element of the partition
Fr={f"} such that ¢(z,f")=1 for all z € U, and this would mean that feature
f' gives no information and can be removed. Now, we can see that any informa-
tion table S=< U,Q,V, f > can be interpreted as a Boolean information base
B=< U, F,¢ > such that to each v € V, corresponds one feature f,, € F' for
which ¢(z,fq)=1if f(z,q) = v, and ¢(z,fq)=0 otherwise. Let us remark that
F={F,. .. ,F,}, with F, = {f4,,v € V;}, ¢ € Q, is a canonical partition of F.
In other words, this means that each information system can be viewed as an
information base where each possible value v € V' of attribute ¢ corresponds to
a specific feature fg,. Let us remark that the vice versa is not true, i.e. there
are Boolean information bases which cannot be transformed into information
systems because their set of attributes does not admit any canonical partition.

The above considerations say that the rough approximation in the context
of a Boolean information base is more general than the rough approximation
in the context of an information system. This means, of course, that the rough
approximation in the context of a fuzzy information system is still more general.

The following theorem states what are the relationships between the rough
approximations in the context of a fuzzy information base and the classical
definition of rough approximations in the context of an information system.

Theorem 2. Consider an information system and the corresponding Boolean
information base; for each P C Q let ET be the set of all the features correspond-
ing to values v of attributes in P. Let X be a crisp set in U, i.e. px:U —{0,1}
and, therefore, for anyy € U, ux(y)=1 or ux(y)=0. Then, we have:

EP(X') = P(X=), EP(X=1) = P(X2),
EP(X=%) = P(U - X2'), EP(X=0) =PU-XZ"). ¢

The above theorem proves that the rough approximation of a crisp set X within
a Boolean information base admitting a canonical partition is equivalent to the
classical rough approximation of set X within the corresponding information
system. Therefore, the classical rough approximation is a particular case of the
rough approximation within a fuzzy information system.

4 Conclusions

We presented a general model of rough approximations based on ordinal prop-
erties of membership functions of fuzzy sets. In this very general framework, the
classical rough set theory can be considered as a special case. This direction of
research seems very promising and we envisage developments with respect to
three following issues:



Generalizing Rough Set Theory Through DRSA 11

1) algebraic properties of the proposed rough approximations;

2) generalizations of other rough set fundamental concepts such as reducts,
core, and decision rules;

3) application of the absolute and relative rough membership concept (see [5])
in a generalized variable precision model based on the proposed rough ap-
proximations.
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Approximate Boolean Reasoning Approach
to Rough Sets and Data Mining
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Abstract. Many problems in rough set theory have been successfully
solved by boolean reasoning (BR) approach. The disadvantage of this
elegant methodology is based on its high space and time complexity. In
this paper we present a modified BR approach that can overcome those
difficulties. This methodology is called the approximate boolean reason-
ing (ABR) approach. We summarize some most recent applications of
ABR approach in development of new efficient algorithms in rough sets
and data mining.

Keywords: Rough sets, data mining, boolean reasoning.

1 Introduction

Concept approximation problem is one of most important issues in machine
learning and data mining. Classification, clustering, association analysis or re-
gression are examples of well known problems in data mining that can be formu-
lated as concept approximation problems. A great effort of many researchers has
been done to design newer, faster and more efficient methods for solving concept
approximation problem.

Rough set theory has been introduced by [14] as a tool for concept approxima-
tion under uncertainty. The idea is to approximate the concept by two descriptive
sets called lower and upper approximations. The lower and upper approxima-
tions must be extracted from available training data. The main philosophy of
rough set approach to concept approximation problem is based on minimizing
the difference between upper and lower approximations (also called the bound-
ary region). This simple, but brilliant idea, leads to many efficient applications
of rough sets in machine learning and data mining like feature selection, rule
induction, discretization or classifier construction [4].

As boolean algebra has a fundamental role in computer science, the boolean
reasoning approach is also an ideological method in Artificial Intelligence. In
recent years, boolean reasoning approach shows to be a powerful tool for design-
ing effective and accurate solutions for many problems in rough set theory. This
paper presents a more generalized approach to modern problems in rough set
theory as well as their applications in data mining. This generalized method is
called the approzimate boolean reasoning (ABR) approach.

D. élezak et al. (Eds.): RSFDGrC 2005, LNAI 3642, pp. 12-22, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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2 Boolean Reasoning Approach

Boolean reasoning approach is a general framework for solving decision and
optimization problems. This method comes from the great idea of George Boole
to whom we owe a possibility of using symbolic notation in mathematics. He
proposed to solve a problem by (1) converting it to a boolean formula, (2) solving
a corresponding problem for boolean formula and (3) decoding the solution for
boolean function to obtain the solution of the original problem.

By boolean function we denote any function f : {0,1}" — {0,1}. Boolean
functions can be described by boolean formulas, i.e., expressions constructed by
boolean variables from a set VAR = {x1,..., 21}, and boolean operators like
conjunction (A), disjunction (V), and negation ().

The most famous problem related to boolean functions is the satisfiability
problem (SAT). It is based on checking, for a given boolean function, whether
there exists such an evaluation of variables that the function becomes satisfied.
In other words, the problem is to solve the equation f(z1,...,2,) = 1. SAT is the
first problem which has been proved to be NP-complete (the Cook’s theorem).
This important result is used to prove the NP-hardness of many other problems
by showing the polynomial transformation of SAT to the studied problem. From
practical point of view, any SAT-solver (heuristical algorithm for SAT) can be
used to design heuristic solutions for all problems in the class NP. Therefore,
instead of solving a couple of hard problems, the main effort may be limited to
create efficient heuristics for the SAT problem.

One of possible solutions for scheduling problem is based on SAT-solver. In
this method, the specification of scheduling problem is formulated by a boolean
function, where each variable encodes one possible assignment of tasks, resources,
time slots, etc. The encoding function is satisfiable if and only if there exists a
correct schedule for the given specification [17].

The following steps should be taken into account when applying boolean
reasoning approach:

— Encoding: this is the most important step in BR scheme. It begins with
determining the set of boolean variables and their meanings in the original
problem. Later, the specification of the studied problem and input data are
encoded by boolean expressions over selected variables.

— Solving the corresponding problem for boolean function: this step is
independent with the original problem. The problem is to select the relevant
solution for the encoding boolean function. Selection criteria may be related
to the complexity and efficiency of existing solutions for the problem over
boolean function.

— Decoding: in this step, the solution for the problem over boolean function
is converted into the solution of the original problem.

SAT is more useful for solving decision problems. In this paper we consider
another problem for boolean functions called minimal prime implicant problem
that is more suitable for optimization problems. Let us briefly describe this
problem in more details.
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2.1 Prime Implicant Problems

The boolean function ¢ : {0,1}™ — {0, 1} is called "monotone” if

Veyefoyn(x <y) = (6(x) < ¢(y))

It has been shown that monotone functions can be represented by a boolean
expression without negations.

Let ¢ be a monotone boolean function which can be expressed as a boolean
formula over the set of boolean variables VAR = {z1,...,x,}. The term T =
Xy Ao Ay, s called implicant of ¢ if T(x) < ¢(x) for any x € {0,1}". The term
T is called prime implicant of ¢ if (1) T is an implicant and (2) any term T,
which is obtained from T by removing some variables, is not implicant of ¢. If

the set of all prime implicants of ¢ is denoted by PI (¢), then f(x)= \/ T.
TePI(¢)
Let us consider the following problem:

MINIMAL PRIME IMPLICANT PROBLEM:
Input: Monotone boolean function f of n variables.
Output: A prime implicant of f with the minimal length.

It has been shown that the minimal prime implicant problem is NP-hard
and the corresponding decision problem, e.g., checking the existence of prime
implicant of a given length, is NP-complete [3].

2.2 Boolean Reasoning Approach to Optimization Problems

Most problems in data mining are formulated as optimization problems. We
will show in the next Section that prime implicant problem is very useful for
application of boolean reasoning approach to optimization problem. The general
boolean reasoning scheme (BR-scheme) for optimization problems is presented
in Figure 1.

Optimization problem 7 ————— Boolean function f-
Encoding

process

A\

Optimal solution for 1 «———— Prime implicants of f-
Decoding

process

Fig. 1. The boolean reasoning scheme for solving optimization problems

Since the minimal prime implicant problem is NP-hard, it cannot be solved
(in general case) by exact methods only. It is necessary to create some heuristics
to search for short prime implicants of large and complicated boolean functions.
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Usually, the input boolean function is given in the CNF form, i.e., it is presented
as a conjunction of clauses, and the minimal prime implicant problem is equiva-
lent to the problem of searching for minimal set of variables that has nonempty
intersection with each clause of the given function. Let us mention some well
known heuristics that have been proposed for prime implicant problem:

1. Greedy algorithm: the prime implicant can be treated as a set covering
problem, where a set of variables X is said to cover a clause C if X contains
at least one variable of C. Therefore, in each step, greedy method selects the
variable that most frequently occurs within clauses of the given function and
removes all those clauses which contain the selected variable.

2. Linear programming: the minimal prime implicant can also be resolved
by converting the given function into a system of linear inequations and
applying the Integer Linear Programming (ILP) approach to this system.
More details are described in [15].

3. Simulated annealing: many optimization problems are resolved by a
Monte-Carlo search method called simulated annealing. In case of minimal
prime implicant problem, the search space consists of subsets of variables
and the cost function for a given subset X of variables is defined by the size
of X and the number of clauses that are uncovered by X, see [16].

3 Boolean Reasoning Approach to Rough Set Problems

As we have introduced before, searching for approximation of a concept is a fun-
damental problem in machine learning and data mining. Classification, cluster-
ing, association analysis, and many other tasks in data mining can be formulated
as concept approximation problems. Let X be a given universe of objects, and
let £ be a predefined descriptive language consisting of such formulas that are
interpretable as subsets of X'. Concept approximation problem can be under-
stood as a problem of searching for a description 1 of a given concept C C X
such that (i) ¢ expressible in £ and (ii) the interpretation of ¢ should be as close
to the original concept as possible. Usually, the concept to be approximated is
given on a finite set of examples U C X, called the training set, only.

The main idea of rough set theory is based on approximating the unknown
concept by a pair sets called lower and upper approximations. The lower ap-
proximation contains those objects which certainly — according to the actual
knowledge of the learner — belong to the concept, the upper approximation con-
tains those objects which possibly belong to the concept.

Let C C X be a concept and let U C X be a training set. Any pair P = (L, U)
is called rough approzimation of C (see [2]) if it satisfies the following conditions:

.LCUCuWXx;

. L, U are expressible in the language L;

.LNUCCnUCUNU;

. L is maximal and U is minimal among those £-definable sets satisfying 3.

=W N
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The sets L and U are called the lower approximation and the upper approxi-
mation of the concept C, respectively. The set BN = U—L is called the boundary
region of approximation of C. For objects x € U, we say that “probably, z is in
C”. The concept C is called rough with respect to its approximations (L, U) if
L # U, otherwise C is called crisp in X.

The input data for concept approximation problem is given by decision table
which is a tuple S = (U, A, dec), where U is a non-empty, finite set of training
objects, A is a non-empty, finite set of attributes and dec ¢ A is a distinguished
attribute called decision. Each attribute a € A corresponds to the function
a: X — V, where V, is called the domain of a. For any non-empty set of
attributes B C A and any object x € X, we define the B-information vector of
x by: infg(z) = {(a,a(z)) : a € B}. The language £, which is used to describe
approximations of concepts, consists of boolean expressions over descriptors of
the form (attribute = value) or (attribute € set of wvalues). If C C X is a
concept to be approximated, then the decision attribute dec is a characteristic
function of concept C, i.e., if v € C we have dec(x) = yes, otherwise dec(z) = no.
In general, the decision attribute dec can describe several disjoint concepts.

The first definition of rough approximation was introduced by Pawlak in his
pioneering book on rough set theory [14]. For any subset of attributes B C A, the
set of objects U is divided into equivalence classes by the indiscernibility relation
and the upper and lower approximations are defined as unions of corresponding
equivalence classes. This definition can be called the attribute-based rough approz-
imation. A great effort of many researchers in RS Society has been investigated
to modify and to improve this classical approach. One can find many interesting
methods for rough approximation like Variable RS Model [24], Tolerance-based
Rough Approximation [22], Approximation Space [21], or Classifier-based Rough
Approximations [2].

The condition (4) in the above list can be substituted by inclusion to a
degree to make it possible to induce approximations of higher quality of the
concept on the whole universe X'. In practical applications, it is hard to fulfill
the last condition. Hence, by using some heuristics we construct sub-optimal
instead of maximal or minimal sets. This condition is the main inspiration for
all applications of rough sets in data mining and decision support systems.

Let S = (U, AU{dec}) be a given decision table, where U = {uy, ..., u, }, and
A ={ai,...,anm}. The following rough set methods have been successfully solved
by boolean reasoning approach:

Attribute Reduction: Reducts are subsets of attributes that preserve the same
amount of information. In rough set theory a subset of attributes B C A is called
a decision reduct, if B preserves the same rough approximation of a concept likes
A. It has been shown in [20] that the problem of searching for minimal reduct
of a decision system is equivalent to the minimal prime implicant problem. BR
approach has been applied to minimal reduct problem as follows:

— Boolean Variables: We associate with each attribute a; € A a boolean
variable a] for i =1,...,m.
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— Encoding: for any pair of objects u;,u; € U, where ,j = 1,...,n we define
a discernibility function between u;, u; by

Vi = \V a*

ac€A:a(u;)#a(uy)

A discernibility function fs for S is defined by
fs(ai, ..., an,) = A Yig (1)

dec(u;)#dec(uy)

— Heuristics: in the greedy algorithm for reduct problem, quality of a subset of
attributes B is measured by the number of pairs of objects that are discerned
by B. More efficient algorithm based on genetic algorithm was presented in
[23].

Decision Rule Induction: decision rules are logical formulas that indicate the
relationship between conditional and decision attributes. Let us consider those
decision rules r whose the premise is a boolean monomial of descriptors, i.e.,

r=(a;, =v1) A ... \N(a;, =vpy) = (dec =k) (2)

In the rough set approach to concept approximation, decision rules are used
to define finer rough approximation comparing to attribute-base rough approx-
imation. Each decision rule is supported by some objects and, inversely, the
information vector of each object can be reduced to obtain a minimal consistent
decision rule. The boolean reasoning approach to decision rule construction from
a given decision table S = (U, AU {dec}) is very similar to the minimal reduct
problem. The only difference occurs in the encoding step, i.e.:

— Encoding: For any object v € U in , we define a function f,(af,...,al,),
called discernibility function for u by

fulal,...a%) = A Vuw(T1, o T1) (3)

videc(v)#dec(u)

— Heuristics: all heuristics for minimal prime implicant problem can be ap-
plied to boolean functions in Equation 3. Because there are n such functions,
where n is a number of objects in the decision table, the well known heuristics
may show to be time consuming.

Discretization: In [6], boolean reasoning approach to real value attribute dis-
cretization problem was presented. The problem is to search for a minimal set
of cuts on real value attributes that preserve the discernibility between objects.
Given a decision table S = (U, A U {dec}) and a set of candidate cuts C the
discretization problem is encoded as follows:

— Variables: Each cut (a,c) € C is associated with a boolean variable z(, .
— Encoding: similarly to the reduct problem, a discernibility function between
us, uj € U, where i,j =1,...,n, is defined by
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(rb’i,j = \/ L(a,c)

(a,c)discernsu;andu;

and the discretization problem is encoded by the following boolean function

¢ = /\ bij (4)

dec(u;)#dec(uy)

— Heuristics: again all mentioned heuristics for prime implicant problem can
be applied to optimal discretization problem, but we have to take under our
attention their computational complexity.

4 Approximate Boolean Reasoning Approach

In [6], [18], [9] we have presented few more feature extraction methods based on
rough sets and BR approach. Let us mention the following ones:

— Symbolic value grouping problem: the idea is to create new features
by partition of attribute domains into as less as possible groups of attribute
values. This method leads to construction of generalized decision rule of form

(a;, CTS1) Ao A(ag,, = Sm) = (dec = k)

Each boolean variable encodes a a group of symbolic values in the domain
of an attribute.

— Oblique hyperplanes extraction: new features are defined by linear com-
bination of the existing ones.

All mentioned problems can be encoded by boolean functions but the com-
plexity of heuristic solutions are very different. Table 1 compares the complexity
of encoding functions for the mentioned above problems.

Table 1. Complexity of encoding boolean functions for basic problems in rough sets
(n, m are numbers of objects and attributes of the given decision table, respectively)

Problem Complexity of encoding function

minimal reduct O(m) variables, O(n?) clauses

decision rules O(n) functions containing O(m) variables and O(n)
clauses each

discretiztion ~ O(mn) variables, O(n?) clauses

grouping O aca 21Val) variables, O(n?) clauses

hyperplanes ~ O(n™) variables , O(n?) clauses

The problem with computational complexity becomes more serious in data
mining applications on very large databases. We have proposed a novel solu-
tion called approximate boolean reasoning approach. Figure 2 presents a general
scheme of this method. The idea is to approximate every step in the BR-scheme.
Let us discuss some possible techniques that were applied in rough set methods.
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optimization problem I[7

A\
boolean function fro---------- > approzimate function fi

A\
prime implicants of f;; <------ o prime implicants of fi

A\
approximate solution for IT

Fig. 2. General scheme of approximate boolean reasoning approach

4.1 The a-Reduct Problem

One method for computation time reduction is based on weakening the require-
ment of a problem. a-reducts are example of this technique, see [7].

The set B of attributes is called a-reduct if B has nonempty intersection
with at least o+ N clauses of the discernibility function (1), where N is the total
number of clauses occurring in (1) and « € [0, 1] is a real parameter.

In some applications (see [19]), e.g., rough classifier construction, a-reducts
produce much shorter and more accurate classifiers comparing with original
reducts. Practical experiments show that in some cases, the 95%-reducts are
two times shorter than 100%-reducts.

Let S = (U, A) be a given information system and let T = Dy A Ds... A Dy,
be an extracted pattern (or frequent itemset [1]). Consider the set of descriptors
P C {D4,Ds..., Dy}, the implication

D;eP D;¢P

1. is 100%-irreducible association rule from T if and only if P is reduct in S|.

2. is c-irreducible association rule from T if and only if P is a-reduct in S|,
where o = 1— (! —1)/("™ — 1), n is the total number of objects from U and
s = support(T).

One can show that for a given «, the problems of searching for shortest
a-reducts and for all a-reducts are also NP-hard [10].

4.2 Discretization Problem

Two solutions based on approximate boolean reasoning approach have been pro-
posed for discretization problem.
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Discretization process always effects on a lost of information. The optimal dis-
cretization algorithm preserves the discernibility of all attributes only. Therefore,
the discretized decision table is irreducible. We have proposed for a discretiza-
tion method that preserves some more reducts for a given decision table [5]. This
method also can be solved by boolean reasoning approach, but the encoding
function consists of O(mn) variables and O(n?2") clauses. In the approximate
boolean reasoning approach the encoding function is replaced by approximate
encoding function containing O(n?) clauses only.

Another discretization method was proposed for relational database systems
[8]. This method minimizes the number of simple SQL queries necessary to search
for the best cuts by using “divide and conquer” search strategy. To make it possi-
ble, we develop some novel “approximate measures” which are defined on intervals
of attribute values. Proposed measures are necessary to evaluate a chance that
a given interval contains the best cut.

4.3 Symbolic Value Grouping Problem

This method is the best demonstration of approximate boolean reasoning ap-
proach. This problem can be encoded by a boolean function containing O(n?)
clauses and O(D_,c 4 2|Va|) variables. We have proposed an approximate encod-
ing function containing O(}_,c 4 |V.|?) variables (and still O(n?) clauses) only
[18]. In this application, the decoding process was not trivial, since it is equiva-
lent to a well-known graph vertex coloring problem which is NP-hard. One more
heuristical algorithm for this graph coloring problem is necessary to construct a
whole solution for symbolic value grouping problem.

5 Applications in Data Mining

Rough sets and approximate boolean reasoning approach to data mining has
been presented in [11], [9], [7]. Both discretization and symbolic value grouping
methods can be used to construct accurate decision trees from large databases.

In the decision tree construction method based on rough sets and boolean
reasoning approach, the quality of a split (defined either by a cut on a continuous
attribute or by a partition symbolic values) is measured by the number of pairs of
objects from different classes that are discerned by the split. In case of large data
sets, an application of approximate boolean reasoning approach makes a search
for semi-optimal cuts very efficient, particularly when the data set is stored in
a relational database system [11]. We have proposed a concept of soft cuts and
soft decision trees which have many advantages. Comparing with the standard
decision tree concept, soft decision tree model maintains the high classification
accuracy, but it can be constructed very fast [12].

The latest applications of approximate boolean reasoning approach is related
to the concept of layered learning [13]. This method allows improving the accu-
racy of concept approximation by utilizing the domain knowledge in the learning
process. In cases, when the domain knowledge is given in form of concept on-
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tology, we have proposed a layered learning method based on rough sets and
boolean reasoning approach [13].

6 Conclusions

We have presented a boolean reasoning approach and its extension called ap-
proximate boolean reasoning approach as general methods for designing efficient
solutions for rough sets and data mining. Recently, we are working on an appli-
cation of boolean reasoning approach to decision tables with continuous decision.
The method is called the differential calculus for pseudo boolean functions, and
some first experiments are showing that this method is quite promising. We are
also planning to apply the approximate boolean reasoning method in layered
learning algorithms that make approximation of concept from data and domain
knowledge possible.
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The concept of Web Intelligence (WT for short) was first introduced in our papers
and books [4,13,16,17,19]. Broadly speaking, Web Intelligence is a new direction
for scientific research and development that explores the fundamental roles as
well as practical impacts of Artificial Intelligence (AI)! and advanced Information
Technology (IT) on the next generation of Web-empowered systems, services, and
environments. The WI technologies revolutionize the way in which information
is gathered, stored, processed, presented, shared, and used by virtualization,
globalization, standardization, personalization, and portals.

As more detailed blueprints and issues of Web Intelligence (WI) are being
evolved and specified [4,13,17,19,24], it has been recognized that one of the fun-
damental goals of WI research is to understand and develop Wisdom Web based
intelligent systems that integrate all the human-level capabilities such as real-
time response, robustness, autonomous interaction with their environment, com-
munication with natural language, commonsense reasoning, planning, learning,
discovery and creativity.

Turing gave the first scientific discussion of human level machine intelli-
gence [12]. Newell and Simon made a start on programming computers for gen-
eral intelligence [8]. McCarthy argued that reaching human-level AI requires
programs that deal with the commonsense informative situation, in which the
phenomena to be taken into account in achieving a goal are not fixed in ad-
vance [6]. Laird and Lent proposed using interactive computer games that are
the killer application for human-level Al research, because they can provide the
environments for research on the right kinds of problem that lead to the type of
incremental and integrative research needed to achieve human-level AT [2].

The new generation of WI research and development needs to understand
multiple natures of intelligence in depth, by studying integrately the three in-
telligence related research areas: machine intelligence, human intelligence, and
social intelligence, as shown in Figure 1, towards developing truly human-level
Web intelligence. Machine intelligence (also called Artificial Intelligence (AI))
has been mainly studied as computer based technologies for the development of
intelligent knowledge based systems; Human intelligence studies the nature of
intelligence towards our understanding of intelligence; Social intelligence needs

! Here the term of Al includes classical AI, computational intelligence, and soft com-
puting etc.

D. Slezak et al. (Eds.): RSFDGrC 2005, LNAI 3642, pp. 23-28, 2005.
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Web Intelligence (WTI)

Combining three Understanding
intelligence related areas intelligence in depth

. Brain
*, Sciences

£ Machine Intelligénce u-lr:glan Rielligence

Al S

Social-Intélligence

Fig. 1. The relationship between WI and other three intelligence related research areas

a combination of machine intelligence and human intelligence for establishing
social networks that contain communities of people, organizations, or other so-
cial entities [18]. Furthermore, the Web can be regarded as a social network in
which it connects a set of people (or organizations or other social entities). Peo-
ple are connected by a set of social relationships, such as friendship, co-working
or information exchange with common interests. In other words, it is a Web-
supported social network or called virtual community. In this sense, the study of
Web Intelligence is of social network intelligence (social intelligence for short).

In previous paper [24], we gave a new perspective of WI research from the
viewpoint of Brain Informatics. Brain Informatics (BI) is a new interdiscipli-
nary field to study human information processing mechanism systematically
from both macro and micro points of view by cooperatively using experimental
brain/cognitive technology and WI centric advanced information technology. In
particular, it attempts to understand human intelligence in depth, towards a
holistic view at a long-term, global field of vision, to understand the principles,
models and mechanisms of human multi-perception, reasoning and inference,
problem solving, learning, discovery and creativity [22].

As mentioned by McCarthy [6], if we understood enough about how the hu-
man intellect works, we could simulate it. However, we, so far, did not have
sufficient ability to observe ourselves or others to understand directly how our
intellects work. Understanding the human brain well enough to imitate its func-
tion therefore requires theoretical and experimental success in cognitive science
and neuroscience.

Fortunately, now neuroscience, the study of the brain and nervous system, is
beginning to allow direct measurement and observation of ourselves or others to
understand directly how our intellects work. These measurements and observa-
tions are, in turn, challenging our understanding of the relation between mind
and action, leading to new theoretical constructs and calling old ones into ques-
tion. New instrumentation (fMRI etc.) and advanced information technology are
causing an impending revolution in WI and Brain Sciences [7,21,22,23,24]. This
revolution is bi-directional:
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— WI based portal techniques will provide a new powerful platform for Brain
Sciences.

— New understanding and discovery of human intelligence models in Brain
Sciences will yield a new generation of WI research and development.

Figure 2 shows the relationship between Brain Informatics and other brain
sciences related disciplines as well as the WI centric IT. On one hand, although
brain sciences have been studied from different disciplines such as cognitive sci-
ence and neuroscience, Brain Informatics (BI) represents a potentially revolu-
tionary shift in the way that research is undertaken. It attempts to capture new
forms of collaborative and interdisciplinary work. In this vision, new kinds of
Brain Informatics methods and global research communities will emerge, through
infrastructure on the Wisdom Web and Knowledge Grids that enables high speed
and distributed, large-scale analysis and computations, and radically new ways of
sharing data/knowledge repositories. On the other hand, some of these lessons in
cognitive science and neuroscience are applicable to novel technological develop-
ments in Brain Informatics, yet others may need to be enhanced or transformed
in order to manage and account for the complex and possibly more innovative
practices of sharing data/knowledge that are made technically possible by the
Wisdom Web and Knowledge Grids [1,3,4,22].

Brain Informatics

Cognitive Science Neuroscience

Fig. 2. The relationship between Brain Informatics and other brain sciences related
disciplines as well as the WI centric IT

Figure 3 shows the relationship between WI research and Brain Informatics
research. The synergy between WI with BI will yield profound advances in our
analyzing and understanding of the mechanism of data, knowledge, intelligence
and wisdom, as well as their relationship, organization and creation process. It
means that fundamental and implementation of Web intelligence will be studied
as a central topic and in a unique way. It will fundamentally change the nature
of information technology in general and artificial intelligence in particular.

A good example is the development and use of a Web-based problem-solving
system for portal-centralized, adaptable Web services [4,10,11,15,18,19]. The core



26 N. Zhong

data sources and

implementation .
requirements

verification supports

research needs
WI fundamental } \ Brain Informatics

new models
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of such a system is the Problem Solver Markup Language (PSML) and PSML-
based distributed Web inference engines, in which the following support functions
should be provided since this is a must for developing intelligent portals.

— The expressive power and functional support in PSML for complex adaptive,
distributed problem solving;

— Performing automatic reasoning on the Web by incorporating globally dis-
tributed contents and meta-knowledge automatically collected and trans-
formed from the Semantic Web and social networks with locally operational
knowledge-data bases;

— Representing and organizing multiple, huge knowledge-data sources for dis-
tributed network reasoning;

— Combining multiple reasoning methods in PSML representation and distrib-
uted inference engines, efficiently and effectively;

— Modeling user behavior and representing/managing it as a personalized
model dynamically.

In order to develop such a Web based problem-solving system, we need to
better understand how human being does complex adaptive (distributed) prob-
lem solving and reasoning, as well as how intelligence evolves for individuals and
societies, over time and place [5,9,10,15].

More specifically, we will investigate ways by discussing the following issues:

— How to design fIMRI/EEG experiments to understand the principle of human
inference /reasoning and problem solving in depth?

— How to understand and predict user profile and usage behavior?

— How to implement human-level inference/reasoning and problem solving on
the Web based portals that can serve users wisely?

We will describe our endeavor in this direction, in particular, we will show
that grid-based multi-aspect analysis in multiple knowledge and data sources on
the Wisdom Web is an important way to investigate human intelligence mech-
anism, systematically. The ultimate goal is to establish the foundations of Web
Intelligence by studying Brain Informatics for developing Wisdom Web based
intelligent systems that integrate all the human-level capabilities.
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Abstract. This paper presents ARES Rough Set Exploration System.
This system is a complex data analyzing application. The program lets
the user to discretize real data, find relative static and dynamic reducts,
find frequent sets, find decision rules and calculate credibility coefficients
for objects from a decision table. Some information about logical and
technical aspects of the system architecture is provided as well.

1 Introduction

In the past few years rapid growth of data can be observed and a demand for
new tools for processing them into a concise form is emerging. Data mining and
knowledge acquisition projects have gained a lot of interests and applications.
In the paper ARES Rough Set Exploration System is presented. Its basis lies in
the rough set theory. The system provides functionality similar to existing rough
set tools but also introduce some new features.

There are many commercial as well as free to use systems [1] which use rough
set theory for data analysis. Some of them are versatile (eg. RSES2, ROSETTA
and some of them are specialized, goal-oriented (eg. LERS, PRIMEROSE - only
inducing rules, RoughFuzzyLab - specially designed for image recognition).

The most important and unique feature of ARES system is ability to cal-
culate credibility coefficients for every object from decision table using different
methods. This feature can be very useful in detecting either corrupted data or
abnormal and distinctive situations. Such functionality can be applied in dif-
ferent fields of science, especially in medicine [2], [3]. By evaluating credibility
coeflicients the system can recognize objects that are exceptions to the "typical”
description and draw attention of an expert to them. If in a medical application
the objects represent patients then the low values of credibility coefficients can
identify the set of them requiring a special consideration as not fitting to the
usual explanation.

Improper data in the information system can be blamed for corrupting rela-
tionships between the other objects. This situation can be exposed when elim-
ination of the improper data results in improving the outcome of the system

D. Slezak et al. (Eds.): RSFDGrC 2005, LNAI 3642, pp. 29-38, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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denoted by better quality of generated rules or uncovering some new ones. Cred-
ibility coefficients can recommend candidates for elimination from a decision

table.

The main functionality of this system was originally presented in [4]. A multi-
document architecture of the system facilitates performing parallel analysis of
different steps or aspects of data processing and analyzing.

2 System Overview

System has been implemented in Java and supplied with a user-friendly graphic
environment. The main application window consists of two views:

— Tree view - A list of all elements currently available for user (e.g. work-

spaces, decision tables, analysis results).

— Workspace view - Panel where windows are opened according to user
selection from the tree view (e.g. window with decision table or window with

list of all found reducts).

A sample screenshot from ARES Rough Set Exploration System is shown in
Fig. 1. In the next section basic system functionality is shortly described.
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The main goal of such a design is easy management of the whole process of
data analysis. Each data-mining operation is presented as a new item in a tree-
view section (the relationships between the items are user dependent and usually
are denoted by similarity of item names). This feature enables carrying out
parallel analysis of different aspects of the same information system (or related
ones). Additionally, multi document architecture allows comparing gained data
in an easy way.

The user may display in separate windows information associated with every
node in tree view. The nodes usually store the following information:

— Node type (kind) - Structure or process represented by node (e.g. infor-
mation system, reduct set, rule set, summary of execution of an algorithm).

— Node data - Data associated with the node (e.g. for an information system
the window presents information on the set of objects).

— Processing algorithm basic information - Some basic information of
data-mining operation (e.g. algorithm name, execution time).

— Processing algorithm extended information - It contains some algo-
rithm specific information (e.g. minimal reduct length and number of reducts
are provided for reduct finding algorithm).

3 System Functionality

3.1 Data Discretization

Discretization [5] is one of the methods of data preprocessing. Usually, vast data
mining algorithms do not work on real values, which makes discretization so
important phase of data analyses.

This module supports five algorithms of discretization assigning a given value
to a class representing it (the last two were originally designed for ARES system):

— Naive Discretizer [5] - Each unique value denotes a different class.

— Equal Width Discretizer [5] - A class is an interval and all classes have
equal widths; number of classes is a parameter. A value from an interval
belongs to its class.

Equal Frequency Discretizer [5] - A class is an interval and all classes
have equal widths; number of elements in each class is a parameter. A value
from an interval belongs to its class.

Equal Support Discretizer - Each class consists of the same number of
elements (values).

Upper Bound of Ranges Discretizer - After naive discretization the
number of classes is reduced by merging the classes to get the required num-
ber of classes.

ARES system provides discretization preview which presents information
about discretization process (i.e. number of objects in each range).

Each attribute of an information system is discretized separately using one
of available methods according to user needs and preferences. The discretization
results (obtained by the described algorithms) can be arbitrary customized to
expert knowledge. Discretized information system is saved as a new one.
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3.2 Rough Set Primary Analyses
This module enables to work out basic rough set [6] components such as:

— Class approximation - Lower and upper approximation, positive and neg-
ative region, boundary for each decision class.

— Approximation accuracy and quality

Indiscernibility matrix

Indiscernibility function

These elements may contain some important information themselves or they
may be used in further analyses of information system.

3.3 Reducts

Reduct is a subset of attributes which allow to classify the data as satisfactory
as the whole set of attributes. Reducts are usually applied to reduce size of
information system (by removing the dependent attributes) without a loss of
classification capabilities. This may, for instance directly influence the speed of
rule generation or credibility coefficients calculation algorithms.

ARES system provides a wide variety of different algorithms for finding
reducts. They are divided into two basic types: methods which calculate only
one (minimal or almost minimal) reduct and methods which calculate a set of
reducts (all reducts) for a given decision table. The following algorithms may be
used for achieving the goal:

— Complete (exhaustive) method [7] is based on indiscernibility matrix
and indiscernibility function. This method finds all reducts of a given decision
table. Its time complexity is very high, so it can be applied only for relatively
small sets of data.

— Random algorithm [8] tries to find reducts by random guesses.

— Johnson algorithm [7] is heuristic and discovers only one reduct (minimal
or almost minimal) from indiscernibility matrix.

— Set of simple greedy algorithms [8] which find one reduct. They are very
fast and may be used as start point in more advanced heuristic methods.

— Set of genetic algorithms [9], which differ from each other in chromosome
representation and applied genetic operators. They may be used either for
finding minimal reduct or set of reducts. All genetic methods can be pa-
rameterized by parameters typical for evolutionary algorithms (i.e. crossover
probability, number of individuals, and so on).

— Space decompositions algorithms [8] work together with genetic algo-
rithms (Genetic Space) but may be used with random search as well. These
algorithms take advantage of reduction of optimization problem to a series
of decision problems. Genetic Space is faster than other known genetic al-
gorithms for finding reducts. It provides better results as well. This target
is achieved by effective chromosome coding and specially designed genetic
operators. Algorithms based on decomposition of search space are important
and unique feature of ARES system and currently are not provided in any
other rough set data analyzing application.
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Dynamic reducts [7] calculation is parameterized by the following parameters:

— Number of decision sub-tables

— Percentage of all original objects in each decision sub-table

— Static reduct finding algorithm - One of algorithms presented in the
preceding section

Dynamic reducts are almost the same as static reducts. In some cases (es-
pecially when new data is being added to information system) calculation of
dynamic reduct is more suitable.

For each reduct set ARES also calculates following parameters:

— Core set comprising the most important attributes of a given decision tables
regarding classification purposes.

— Reduct stability, which is a ratio of all objects from decision table dis-
cernible by this attribute set. It is only important when dynamic reducts are
considered (for static reducts this value is always equal to 100%).

Reducts may be used for the next steps of inducing rules process to simplify
and speed it up.

We consider medical data as a special case of information system in which
the essential operation is to detect whether an analyzed object fits or, even more
important, do not fit to the rest of the objects. The latter should be immediately
reconsidered as a suspect for a medical mistake or an item requiring special
investigation as an exception to the rule.

If using reducts can speed up the whole processing without blurring the
decision by partial data elimination then obviously reducts will be generated.
The most probably approach will incorporate analyses with and without finding
the reducts and then some comparisons to get experience for further adjusting
the methodology of exploiting the system.

3.4 Frequent Sets

A frequent set is a set of variable-value pairs that occur in objects of information
system more often than other pairs. It is also the base for some data-mining
algorithms.

This module enables to generate set of frequent sets with a standard Apriori
algorithm [10]. There are 3 parameters of this algorithm:

— Minimal support - the minimal number of objects in which the considered
set of variable-value pairs are required to be present.

— Hash value (hash tree parameter) is the parameter of a hash function as-
sociated with all non-terminal nodes.

— Leaf node capacity (hash tree parameter) is the maximal capacity of ter-
minal nodes.

Both hash tree parameters can only effect in speed efficiency of finding the
frequent sets. The default values for the hash tree parameters are provided and
only an experienced user can benefit from adjusting their values to the specific
needs.
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3.5 Rules

Decision rules are one of the most popular methods of representing knowledge
gained from a considered information system. Rules can be immediately applied
to the inferring processes. Rules may be generated with 2 types of algorithms:

— Apriori
— Based on extraction

Both algorithms [11] allow to create certain and possible rules. Apriori based
algorithm generates rules directly from the information system, whereas extrac-
tion algorithm can be used on previously generated frequent sets (generally, it
can be used on previously generated set of rules).

There are two main parameters: minimal support and minimal confidence.
Minimal support is the minimal number of objects in which the considered rules
are correct (it is possible that there are objects for which the considered rules are
incorrect). Confidence is the ratio of correctness of the rule. Maximal value (100%)
means that whenever the rule is applied, the decision part of the rule is correct.

Rule analyzer provides following functionality:

— Object coverage selects a subset of generated rules that covers a specified
object. Taking analyzed object as a starting point, it provides the user with
a small decision system of reliable (in respect to the object) rules.

— Rules coverage selects a subset of information system covered by specified
rules. It provides a proof of reliability of decision rules in form of properly
identified association in the selected objects.

— Rules investigator selects list of objects covered by the predecessor of spec-
ified rule. It can be used to detailed analyses of the specified rule by providing
user with a list of objects covered by the rule and those for which the rule is
incorrect. Potentially, it can lead to either disproving of the considered rule
or, if rule is believed reliable, finding in-correct objects.

3.6 Credibility Coefficients Calculation

Credibility coefficient of object is a measure of its similarity with respect to the
rest of the objects in the considered information system. There is no common way
to define the relation of similarity, so it is strictly connected with the implemented
method.

All credibility coefficients implemented in ARES system are normalized to
range <0, 1>. Value 0 represents the least level of credibility of a given object,
while value 1 is the maximum representing perfect relationship of similarity to
other objects in the decision table. This normalization is very useful especially
when we want to compare results returned by different algorithms.

This module allows calculation of credibility coefficients with one of the fol-
lowing methods:

— Statistical/frequency method (Cgsr) - This is a very simple and fast
algorithm. It calculates credibility coefficients based on number of objects
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having the same value for each attribute. Coefficient for each object is

proportional to the number of objects having the same values for given

attributes. Credibility coefficient Csp(u,d) for object u of decision table

S =< U,CU{d},V,p > is calculated according to the following formula:
card(Wy,d,q)

ZaEC card(Kuiid)

Csr(u.d) = card(C')

(1)
where:

Kya={y €U :ply,d) =p(u,d)} @)
Wu,d.a ={y €U : p(y,d) = p(u,d) A p(y, a) = p(u, a)}

— Based on class approximation (Cca) - This credibility coefficient is
based on rough set theory. The value of coefficient is calculated using mea-
sures of positive and negative regions of each decision class. Credibility co-
efficient Coa(u,d) for object u of decision table S =< U,C U {d},V,p > is
calculated according to the following formula:

Coalu,d) = Zhefﬁgﬁ d’m 3)

where:

H={veVy}; Xgn={ueU:pu,d =h}=X
Kpos ={ueU:ue POSc(X)}; Kneg={ueU:ue NEGc(X)}
Whos.o ={y € U 1y € POSc(X) Ap(y,a) = p(u,a)}
Whegwo =y €U :y € NEGe(X) Ap(y,a) = p(u,a)}
1 foru e {POSc(X)UNEGc(X)}
def(u,d,h) =14 S.ca aiif;(ecf)(u,d,h,a) foru € BNo(X)
card(Wposy,a) fO’I“ p(u,d) —h

addCoef(u,d, h,a) = { card(K pos)

card(Wneguy,a
car(d(Kngeg,) ) fOT‘ p(u’ d) # h

(1)

— Hybrid (Cyas) - This is an assemblage of the most significant features of
frequency method and class approximation method. Credibility coefficient
C i (u, d) for object u of decision table S =< U, CU{d}, V,p > is calculated
according to the following formula:

Cinwtud) = =< 6)

where:

1 forue {POSc(X)UNEGc(X)}
def2(u,d,h) =< v card(Wy,d,q)

acC card(Ku’d)

card(C) for u € BN¢g(X)

(6)

All other parameters are defined in previous methods.
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Example

Sample decision table (S =< U,C U {d},V,p >, U = {1,2,3,4,5,6}, C =
{c1,¢2,¢3}, d = dec) and credibility coefficients (Csp,Cca,Crpr) calculated
for every object are presented in Table 1.

Table 1. Sample decision table and values of credibility coefficient for every object

Object Id ¢l c2 c3 dec Csr Cca Cum

1 010 1 044100 1.00
2 100 1 022022 021
3 111 1 044 1.00 1.00
4 011 1 0.00100 1.00
5 100 0 0.000.000.25
6 012 0 044 100 1.00

3.7 Data Elimination

This module enables to change information systems’ structure by eliminating se-
lected objects and/or attributes. The elimination may be done arbitrary by user.
User decisions may be also supported by results generated by different modules
of the ARES system. For instance: using reduct sets only the least meaningful
attributes may be removed or using credibility coefficients can indicate the least
reliable objects for elimination. Modified information system is saved as a new
one and it may be used as input data for all presented algorithms (presumably
to be compared with the original one’s outcomes).

4 Technical Aspects of ARES System

ARES Rough Set Exploration System was developed using only free tools and
free software. It was entirely written in JAVA programming language. Graphic
user interface was implemented using standard JAVA graphic library - Swing.
The GUI of ARES system is equipped with some elements of MDI (Multiple Doc-
ument Interface) architecture. It means that the user can work simultaneously
on a few projects (the user may use number of independent workspaces).

Whole system was designed in such a way that it is very easy to add additional
functionality to it (e.g. new algorithms for finding reducts or mining rules).
It could be achieved by employing abstract classes and interfaces, which build
framework of this application.

ARES can be launched on every operating system on which Java Virtual
Machine is provided (e.g. Windows, Linux, Unix, Solaris). ARES system is easy
to install and operate. The user has to copy application files and execute the
prepared batch file, which sets up the system environment.

The most crucial parameter of a computer system is the amount of RAM
memory installed. The bigger decision tables we want to analyze, the more
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memory we need for efficient work. Huge data sets will require fast CPU as
well. Minimal requirements are: 128MB of RAM, CPU of 500 MHz, 1MB of free
disc space and Java Runtime Environment (JRE) 1.4.

5 Conclusions

The paper presents ARES Rough Set Exploration System functional capabilities.
All typical stages of data exploration based on the rough set theory can be
performed and presented with support of ARES system. This application is
similar to other versatile rough set tools [1] but it also provides some unique and
useful features:

— Credibility coefficient calculation - A set of algorithms which estimate
reliability of data stored in decision tables. More on this topic (algorithms
description, samples, etc...) can be found in [4].

— Reduct finding algorithm based on decomposition of the search
space - Very fast and effective algorithm for finding minimal reduct and set
of reducts of given size. Comparison of this method with other algorithms is
presented in [8].

— New discretization algorithms - ARES system introduces two new ap-
proaches to this problem.

The first feature introduces new capabilities to rough set tools functionality
and the next two ones can improve efficiency of the appropriate data analysis
steps. Some preliminary experiments on credibility coefficients were carried out
and the results seem to be promising. To the original data set some randomly
generated elements were added and it was possible to detect them by low val-
ues of credibility coefficients. We hope the proposed credibility coefficients may
be successfully used in detecting corrupted data or abnormal and distinctive
situations.

The methodology of handling credibility coefficients should be worked out.
We do believe that a knowledge consisting of rules and exceptions to them is
complete. The significance of identifying improper data may vary in different
applications, nevertheless credibility coefficients introduce a new quality to data
analysis.

A multi-document architecture of the ARES System allows for detailed anal-
ysis of the data exploration process, what makes the system a perfect and easy
to use learning tool.

The ARES system has been implemented in Java and is portable. Its archi-
tecture enables permanent development by adding new items with appropriate
algorithms to the documents presented and processed by the system. The mod-
ule structure of ARES Rough Set Exploration System makes its development
very easy - new functional items inherit structure features of the system. In the
nearest future we plan to provide more functionality to the system e.g. reduct
finding algorithm using simulated annealing and ant colony, support for other
data sources (database servers).
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ARES system was aimed at medical application to exploit its ability to rec-

ognize exceptional cases by employing credibility coefficients, but, generally, it
can be used on any kind of data, e.g. engineering purposes.
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Abstract. We present the Distributed Executor for RSES (DIXER)
which is a supplementary software for the Rough Set Exploration System
(RSES). It takes an advantage of grid computing paradigm and allows
to shorten the time necessary for experiments by employing all available
workstations to run a scenario of experiments. DIXER, software includes
most important rough set classification algorithms from RSES and also
other algorithms for distributed machine learning. It creates an easy to
operate and utilize platform for grid computations and provides a robust
and fault tolerant environment for computation-heavy experiments. We
provide also experimental evaluation of DIXER, that proves at least 96%
efficiency in parallelization.

1 Introduction

Machine Learning researchers commonly face a problem of carrying out a huge
number of experiments or one, but very time-consuming. The two main reasons of
that is the demand for completeness of experimental evaluation and complexity
of the machine learning methods themselves.

Let us take, for example, an imaginary algorithm with three parameters.
Each of these parameters may take one of three discrete values. This makes
3 -3 -3 = 27 different configurations for our algorithm and if we would like to
do a complete empirical evaluation we should provide experimental results for
all 27 possibilities. Let’s also assume that we have an implementation of this
algorithm that requires one minute of execution time to complete single run. To
get results of ten experiments using ten-fold cross-validation (CV10) with this
algorithm we have to wait 27 - 10 - 10 = 2700 minutes (45 hours).

The example above is only imaginary, but in real cases we usually face much
more demanding problems. If we could acquire four times more computational
power then instead of 45 hours we would obtain results overnight. That is why for
carrying out experiments we would like to utilize not one, but several computers.

D. Slezak et al. (Eds.): RSFDGrC 2005, LNAI 3642, pp. 39-47, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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There are several ways to get more computational power through balancing
the load over a number of computational units. The first and the simplest way to
do this is just by dividing the work manually and then, by going from machine
to machine, put parts of work on all available computers. This approach can
be improved by using remote access to another computer but, unfortunately,
this method is not available on some software platforms. Obviously, in such an
approach we waste a lot of effort on manual partitioning of work, not-automated
process of experiment execution, result gathering, and execution monitoring.

Another approach is to use specially designed parallel computers or clusters
of computers. However, these machines are extremely expensive and efficient
utilization of such resources require re-implementation of software used in ex-
periments (or manual partitioning of work as above).

In late 90’s another approach has been proposed, namely the grid computing
(cf. [5]). This approach is constantly gaining popularity in academic and com-
mercial circles. In contrast to cluster computing, the grid computing does not
require highly efficient and very expensive inter-computer connections and as-
sumes utilization of regular network of workstations, exactly like those available
at every university or company. Probably the first widely known grid computing
scientific application is the Seti@Home (cf. [10]). In this project every computer
connected to the Internet can participate in searching for extra-terrestrial civi-
lization by analyzing data from a radio-telescope.

In this paper we present a grid computing platform dedicated to machine
learning experiments. The Distributed Ezecutor (DIXER) software system is de-
signed to meet the need for a tool that makes it possible to perform series of
complex experiments by employing the grid computing paradigm. It provides an
easy to operate environment that automates execution of tasks in heterogeneous,
commonly available networks of workstations. The DIXER is a supplementary
software for the Rough Set Exploration System (RSES, see [1,2]). It is mainly
suited for experiments based on RSES-Lib software [1], but as an open archi-
tecture it facilitates a plug-in mechanism, so that new modules can be added
without modification of the main program.

The DIXER had to be written from scratch, as existing solutions proved to
be not suitable for our purposes. We considered utilization of existing cluster-
ing/concurrency support systems, such as PVM or MPI, but they are either not
efficient enough in machine learning applications or provide too low-level solu-
tions. It is not a surprise, as these approaches are designed to work with spe-
cialized parallel computers or very expensive equipment like Myrinet network in
the case of Network of Workstations (NOW) project (cf. [3]). In the case of grid
computing applications in data analysis we should avoid implementations that
assume too frequent synchronization between concurrent processes. In general,
we would like to make the use of the machine standing in the office next door after
hours, or to employ a student lab as a grid machine, when there are no classes.

In the second section we provide a very brief description of DIXER. Next,
(Section 3) we describe two modules bundled with DIXER. In Section 4 we
describe our experimental evaluation of the efficiency boost achieved through
the use of DIXER. Finally, conclusions and bibliography close the paper.
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2 Description

The DIXER software consist of two applications: Manager and Node. As they
are written in Java, it is possible to install them on variety of operating systems
including Linux, MS-Windows, Mac-OS, and various flavors of Unix. DIXFER-
Node has to be installed and run on all computers that cooperate in distributed
computation. DIXER-Manager should run on one machine only (see Fig. 1).
DIXER-Manager schedules experiments (jobs) for all nodes in the grid of com-
puters, i.e., those, where DIXER-Node is executed. DIXER-Node performs all
experiments (jobs) scheduled by DIXER-Manager.

The DIXER software creates an easy to operate and utilize platform for grid
computing and provides a robust and fault tolerant environment for
computation-heavy experiments. At the moment it is bundled with two mod-
ules for distributed computations. The RSES Parallel Experimenter (RSParal-
lel) allows performing experiments with classifiers available in RSES-Lib. The
Branch-and-Bound DIXER module makes it possible to perform feature selec-
tion with use of wrapper attribute evaluation and strategies similar to well known
branch-and-bound search algorithm.

The DIXER-Manager has a graphical user interface (GUI, see Fig. 2) that
provides the console for managing all cooperating computers. Playing the boss,
for most of the time DIXER-Manager consumes only a small fraction of system
resources, both CPU time and system memory. This load, however, depends on
the number of nodes in grid and the task at hand. DIXER-Manager requires some
additional data files to be created. These files are necessary to store experiment
control data.

The DIXER-Node contains simplistic graphical user interface (GUI, see
Fig. 2) on which one can supervise the program status. On demand this GUI
can be disabled and then DIXER-Node runs silently in background. Usually,
DIXER-Node consumes a lion share of system resources, both CPU time and
system memory. DIXER-Node can also require some disc space in order to store
data files needed in experiments, which are sent by DIXER-Manager together
with job descriptions.

DIXER also provides mechanisms for recovery from failure. Execution of all
experiments can be easily stopped and restarted without loss of any already
computed results. This property is used also for assuring robustness. Should one
or more nodes crash because of the hardware or software failure, the already

Scheduling Module A

Scheduling Module B| Manager

Computing Module B

Fig. 1. Architecture of the grid of computers running DIXER-Manager and DIXER-
Nodes
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Fig. 2. Graphical User Interface of DIXER-Manager and DIXER-Node

computed results are preserved. If crash occurs only on the computers that run
DIXER-Node, then the whole system is still working, but with less computational
power due to reduced grid size. If crash touches the computer that runs DIXER-
Manager then the DIXER-Manager should be restarted from the point of last
delivered result.

There are several advantages of using DIXER for machine learning experi-
ments. The obvious benefit from DIXER is the automation of processing multiple
experiments using several computers. If it is necessary to test, e.g., which dis-
cretization or which decision rule shortening factor gives the best classification
for particular data set, then DIXER can help in automation of experiment se-
ries. Another advantage is that DIXER architecture offers the platform that effi-
ciently utilize power of available computers. DIXER is entirely written in Java™
programming language, what makes possible the construction of the grid in het-
erogenous hardware and software environments. DIXER, as well as the RSES is
distributed free of charge for non-commercial purposes. It can be downloaded
from the RSES Web page [9].

3 Implemented Methods

The DIXER software is distributed with two built-in modules. Apart from them
it is possible to plug-in new modules that implement other distributed algo-
rithms. The already implemented methods are: feature selection and execution
of multiple experiments.

3.1 Multiple Experiments

DIXER allows to distribute multiple experiments across all computers that run
DIXER-Node. The RSES Parallel Experimenter (RSParallel) is a DIXER module
that makes it possible to carry out experiments based on methods implemented
in Rough Set Exploration System (RSES), and particularly in RSES-Lib (c.f.
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[1]). It processes a special script language, described in DIXER User Manual [7],
that is used to prepare individual scenarios for experiments. This script language
is interpreted line by line from the beginning of the file to its end, and each line
contains description of a separate experiment.

While preparing the scenario file user can choose between several classifica-
tion algorithms implemented in RSES-Lib. The description of each experiment
includes the selection of algorithm, its parameters, and reference to data files
used in training and testing phases. The results of experiments are written to a
special file that can be used for generating description of results in the form of
tables and/or statistics. These results are easy to analyze and support reporting.

Currently RSParallel provides the following RSES-Lib methods in experiment
scenarios: discretization, decision rule induction, decision rule shortening and
decomposition-based classifiers. A given experiment scenario can be stopped and
restarted without loss of already computed partial results. User can also force
DIXER to recalculate all results from the beginning.

3.2 Feature Selection

The feature selection problem is one of the most important problems in Data
Mining as well as one of the most computationally expensive. The Branch-and-
Bound DIXER module allows to carry out experiments with very expensive and
accurate feature selection based on the wrapper method (see, e.g., [4]), which is
a non-rough set feature selection approach. The strategy for searching the space
of the possible attribute subsets is similar to the branch-and-bound search. Here,
however, this strategy is not complete and is used rather in selection of the first
candidate to visit within the lattice of the possible feature subsets. The results
are saved in the special file that can be viewed both manually and with a help
of text processing tools. As a wrapper classifier the decision tree from RSES-Lib
is used. This decision tree algorithm can perform clustering of symbolic values
using the indiscernibility as a measure for heuristic split.

This algorithm is an example of method that cannot be manually partitioned
in order to distribute work among several machines. It cannot be prepared be-
forehand as the search strategy is modified on the basis of partial results. The
integrated solutions for distributed computing give the advantage over manual
methods, because implementation of more sophisticated experiments becomes
viable.

The details on using these two methods are provided in the DIXER User
Manual [7] bundled with the software.

4 Experimental Illustration

DIXER is available for download since 2003 (see [9]) and already has been used
in several research experiments. As an example of such experiment we refer the
reader to [8] where research on flexible indiscernibility relations and, particularly,
on attribute limited indiscernibility relations is presented. The attribute limited
indiscernibility relations are modifications of the indiscernibility relations that
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enable different treatment of missing attribute values for each attribute. The
experimental work consisted of discretization and induction of decision rules over
train part of data using all possible attribute limited indiscernibility relations
and calculating classification accuracy over test part of data. Since the RSES-Lib
does not support decision rule induction using attribute limited indiscernibility
relations a special data preprocessing routine was used to simulate it. Generally
speaking, there were two possible treatments of missing values for each attribute,
so the number of all possible attribute limited indiscernibility relations is 2V,
where N is the number of conditional attributes in data. The experiments were
carried out for five data sets, three of them with six conditional attributes and
two of them with eight conditional attributes. Every data set was partitioned
into ten pairs of train and test samples in order to use ten fold cross-validation
(CV10), so in total there were 10 - (3 - 26 + 2. 2%) = 7040 experiments. The
execution of those experiments took about a week on heterogeneous grid of
computers consisting of up to three computers with Pentium 4 2.6GHz CPU
and one computer with Pentium M 1GHz CPU, connected with 100Mb switched
network. Some of computers were detached from the grid because of network
failure or other user actions, but as it was mentioned before, it did not break the
computation, it only reduced the computational power of the grid.

For the purpose of this paper we repeated a part of the experiments described
above on a homogeneous grid of computers. The experiments were carried out
with use of up to ten identical computers with a 733Mhz Pentium III CPU
connected to 100Mb non-switched network. We took one pair of train and test
data that has the shortest time of discertization and decision rule induction. The
selected data — head injury data (hin), 3 classes, 6 categorical attributes, 1000
observations, 40.5% incomplete cases, 9.8% missing values — requires less than
7 seconds on a computer mentioned above to complete a single decision rule
induction procedure. The number of possible attribute limited indiscernibility
relations, thus the number of experiments is 26 = 64. We selected this set of
data because with so small execution time the effect of communication and
synchronization overhead will be most visible. We may say, that this experiment
is the worst case as the potential communication overhead is significant.

The results of experiments are presented in Table 1. The experiments were
carried out using separate machine for manager and separate machines for nodes
of the grid. We decided to measure the execution time in that way, because the
execution of all 64 experiments on exactly the same computer acting as manager
and node requires up to two seconds more than the execution on separate com-
puters. In the first row of Table 1 the number of computers acting as nodes is
presented, in the second — the execution time in seconds, and in the third row
— the relative speed-up factor.

We have to take into account that on some configurations, where 64 is not
divisible by the number of nodes in grid, DIXER-Manager has to wait for the
last computer to collect all results. This implies that on configurations where
64 is divisible by the number of computers cooperating in grid the efficiency of
grid should be slightly better. The worst result, i.e., result with largest difference
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Table 1. Execution time and observed speed-up of DIXER grid consisting of up to ten

computers

Number of computers 1 2 3 4 5 6 7 8 9 10
Time 440.32 220.17 148.28 115.13 92.81 75.52 65.72 55.79 50.87 46.3
Speed-up 1.00 2.00 297 3.82 4.74 583 6.70 7.89 8.66 9.51

from the expected speed-up is the result with ten computers acting as grid nodes.
In this case we have 9.51 speed-up ratio instead of 10. That corresponds to two
wasted seconds. In order to measure the scalability more accurately, we also
performed a linear regression on the presented results. The results are linearly
approximated by line with factor 0.9636 with goodness of fit R?> = 0.999. It
corresponds to 96% efficiency in computational resources utilization.

Figure 3 presents two charts with results of experiments. On that figure the
execution time and speed-up for first 16, 32 and 48 experiments is presented
for reference purposes. On the execution time chart (left) we can notice that
the reduction of computation time is inversely proportional to the resources
(number of computers). On the right, speed-up chart a reference line with ideal
speed-up is presented for comparison. We can observe that the lowest speed-up
curve correspond to the execution of first 16 experiments. It suggests that the
DIXER achieves worst parallelization efficiency is at the beginning of distributed
computation. However, overall efficiency is never lower than 95% of the ideal
speed-up.

The excellent results of experiments are partially caused by the fact, that
on mentioned computers we carried out multiple experiments utilizing always
the same 64 pairs of data. This means, that on those computers we needed to
download the input data to local hard disk only once. However, if the data for
scheduled experiment is not present on the remote computer then they have to
be sent from the Manager to Node using DIXER internal mechanism for data

450s x 10
—— All 64 experiments
4002 - = First 48 experiments X9
3508 . —a— First 32 experiments x8
3008 1> ——First 16 experiments | x7
250s x6
200s x5
——All 64 experiments

150s x4

- @ First 48 experiments

100s x3 —— First 32 experiments

508 x2 —=—First 16 experiments

. Reference line
0s . . . . . x1 = -
1 2 3 8 9 10 1 2 8 9 10

4 5 6 7
Number of computers

4 5 6 7
Number of computers

Fig. 3. The left chart presents execution time of the experiments on DIXER grid with
parition to first 16, 32, 48 and all 64 experiments. The right chart presents observed
speed-up of the execution.
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transfer. We have not tested in detail the influence of data transfer on execution
time, but this influence should not be significant. There are two arguments sup-
porting such statement. Firstly, the size of the data is somehow proportional to
the execution time of the experiment. In this particular case each pair of files
have total size of about 19KB, so the transfer time is negligible. Secondly, even
when the data is on local hard disk, DIXER performs additional test by com-
paring properties of these files on the DIXER-Manager computer with originals
stored on the DIXER-Node computer. It checks such values as: last modification
time, total size and CRC16 of the first 4KB of the file. Such a verification is very
similar to the data transfer, as it employs both local hard drive and network
connection. This verification is, of course, included in the results presented in
Table 1 and Figure 3. After all, not all experiments done with help of DIXER uti-
lize different data files. More typical use is to test different methods or different
parameters on relatively small set of data files.

5 Conclusions

The DIXER software provides a platform for grid-like computations supporting
Machine Learning and Data Mining experiments. The computational core, with
respect to the Machine Learning algorithms, is based on renewed RSES-Lib li-
brary that implements several Rough Set based algorithms. The flexibility of
DIXER software makes it possible to extend its functionality without modifica-
tion of the essential source code. The DIXER is easy to operate and provides
a robust and fault tolerant environment for computational-heavy experiments.
Especially in an academic environment, where usually a number of standard
workstations is available, it is the cheapest way to access an enlarged computa-
tional power. The minimization of communication overhead and grid manage-
ment (load balancing) makes it possible to obtain the computational throughput
that almost equals the sum of computational powers of cooperating computers.
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Abstract. This paper presents a user-oriented view of RoSy, a Rough
Knowledge Base System. The system tackles two problems not fully
answered by previous research: the ability to define rough sets in terms
of other rough sets and incorporation of domain or expert knowledge. We
describe two main components of RoSy: knowledge base creation and
query answering. The former allows the user to create a knowledge base
of rough concepts and checks that the definitions do not cause what we
will call a model failure. The latter gives the user a possibility to query
rough concepts defined in the knowledge base. The features of RoSy are
described using examples. The system is currently available on a web site
for online interactions.

1 Introduction

The rough set framework [1] is relevant from the knowledge representation and
data mining perspectives. The ability to handle vague and contradictory knowl-
edge makes rough sets an important technique that can be incorporated in knowl-
edge base systems. In addition, rough set methods can also be used to perform
data exploration, which makes them relevant from a data mining point of view.

This paper presents a Rough Knowledge Base System, called RoSy. The
system is accessible on the web page: http://www.ida.liu.se/rkbs.

RoSy tackles two problems not fully answered by previous research in the
field of rough set theory. The first problem is related to defining rough sets in
terms of other rough sets. For instance, we may wish to express that a rough set
is obtained as a projection of another rough set over a subset of its attributes.
The second problem deals with incorporation of domain or expert knowledge.
A question arises of how concept approximations can be derived by taking into
account not only the examples provided explicitly by one or more tables but also
domain knowledge.

In RoSy, the user can create a knowledge base of (non-recursive) vague con-
cepts. Vague concepts are represented as implicitly or explicitly defined rough

D. élezak et al. (Eds.): RSFDGrC 2005, LNAI 3642, pp. 48-58, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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sets. Implicitly defined rough sets are obtained by combining different regions of
other rough sets, e.g. lower approximations, upper approximations, and bound-
aries. The system also allows defining rough sets in terms of explicit examples.
An important feature is that RoSy handles some basic numerical measures and
that they can be used in the implicit definition of rough sets. The system de-
tects whether the defined vague concepts do not introduce “conflicts” leading
to a so-called model failure. Finally, a knowledge base of rough concepts can
be queried. Hence, the system supports the user in reasoning about the defined
rough concepts and in data exploration.

As we show in this paper through some examples!, RoSy allows users to
describe in an declarative and concise way solutions to problems that otherwise
would require constructing specific programs in some language.

To our knowledge, besides RoSy, only the CAKFE system [2] addresses the
problem of implicitly defining rough sets. There are two major differences be-
tween the two systems. Firstly, our system distinguishes tuples for which there
is no information available from the tuples for which there is contradictory evi-
dence. The latter case corresponds to tuples in the boundary region. CAKFE does
not support this distinction: the boundary region includes tuples about which
there is no information at all and tuples about which there is contradictory in-
formation. Secondly, RoSy supports quantitative measures. This feature seems
less obvious to achieve in CAKE. A more detailed comparison between both
systems is included in [3].

2 A Knowledge Base System for Rough Sets

In this section we present the rough knowledge base system RoSy. We start with
presenting the online user interface of RoSy . The notion of rough sets used in
our framework and a proposed language for defining rough sets are presented
in Section 2.2. Finally, a rough query language is discussed in Section 2.3. For
a detailed and technical description of the system and its main components
consult [4].

2.1 The Online User Interface

The online user interface of RoSy is a simple tab-navigation system, where
each tab corresponds to a different mode. The main mode is Compile Rules
or Queries, described below. Besides this mode, RoSy provides a mode for
overviewing the defined rough knowledge base and a tool for query construction.
Fig. 1 shows the main page of RoSy’s web interface.

The first step in using the system (Fig. 1) is to create a rough knowledge
base (RKB). An RKB can be typed directly in RoSy in the text area or loaded
from local or remote files. The second step is to compile the RKB by clicking
the Compile Rules button. Errors detected during compilation, such as syntax

1 All examples presented in this paper are available from:
http://www.ida.liu.se/rkbs/examples.html .
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e

upper (~welk(16te30,00) - 1.

]

upper (walk [16to30,26t049)) - 1.
upper (~walk(3ltods, 1te35)) : 1.
upper (walk(31to45,1toZ5)) : 1. =
upper (~walk (46to&0, 26t04%)) - 2.
upper (walkZ (LEMS)) :-[1,_] upper(walk(Zge, LEMS)).
upper (~walkZ (LEMS)) :-[1, ] upper(~walk|Rge LEMS)). b
® Us= rulesiqueries from text arza
L O
Lectt O

[ Compie Rules | [ GueyKB | [ ClearKE | [ Cleartextarea |

Rules compiled

Fig. 1. RoSy’s web interface, http://www.ida.liu.se/rkbs

errors, are displayed in the Feedback area. If the compilation procedure succeeds
then the message Rules compiled is displayed in the feedback area. An RKB can
be deleted from the system via the Clear KB button. The third step is to
reason with the knowledge in the (compiled) RKB by querying it. Queries can
be typed directly in the text area or loaded from local or remote files. Queries
are evaluated via the Query KB button and answers to the queries are output
in table format in the feedback area.

2.2 Defining Rough Relations in RoSy

We start with presenting the notion of rough sets used in our framework [3, 5].
Consider an information system Z = (U, A), in the sense of [6], where U is a
universe of objects and A is a set of attributes. Every object in U is associated
with a tuple of conditional attributes. We assume that such a tuple is the only
way of referring to an object. Hence, different individuals described by the same
tuple are indiscernible. For simplicity, we write ¢ to designate a general tuple
(t1,...,t,). Let k be a positive integer. A pair ¢ : k is called a supported tuple,
where k is called the support. Intuitively, ¢ : k represents k individuals which all
have their conditional attribute values as indicated by the tuple t. A rough set
(or rough relation?) S is a pair of sets (S, —9) of supported tuples, such that
for any tuple ¢ at most one supported tuple ¢ : k appears in each of the sets S

2 The expressions “rough set” and “rough relation” are used interchangeably in this
paper.
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and —S3. An element t : k € S or ¢ : k € =S indicates that the indiscernibility
class described by t belongs to the upper approximation of a rough set S or
=S, respectively, and that this class contains k > 0 individuals that are positive
examples of the concept described by S or —S.

The lower approzimation and the boundary region of a rough set S is defined
as:

S={t:k1€S|Vks>0,t:ksd S} (1)
S:{t:k1:k2|3k1,k2>0,t:k1ESandt:kge—\S} (2)

A decision table D = (U, A = {a,...,an}, {d}), where d ¢ A is a binary
decision attribute, represents a rough set D = (D, D). Any decision table can
be encoded by rough facts that describe the rows in the table. A rough fact
describes a tuple in the upper approximation of a rough relation D and is in one
of the following forms:

upper(d(ty,...,t)) : k. (3)
upper (~d(ty,...,t4)) : k. (4)

where the predicate symbols d and ~d denote the positive and negative outcome
of the decision attribute respectively, each t; (1 < i < n) is an attribute value
corresponding to attribute a;, and k denotes the support of the tuple.

As an example, consider decision table Walk [6] and its corresponding rough
facts encoding rough relation Walk in Table 1.

Table 1. Decision table Walk and its corresponding collection of rough facts defining
rough relation Walk

Age LEMS Walk

ol 16to30 50 Yes = upper(walk(16t030,50)) : 1.

02 16to30 0O No = upper (~walk(16t030,0)) : 1.

03 16t030 26to49 Yes = upper(walk(16to030,26t049)) : 1.
04 31to45 1to25 No = upper (~walk(31to45,1t025)) : 1.
05 31to45 1to25 Yes = upper(walk(31to45,1to25)) : 1.
06 46t060 26to49 No

o7 46t060 26t049 No } = upper (~walk(46t060,26t049)) : 2.

Note that objects 06 and o7 are indiscernible and they belong to the same
decision class, which yields the support 2. From Table 1 it is easy to see that:

Walk = {(16t030,50) : 1, (16t030,26t049) : 1} (5)
-~Walk = {(16t030,0) : 1, (46t060,26t049) : 2} (6)
Walk = {(31t045,1t025) : 1 : 1} (7)

3 Intuitively, this restriction requires that the support of each tuple ¢ is specified only
once, rather than as the sum of different supports.



52 R. Andersson et al.

Rough facts explicitly define the upper approximation of a rough relation.
However, the lower approximation and the boundary region of that relation are
implicitly derived from (1) and (2). RoSy also allows specific regions of rough
relations to be defined implicitly by regions of other rough relations. This can
be accomplished by rough clauses.

Consider again decision table Walk in Table 1. Its corresponding rough rela-
tion Walk can be used to define a new rough relation Walk2, which corresponds
to Walk but ignores the attribute Age. The following rough clauses define Walk2:

upper (walk2(LEMS)) :-[1,_] upper(walk(Age,LEMS)). (8)
upper (~walk2(LEMS)) :-[1,_] upper (~walk(Age,LEMS)). (9)

A rough clause is an implication on the general form Head < Body, e.g.
upper (walk2(LEMS) ) «— upper (walk(Age,LEMS)) ., meaning that the tuples of
Walk are defined to be members of Walk2. The body and head of clause (8) con-
tain rough literals that denote upper approximations of rough relations. A head
rough literal refers to the rough relation being defined and can denote either the
upper or lower approximation of that relation, while the body can contain one
or more rough literals that can also denote boundary regions. A general rough
literal is on the form reg(p(Ty,...,Ty)) , where p (possibly negated) denotes a
rough relation P, reg € {upper, lower, boundary}, and T; (1 < i < n) denotes
an attribute term representing attribute ¢ in that relation. Attribute terms can
either be constants, starting with lower-case letters or digits, or variables, start-
ing with upper-case letters. A constant denotes a specific attribute value, e.g.
161030, while a variable can denote any attribute value in the domain of the
corresponding attribute, e.g. variable Age above can denote any of the values
16t030, 31to045, or 46t060.

Besides rough literals, certain quantitative measures, such as support (supp),
accuracy (acc), coverage (cov), and strength (strength) can optionally be in-
cluded in the body as constraints. All variables occurring as their arguments
should also appear in some rough literal in the body.

The body and the head of a rough clause is separated by the implication
operator :-[7,F]. F is the support-combining function sum, min or max, that
specifies how the support of the newly defined rough relation is obtained from
the support of the rough relations in the body of the clause. If the body only
has one rough literal then F is auxiliary and often set to ([7,_]). The constant
7 € [0,1] (often set to 1) is a rational number representing the trust in the body
of the clause. The trust is the fraction of the calculated support of the body that
should be considered as support for the rough region being defined.

A rough clause defining the lower approximation of a rough relation must
fulfill condition (1). If the user tries to define a rough relation P such that a
tuple t € P and t € =P then, RoSy reports a model failure [4], the current
compilation stops, and the definition is retracted. For more details see [4].
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2.3 Querying RoSy

RoSy provides a rough query language for retrieving information about defined
rough relations. For instance, it may be desirable to monitor the changes in the
regions of Walk when excluding the attribute Age. Such information may be
retrieved by, for example, asking the following rough query.

boundary (walk2(LEMS)), K1 = supp(walk2(LEMS)), K2 = supp(~walk2(LEMS)).

The above compound query asks for all the tuples in the boundary region of
Walk2 and their support. In other words, the query requests all instantiations
of the variables LEMS, K1 and K2 for the tuples in the boundary of Walk2. The
received answer is given below.

K1 K2 LEMS
1 1 1to25 The answer states that tuples (1to25) : 1 : 1
1 2 96tod9 and (26to49) : 1 : 2 are members of Walk2.

A rough query can be any combination of rough literals and quantitative
measures (constraints or assignments). Moreover, RoSy provides a classification
procedure written on the form K = classify(p(Ty,...,Ty)), where K denotes
a variable to be instantiated with the classification results, p denotes some (de-
fined) rough relation P, and T; (1 <i < n) denotes an attribute term representing
attribute ¢ of P. The classification query requests a prediction for the decision
class to which a new individual described by tuple (Ty,...,T,) may belong. The
answer to such a query is either yes, no or unknown together with the certainty
of the prediction. For more details see [3].

A rough query can either be ground (all attribute terms are constants) or
non-ground (some attribute terms are variables). If a query is ground then it
requests the truth value, yes or no, of the query. If the query on the other hand
is non-ground then it requests all instantiations of the attribute variables in the
query that make it true.

3 A Medical Informatics Application in RoSy

We now illustrate the use of RoSy with a data set that previously was analyzed
with classical rough sets in [7].

Study [8] has shown that the single most important independent predictor
for future hard cardiac events (cardiac death or non-fatal myocardial infarction)
is an abnormal scintigraphic scan pattern. However, performing such a test is
expensive, and may sometimes be redundant with respect to making a prognosis.
It is therefore desirable to identify patients who are in need of a scintigraphic
scan and avoid it for patients who can be prognosticated without such a test.

Table 2 describes information about patients observed in [8]*. A group of 417
patients has been examined and each patient has an associated set of medical

4 The number of attributes were reduced by Komorowski and @hrn in [7] from the
original data in [8].
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Table 2. Attribute definitions

Attribute Definition

Age > 70 years old

Oldmi Prior Infarction
Hypert Hypertension

Dm Diabetes

Smok Smoking

Chol Hypercholesterolemia
Gender Male or female
Hfmed History of dec. cordis
Angp History of angina
Apstress  Angina during stress
Stt Level of ST-T changes

Scanabn  Abnormal scintigraphic scan
Deathmi  Cardiac death or infarction

information. Attribute Deathmi is the decision attribute. The data is captured
by rough relation Deathmi that is encoded by 335 rough facts.

Following the approach suggested in [7], identification of the patients who are
in need of a scintigraphic scan requires monitoring changes in Deathmi when
considering only the set of attributes A\ {Scanabn}, i.e. removing the attribute
Scanabn. Next, we show how the problem can be formulated and solved in RoSy.
A detailed comparison between our approach and the approach by [7] is outside
the limits of this paper, but can be found in [3].

3.1 Avoiding the Expensive Test

The knowledge of a scintigraphic scan outcome is strictly required for the pa-
tients for whom excluding conditional attribute Scanabn causes migration into
the boundary region from either Deathmi or —Deathmi. In the following rough
clauses in Fig. 2, we shorten the sequence of attributes for readability reasons,
e.g. we write Age,...,Scanabn instead of Age,0ldmi,Hypert,Dm,Smok,Chol,
Gender ,Hfmed, Angp,Apstress,Stt, Scanabn®.

First, the set of attributes is reduced to not include Scanabn. The new rough
relations D and its explicit negation =D are defined by Deathmi, ignoring the
last attribute, through rough clauses (10) and (11). The set of patients migrating
into the boundary region of D from either Deathmi or —Deathmi corresponds
to the rough relation Migrate defined by (12) and (13). These clauses state that
the set of migrating individuals are the patients who are members of Deathmi
(clause (12)) or =Deathmi (clause (13)) and also members of D. If a patient is
captured by either of these rules, one cannot make a reliable prognosis of future
cardiac events without including the knowledge of the outcome of a scintigraphic
scan. Rough clauses (14), (15) and (16) capture the set of non-migrating patients.
Clause (14) captures those patients who were originally in the boundary region of

® This kind of abbreviation is, however, not allowed in the RoSy system.
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upper (d(Age,...,Stt)) :-[1,_] upper(deathmi(Age,...,Stt,Scanabn)). (10)

upper (~d(Age,...,Stt)) :-[1,_] upper(~deathmi(Age,...,Stt,Scanabn)). (11)

upper (migrate(Age,...,Stt)) :-[1,min] boundary(d(Age,...,Stt)), (12)
lower (deathmi(Age,...,Stt,Scanabn)) .

upper (migrate (Age,...,Stt)) :-[1,min] boundary(d(Age,...,Stt)), (13)
lower (~deathmi (Age,...,Stt,Scanabn)).

upper (~migrate(Age,...,Stt)) :-[1,sum] (14)

upper (deathmi (Age,...,Stt,Scanabn)),

upper (~deathmi (Age,...,Stt,Scanabn)) .
upper (~migrate (Age,...,Stt)) :-[1,_] lower(d(Age,...,Stt)). (15)
upper (~migrate (Age,...,Stt)) :-[1,_] lower(~d(Age,...,Stt)). (16)

Fig. 2. A rough program for identification of migrating patients

Deathmi. These patients obviously remain in the boundary region after removing
the Scanabn attribute. sum is used for combining the support of those tuples ¢
such that ¢ : k1 € Deathmi and t : ko € “Deathmi, into sum(ky, ko) = k1 + ko,
since k1 + ko is the total number of individuals in the indiscernibility class t.

We want to know for which patients the scintigraphic scan test is needed for
a reliable prognosis. The answer to the following query is given in Table 3.

upper (migrate (Age,...,Stt)), For which patients is it useful to request

K1 = strength(migrate(Age,...,Stt)), the scintigraphic scan and what is the

K2 = strength(~migrate(Age,...,Stt)). percentage of patients for whom the test
is needed?

Table 3. Migrating patients

)]
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0.0024 0.0073 0 00000000 0O
0.00240.00490 0000011120
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For any tuple ¢, strength(migrate(t)) (strength(—migrate(t))) repre-
sents the proportion of patients of the universe who belong to the indiscernibility
class described by t and have positive (negative) outcome for migrate. Hence,
the percentage of patients for whom the scintigraphic test is needed can be
computed by the formula
®=100- > (strength(migrate(t)) + strength(-migrate(t))).

t € Migrate
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upper (deathmiApprox(Attrs)) :-[1,_] lower(deathmi(Attrs)). (17)

upper (~deathmiApprox (Attrs)) :-[1,_] lower (~deathmi(Attrs)). (18)

lower (deathmiApprox(Attrs)) :-[1,sum] upper (deathmi(Attrs)), (19)
upper (~deathmi (Attrs)), acc(deathmi (Attrs)) >= 0.7.

lower (~deathmiApprox (Attrs)) :-[1,sum] upper(deathmi(Attrs)), (20)
upper (~deathmi (Attrs)), acc(deathmi(Attrs)) =< 0.3.

upper (deathmiapprox(Attrs)) :-[1,_] upper(deathmi (Attrs)), (21)
acc(deathmi (Attrs)) > 0.3, acc(deathmi(Attrs)) < 0.7.

upper (~deathmiapprox(Attrs)) :-[1,_] upper(~deathmi(Attrs)), (22)

acc(deathmi (Attrs)) > 0.3, acc(deathmi(Attrs)) < 0.7.

Fig. 3. A rough program approximating Deathmi

The answer indicates that if only the migrating patients, given by Table 3,
undergo the expensive scintigraphic scan, then one may expect to avoid the
test for approximately 98% of all the patients. Non-migrating patients who are
members of D cannot be reliably prognosticated. For these patients it may still
be needed to perform the scintigraphic scan procedure, if that is the opinion of
a medical expert.

3.2 VPRSM in RoSy

Quantitative measures in the body of rough clauses can be used as constraints
to build more generalized rough approximations of a relation in the same spirit
as with precision control parameters in the wvariable precision rough set model
(VPRSM) [9], as discussed in [5]. This means that it is possible to define new
rough relations by other ones stating that a certain constraint must be fulfilled.
The new rough relation DeathmiApproz, see Fig. 3, can be defined by the bound-
ary region of Deathmi and the constraint stating that the accuracy of Deathmi
should be above a certain threshold, say 70% (clause (19)). ~DeathmiApproz is
then defined by the boundary region of Deathmi and the constraint stating that
the accuracy of Deathmi should be below 30% (clause (20)). In the rough clauses
of Fig. 3, we write Attrs to denote the sequence Age,0ldmi,Hypert,Dm,Smok,
Chol,Gender ,Hfmed, Angp, Apstress,Stt, Scanabn®.

Rough clauses (17) and (18) state that the indiscernibility classes in Deathmsi
and —~Deathmi are members of the upper approximation of respective approx-
imate rough relation. The decision rules corresponding to these indiscernibility
classes have 100% accuracies and are therefore included in the same region of the
new rough relation. Rough clauses (21) and (22) state that any indiscernibility
class t in the boundary such that 0.3 < acc(deathmi(t)) < 0.7 remains in
the boundary.

6 As previously, such a notation is used here only for readability reasons and is not
allowed in the RoSy system.
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To see that the previously defined DeathmiApprozr in fact approximates the
rough relation Deathmi one can ask the following query to RoSy.

lower (~deathmiApprox(Age,...,Scanabn)),
upper (deathmi (Age,...,Scanabn)),

K1 = acc(~deathmi(Age,...,Scanabn)),

K2 = acc(deathmi(Age,...,Scanabn)).

Which indiscernibility classes are
both in —DeathmiAppror and in
Deathmi, and what are the corre-
sponding accuracies?

The answer, given in Table 4, shows that two indiscernibility classes of
Deathmi are members of the concept = DeathmiApprox. Since K2 < 0.3, by rough
clause (20), those classes are included in —~DeathmiApproz.

Table 4. Patients who are members of ~DeathmiApproxr and Deathmsi
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4 Conclusions

This paper presents an overview of a system, called RoSy, that allows users to

create knowledge bases of vague concepts. The main novel aspect of this system

is that concepts can be represented by intensionally defined rough relations.
The main strengths of RoSy can be summarized as follows.

e RoSy makes it possible to capture and to integrate in a uniform way vague
knowledge obtained directly from experimental data and encoded as rough
facts with domain or expert knowledge expressed as rough clauses. This
contrasts with most of current rough set techniques that only allow definition
of (vague) concepts to be obtained from experimental data.

e The expressive power of RoSy makes it possible to formulate in the same
language several useful techniques and extensions to rough sets reported in
the literature, such as [7, 9]. Section 3 illustrates this point with two concrete
examples.

Another important aspect of RoSy is the possibility of using queries to re-
trieve information about the defined rough sets and patterns implicit in the
data.

The functionalities of RoSy can be improved in several ways. Firstly, RoSy
does not handle recursive rough programs. This extension requires compilation
of rough programs to extended logic programs whose semantics is captured by



58 R. Andersson et al.

paraconsistent stable models [3]. Secondly, the query language may need exten-
sions. For instance, assume that danger (Roadcond, Speed) is a rough concept
indicating whether a traffic situation is dangerous in terms of road conditions
(e.g. ice, wet) and vehicle speed (e.g. high, medium). The user may want to
find out whether for an icy road, it is definitely dangerous to drive at any speed
(based on this information a road may then be temporarily closed for safety
reasons). The actual query capabilities of RoSy do not allow a direct formula-
tion of this query. Thirdly, RoSy may be extended to find candidate hypothesis
that explain observed facts, given a rough knowledge base. In this way we could
combine abductive reasoning with rough relations. A possible application is rea-
soning about incomplete networks of chemical reactions represented in a rough
knowledge base. Exploration of RoSy on a wide range of applications is crucial
for further demonstration of its usefulness and for making relevant improve-
ments. Among others, rough mereology [10] applications seem to be promising
in that respect.
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Abstract. We present here Semantic and Descriptive Models for Clas-
sification as components of our Classification Model (definition 17). We
do so within a framework of a General Data Mining Model (definition 4)
which is a model for Data Mining viewed as a generalization process and
sets standards for defining syntax and semantics and its relationship for
any Data Mining method. In particular, we define the notion of truthful-
ness, or a degree of truthfulness of syntactic descriptions obtained by any
classification algorithm, represented within the Semantic Classification
Model by a classification operator. We use our framework to prove (the-
orems 1 and 3) that for any classification operator (method, algorithm)
the set of all discriminant rules that are fully true form semantically the
lower approximation of the class they describe. The set of characteristic
rules describes semantically its upper approximation. Similarly, the set
of all discriminant rules for a given class that are partially true is seman-
tically equivalent to approximate lower approximation of the class. The
notion of the approximate lower approximation extends to any classifi-
cation operator (method, algorithm) the ideas first expressed in 1986 by
Wong, Ziarko, Ye [9], and in the VPRS model of Ziarko [10].

1 Introduction

One of the main goals of Data Mining is to provide a comprehensible description
of information we extract from the data bases. The description comes in different
forms. It might be a decision tree or a neural network, or a set of neural networks
with fixed set of weights. It might be, as in Rough Set analysis ([5], [10], [11])
a decision table, or a set of reducts. In case of association analysis it is a set of
associations, or association rules (with accuracy parameters). In case of cluster
analysis it is a set of clusters, each of which has its own description and name.
In presented work we concentrate on, and describe in detail a special case
of the General DM Model, namely a Classification Model. The Classification
Model defined here includes a general method how to build a formal syntax and
semantics for any classification problem, algorithm, or method. In this sense

D. élezak et al. (Eds.): RSFDGrC 2005, LNAI 3642, pp. 59-68, 2005.
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our Model encompasses all known (and future) classification algorithms and
semantical and syntactical meaning of their results. In order to achieve this level
of generality we assume that syntactically all algorithms have sets of rules as
their outputs. We assume in particular that whatever the descriptive output of
a given algorithm is (decision tree, neural network, decision table or others) it
has been translated into a proper set of discriminant or characteristic rules, or
both, with uncertainty or other measures, when needed. Hence our Descriptive
Model (definition 14) is a rule based model.

The details of the Data Mining Model viewed as generalization process are
presented in [7], [8]. The General DM Model framework is a subject of section 2.
The details of the Descriptive Model and Semantic Model for Classification and
their relationship to within the Classification Model (definition 17) are presented
in sections 4, 3, and section 5.

2 The General Data Mining Model Framework

We build the General DM Model on two levels: syntactic and semantic. On syn-
tactic level we define how to construct a formal description language and its
components. The language is always based on the input data and the form of
the output of a given algorithm used in the data mining process. The descrip-
tive (syntactical) quality of information generalization performed by a given
algorithm, or method is defined by its connection with the semantics of the al-
gorithm which is being established by the Semantic Model (definition 2). The
algorithms, or different DM methods are represented in the Semantic and Data
Mining (definition 3) Models by proper generalization operators,as defined and
The generalization investigated in [4], [7], [8].

The syntactic view of Data Mining as information generalization is modelled
in our General Model by a Descriptive Model defined below. The definition of a
Semantic Model follows.

Definition 1. A Descriptive Model is a system DM = ( L, £, DK ), where

— L= (A, £) is called a descriptive language.

— A is a countably infinite set called the alphabet.

— E# D and € C A* is the set of descriptive expressions of L.

— DK # 0 and DK C P(E) is a set of descriptions of knowledge states.

For a given Data Mining application or method one defines in detail all the
components of the model but in the General Model we only assume existence
and a form of such definitions.

We usually view Data Mining results and present them to the user in their
syntactic form as it is the most natural form of communication. The algorithms
process records finding similarities which are then presented in a corresponding
descriptive i.e. syntactic form. But the Data Mining process is deeply semantical
in its nature and in order to capture this fact we not only define a semantic
model but also its relationship with the syntactic descriptions. It means that we
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have to assign a semantic meaning to descriptive generalization operators and
this is done in the General Model by the satisfiability relation.

Definition 2. A Semantic Model is a system M = (U, K, G, <), where

— U # 0 is the universe,

— K # 0 is the set of generalization states,

— <X C K xK is a generalization relation; we assume that =< is transitive.

— G # 0 is the set of generalizations operators such that for every G € G,
forevery K, K' e K, G(K) =K' if andonly if K==K'

Data Mining process consists of two phases: preprocessing and data mining
proper. We concentrate here on the Data Mining phase. The detailed defini-
tions and discussion of its generalization operators is published in [7]. The
preprocessing operators and preprocessing phase can also be expressed within
our Semantic Model and are presented in a separate paper [8].

Data Mining Model defined below is a special case of the Semantic Model,
with generalization relation being a special, non-reflexive data mining relation
<dm C=.

Definition 3. 4 Data Mining Model is a system DM = (U, K, Gam, <am),
where the set Gam, 1s the set of data mining generalization operators.

The detailed definitions of the above notions and motivation for them are the
subject of [7] and [8]. Let DM and DM be descriptive (definition 1) and Data
Mining (definition 3) Models. We define our General Model as follows.

Definition 4. A General Data Mining Model is a system GM = (DM,
DM, =), where

— DM is a descriptive model,

— DM s the Data Mining Model model (definition 3),

— E C € x U is called a satisfaction relation. It establishes relationship
between expressions of the descriptive model DM, and the data mining model
DM.

The notion of satisfaction depends on the Data Mining algorithm one works with
and consequently, on the appropriate choice of the Descriptive Language. The
definition of our notion of a satisfaction relation (definition 15) is a generalization
of Pawlak’s definition, as it appears in [5].

3 Semantic Classification Model

In the classification process we are given a data set (set of records) with a special
attribute C, called a class attribute. The values ¢y, co, ...c,, of the class attribute
C are called class labels. The classification process is both semantical (grouping
objects in sets that would fit into the classes) and syntactical (finding the de-
scriptions of those sets in order to use them for testing and future classification).
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In fact all data mining techniques share the same characteristics of semantical-
syntactical duality. The formal definitions of classification data and classification
operators are as follows.

Definition 5 (Classification Information System). Any information sys-
tem I = (U, AU{C},VaUVg, f) with a distinguished class attribute C' and with
the class attribute values Vo = {c1,ca,...cm}, m > 2, is called a classification
information system, or shortly, a classification system if and only if the sets
Cpn={zeU: f[f(z,C)=cy} form a partition of U.

The classification information system is called in the Rough Set community and
literature ([10], [5], [11]) a decision information system with the decision attribute

Definition 6. Let I = (U, AU{C},Va U Ve, f) be the initial database with the
class attribute C. The sets Cr,.y = {x € U : f(z,C) =cp}, forn=1,2,..,m,
are called the object classification classes.

In the data analysis, preprocessing and data mining in general and in classifica-
tion process in particular we start the process with the input data. We assume
here that they are represented in a format of information system table. We hence
define the lowest level of information generalization as the relational table. The
meaning of the intermediate and final results are considered to be of a higher
level of generalization. We represent those levels of generalization by a sets of
objects of the given (data mining) universe U, as in [2], and [7], [8].

This approach follows the granular view of the data mining and is formalized
within a notion of knowledge generalization system, defined as follows.

Definition 7. A generalization system based on the information system I =
(U, A, Va, f), or classification system I = (U,AU{C},Va U Vg, f) is a system
Kr=(P(U),A E,Va,Vg,g), where

— FE is a finite set of groups attributes, called also granules attributes
such that ANE = ().

— Vg is a finite set of values of granules attributes.

g is a partial function called knowledge information function g : P(U) x

(AUE) — (V4 UVg), such that

D gl Usepfat xA) = f

(i) Vsepw)Vaca((S;a) € dom(g) = g(5,a) € Va)

(iii) vSe’P(U)veeE((Sa e) € dom(g) = g(S,e) € Vi)

Classification system: the generalization system K a classification system if
and only if I is a classification system and the following additional condition

holds. ¥S € P(U)(Va € A((S,a) € dom(g)) = (S,C) € dom(g) ).

We denote by K/ the set of all classification systems based on any subsystem
of the initial classification system I.

Definition 8. For any K € KU the sets Cp i = {X € P(U): 9(X,C) = c,},
forn=1,2,..,m are called granule classes of K.
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The knowledge system K represents a state of knowledge after some algorithm
(represented by a generalization operator) had been applied to the initial data
base represented by the initial information system 7. Hence if we apply a classi-
fication algorithm (operator) to initial classification system we obtain a classifi-
cation knowledge system, with its own classification classes (as computed by the
algorithm). To assure the correctness of the operation we must relate obtained
(computed) classes to the initial (real) ones. We adopt hence the following defi-
nition.

Definition 9. Let DM = (U, K, Gy, <dm) be a Data Mining Model. A
generalization operator G € Gg., is called a classification operator if and
only if G is a partial function G : K longrightarrowkf | such that for any
K' € domG, any K € K such that K = G(K') the following classification
condition holds. VX(X € C, x = (XC C,UXCk Cp 1), forn=1,2,..,m.

The sets C, 1, Cy ik are the sets from definitions 6, 8, respectively and Cg is
an approximate set inclusion defined in terms of granules-attributes of K,
i.e. the attributes from E. We denote the set of classification operators based on
the initial system I by Gef.

Definition 10. A Semantic Classification Model is a system
SC = (U, KU, Gug, <dm)-

4  Descriptive Classification Model

Given a Semantic Classification Model SC = (U, KUY Gam., =<dm). We associate
with any and any K € K/ its Descriptive Language Lx. We adopt here the
Rough Sets community tradition and write ¢ = v to denote that v is a value of
an attribute a.

Definition 11. For any K € K of SC of definition 10, we define the De-
scription Language Lx = (Ak,Ek, Fk), where Ak is called an alphabet,
Ex the set of descriptive expressions, or descriptions, and Fg is the set of all
formulas of the language L .

Let K = (P(U),AU{C},E,V4 UV, Vg, g) be a system based on the initial
classification data I = (U, AU {C},Va U Vg, f) (definition 6). The components
of the language Lx are defined as follows.

Ax =VARUCONN, for VAR=VARAUVARE UV ARc, where
VARs ={(a=v): a € A,v € Vy,

VAR ={(a=v): a€ E,v € Vg},

VARc = {(C = C) : Ce {C},C € Vc}.

Elements of VAR are called variables and represent minimal "blocks” of seman-
tical description. They also are called atomic descriptions. Elements of VAR 4
are atomic descriptions of minimal blocks build with use of non-classification at-
tributes of the initial database. Elements of VARE are atomic descriptions of
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minimal blocks build with use of group attributes used (if any) during the pro-
cess of constructing a classifier. Elements of VARc are atomic descriptions of
minimal blocks build with use of classification attribute of the initial database.
The set of connectives CONN = {N, =} contains two classical connectives. We
use them to build the set £k descriptions, and the set Fi of all formulas.

Definition 12. The set Ex C Ax™ is a set of all descriptions of the language
Lx and Ex = DESAUDESg UDESe.

DES, is called the set of descriptions by attributes of I, DESE is the set of
descriptions by granule attributes of K, and DES¢ is the set of class descriptions.
DES, C Ak™ is the smallest set such that VAR, C DES, (atomic object
descriptions), and if D, Dy € DES4, then Dy N Dy € DESy.

DESE C Ak™ is the smallest set such that VAR C DESk (atomic group
attributes descriptions), and if D, Ds € DESE, then Dy N Dy € DESE.
DESc =V ARc (class descriptions).

Definition 13. The set Fx C Ax™ of all formulas of the language Li is
defined as Fx = DFf UDFx UCHUF.

DFy is called a set of discriminant formulas based on I and
DF;={(D=D¢): DeDES;,Dc € DESc}.
The set DFf is the set of K-discriminant formulas and contains discriminant
formulas that incorporate the information expressed by the granules attributes
of K. These attributes usually denote uncertainty measures. We put
DFg = {(D = Dc) NB: DeDESkg,Dc € DESe,B € DESK}
The set CHF is called a set of characteristic formulas for K and
CHF ={(Dc= D): D€ DES;,Dc € DES¢}.

Definition 14. A Descriptive Classification Model based on a classification
system K and initial classification data I = (U, AU{C},VaUVg, f) is a system
DC = ( Lk, DF;, DFg, CHF).

Remark that the formulas of the language L are not data mining rules. They
only describe a syntactical form of appropriate discriminant of characteristic
rules. Formulas from Fx become rules determined by K only when they do
relate semantically to K, i.e. reflect the properties of K and in this case we say
that they are true, or true with some certainty in K. In the next section
we define the satisfaction relation |= that establishes the relationship between
formulas of the descriptive language determined by K with what K semantically
represents. We use it to define what does it mean that ”F' is true” in K, and
"F' is partially true” in K, with the the measures of truthfulness described by
granule attributes of K, and hence by a description B € DESk.

4.1 Satisfaction, Truth

Let K = (P(U),AU{C}, E,V4UVc, Vg, g) and is based on I = (U, AU{C}, V4 U
Ve, f). Let Lk = (Ak, Ek, Fk) be the description language defined by K and I.
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Definition 15. A satisfaction relation is a binary relation = P(U) x (Ex U
Fi) defined in stages, by induction over level of complexity of F € (Ex U Fk).

Step 1. Leta=veVAR4, C=c€ DESc, and S € P(U) we define
SkEa=v iff ((S,a) € dom(g) and g(S,a) =v.

Step 2. Let Do = C = ¢, we say that S |= Do iff ((S,C) € dom(g) and
g9(S,C) =c.

Step 3. We extend = to the set DES 4 as follows. For any D = D1N..ND,, €
DES4, S D iff Y(1 < i < n)(S = D).

Step 4. We extend |= to the set DFy of discriminant and characteristic for-
mulas based on I as follows. For any (D = D¢) € DFy,
SE(D=Dc),SE(Dc=D) iff SEDand S| D¢.

Denote & = DESA, UDESe and Fr = DFr UCHFj.

Definition 16. A description, or a formula F € £ U F; is satisfiable in K if
there is S, such that S = F.

5 The Model

Now we are ready to define our classification model as a particular case of the
General DM Model of definition 4.

Definition 17. A Classification Model based on a classification system K
and initial classification data I = (U, AU{C} V4 U Ve, f) is a system CM =
(SC, DC, ) for the components defined by definitions 10, 14, and definition 16,
respectively.

Let us now assume that K = G(K'), i.e. K is a result of application of any
classification operator G (algorithm). Satisfiability means that the semantics
and then syntax of the application of a classification algorithm described within
the system K can be, and are related to each other. It shows that the semantics-
syntax duality inherent to all Data Mining applications is well reflected within
our General Data Mining model GM and in the Classification Model CM in
particular.

The definitions of descriptive language (definition 11) and of satisfiability
relation (definition 15) is hence setting a standard how to define syntax for
a semantic model. As we pointed before, satisfiability of F' in K does not yet
mean that a given formula is true. In order to define the notion of "true in K”
we need to point out two properties of classifications systems. Directly from the
definition 7 we get that the following holds.

Lemma 1. For any classification system K = (P(U), AU{C}, E,VaUVe, Vi, g)
the following holds.

VS € P(U)Va € A((S,a) € dom(g) = 3(1 <n <m)3X € C,, x(5 C X)),

where C,, i is a granule class of K as in the definition 8.
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Directly from the above lemma 1 and the definition 9 we obtain the following.

Lemma 2. For any classification system K such that K = G(K') for certain
K' € K¢ and classification operator G € Gey the following holds.

VS € P(U)Va € A((S,a) € dom(g) =
= 3(1 <n< m)HC’nJ(S - CnJ U SQKCTL’])),

where C,, 1 is the object class from definitions 6 and C is an approzimate set
inclusion defined in terms of granules attributes of K.

Now we are ready to define the notion of truthfulness of formulas of Ly in K.

Definition 18. For any discriminant formula F = (D = C = ¢,) we say that
F is true in K and is a discriminant rule determined by K iff there is
SeP(U), such that S| =F and S CCyr.

Definition 19. For any discriminant formula F = (D = C = ¢,,) we say that
F is partially true in K iff there is S € P(U), such that S = F and
SCkCh 1, and Ck is an approzimate set inclusion defined in terms of granules
attributes of K.

The approximate set inclusion defined in terms of granules attributes of K is
usually represented by a formula B € DESk a formula (D = C =¢,)NB €
DFy is used instead of F'. We hence adopt the following definition.

Definition 20. For any discriminant formula F = (D = C = ¢,) N B for
B € DESk we say that F' is partially true in K and is a partially certain
discriminant rule determined by K iff there is S € P(U), such that S| F
and SCkCy 1, where C is an approrimate set inclusion defined by B € DESk.

We define, in a similar way true characteristic formulas, i.e. characteristic
rules.

Definition 21. For any characteristic formula F = (C' = Cy, = D) we say that
F is true in K and is a characteristic rule determined by K iff there is
S e P(U), such that S = F and SN C, 1 # 0.

Denote by DRy, CHR the sets of all discriminant rules (definition 18) and
characteristics rules (definition 21), respectively.
Let C, 1 be an object classification class (definition 6). We denote

(DR,1) =1{S: SE (D=C=¢,), (D=C=c,) € DR},

(CHR,1)* ={S: Sk (C=cy= D), (C=c,= D)eCHR}.

Directly from the definitions 18, 21 and lemma 2 and the definition of lower
and upper rough set approximations ([5]) we obtain the following relationship
between any classification algorithms (as expressed in our model by the classifi-
cation operator) and the Rough Set methodology.
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Theorem 1. Let SC = (U, KU, Guy, <am) be a Semantic Classification
Model (definition 10). For any G € Guy and K € K, such that K = G(K')
for some K' € K the following holds.

U(DRH,I)* = lower(Cly 1),

U(C’HRnJ)* = upper(Ch,1),

where lower(A), upper(A) are lower and upper approximations of the set A, as
defined in [5].

The meaning of the above theorem 1 expressed in "plain words” is the following.

Theorem 2 (Plain Statement of theorem 1). Let (DR, 1) be a set of dis-
criminant rules describing a class (concept) C = ¢, of the initial data base
obtained an application of a classification algorithm, as represented by classifi-
cation operator G.

The union of all sets described by these rules, i.e. sets in which the rules are
true, is the lower approximation of the class (concept) C = ¢y,.

Similar property holds for the characteristic rules; semantically they describe
the upper approximation of the class (concept) C = ¢,.

Consider now the set of discriminant formulas based on K, namely DFx =
{(D=Dc)NB: De€DESk,Dc € DESc,B € DESk}. As we said before
some of them become partially true discriminant rules generated by an applica-
tion of a classification operator G and describing a class C' = ¢,, of the initial
database I. Denote by PDR; C DFk the sets of all partially certain dis-
criminant rules (definition 20) as obtained by an application of an classification
operator G, i.e. by K = G(K'). We denote

(PDRp1)* ={S:SE(DNB=C=c¢,),(D=C=c¢,) € DR;,B € DESK}.
Directly from the definition 20 and lemma 2 and the we obtain the following.

Theorem 3. Let CM = (U, K/, Geif, =am) be a Semantic Classification
Model (definition 10). For any G € Gy and K € K, such that K = G(K')
for some K' € K the following holds.

J(PDR, 1)* = lowerk (Cn. 1),

where lower is an approzimate lower approximation defined in terms of B €
DESk and Cy.

6 Conclusions

Classification, or machine learning as they used to be called, algorithms and
methods such as Neural Networks, Bayesian Networks, Genetic Algorithms have
a long history dating early 1960ties. Then in the mid-70ties and mid-80ties came
Decision Tree Induction and Rough Sets approaches and algorithms. All these
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methods and algorithms had been developed and implemented by thousands
researches and practitioners for long before they were incorporated and extended
to the large databases and hence became a part of a field that is now called Data
Mining. The appearance and a vide spread and rapid development of the Rough
Sets methodology brought a foundational and not only algorithmic investigations
into the picture. We follow this foundational trend by proving that our extension
of the language of Rough Sets provides a common ground to any Data Mining
foundational investigations.
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Abstract. A common practice of human learning and knowledge man-
agement is to use general rules, exception rules, and exceptions to rules.
One of the crucial issues is to find a right mixture of them. For discover-
ing this type of knowledge, we consider “rule + exception”, or rule-plus-
exception, strategies. Results from psychology, expert systems, genetic
algorithms, and machine learning and data mining are summarized and
compared, and their implications to knowledge management and dis-
covery are examined. The study motivates and establishes a basis for
the design and implementation of new algorithms for the discovery of
“rule + exception” type knowledge.

1 Introduction

Many theories and algorithms have been proposed and studied extensively for
understanding and summarizing data, and discovering knowledge from data.
The spectrum ranges from classical statistical analysis, cluster analysis, and
data analysis to recent machine learning, data mining, and knowledge discov-
ery [1,18,19]. For simplicity, we use the term knowledge discovery to cover all
those approaches by highlighting their high-level shared commonalities and ig-
noring their low-level detailed differences.

From the vast amount of studies, we identify two related fundamental prob-
lems that have not received enough attention.

Problem 1: Diverse user requirements. Every user may try to make sense
of a set of data by seeing it from different angles, in different aspects, and under
different views. There exists a wide range of users with great diversity of needs.
On the other hand, there may not exist a universally applicable theory or method
to serve the needs of all users. This justifies the co-existence of many theories
and methods, and motivates the exploration of new theories and methods.
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Problem 2: Roles of knowledge discovery systems and users. The huge
volume of raw data is far beyond a user’s processing capacity. A goal of knowledge
discovery is to discover, summarize and present the information and knowledge
in the data in concise and human understandable forms. It should be realized
that, at least in the near future, the insights about the data, as well as its se-
mantics, may not be brought out by a knowledge discovery system alone. A user,
in fact, uses knowledge discovery systems as research tools to browse, explore,
understand the data, and to search for knowledge and insights from the data.

A careful examination of the two problems would provide guidelines for the
design of viable knowledge discovery systems. We need to consider a number of
fundamental issues, such as different views of the same data, different aspects of
the same data, different presentations of the same data, different interpretations
of the same data, and different types of knowledge embedded in the same data, as
well as their associated construction and discovery methods. In fact, a majority of
studies of knowledge discovery is devoted to the investigation of novel approaches
that analyze and interpret data differently.

In this paper, we take a user-centered view of knowledge discovery. It is
emphasized that the knowledge discovery problem must be related to the ways in
which the discovered knowledge is to be used by human users. More specifically,
the knowledge discovered by a system must be easily understood and organized,
and subsequently used, by a human user. Potential solutions to the problem may
be obtained by examining how human users learn and use knowledge in real world
problem solving. This motivates the study of “rule + exception”, or rule-plus-
exception, strategies, as they are commonly employed by human [5,7,21,24,27].

The main objective of the paper is to prepare the groundwork and to establish
a basis for “rule + exception” strategies for knowledge discovery. To achieve such
a goal, the rest of the paper is organized as follows. Section 2 briefly discusses
“rule + exception” strategies and their essential role in human problem solving.
Section 3 presents a review and comparison of three “rule + exception” models.
Section 4 examines applications of “rule + exception” strategies in knowledge
discovery. The emphasis of this paper is on the understanding of the problem,
rather than proposing new knowledge discovery algorithms. As future research,
we are planning to design and evaluate new or modified algorithms for knowledge
discovery based on “rule + exception” strategies.

2 “Rule + Exception” Strategies

The central idea of “rule + exception” strategies is the representation, under-
standing, and organization of knowledge at different levels of detail and accu-
racy. A higher level consists of simple, generally applicable, and almost correct
rules. They are amended by exception rules and exceptions at a lower level. That
is, the knowledge is gradually made more accurate through the introduction of
exceptions, and possibly exceptions to exceptions, and so on.

There are many reasons for the study of the “rule + exception” strategies.
First, they provide more realistic models by capturing the nature of the real
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world. Second, they are consistent with the ways in which human understands,
organizes, and utilizes knowledge. Third, they offer the economy in knowledge
representation in the sense that a smaller set of simpler rules are used. Conse-
quently, they lead to easy communication and understanding of knowledge.

Natural things and phenomena normally have exceptions. Generalizations
have exceptions, or have the status of a default when more exact information
is not available [24]. It may be impossible to have general rules without excep-
tions. An important topic of knowledge representation in artificial intelligence
is to study the notions of defaults and exceptions, in order to handle partial
knowledge and real world problems [22,24]. One uses rules to represent the main
characteristics, most common features and properties, and general, common-
sense knowledge, and uses exceptions to represent particulars and special cases.
The “rule + exception” models provide a realistic description of the real world.

In real world problem solving, we often have general rules of what we normally
do, as well as exceptions to the rules. A typical example is the grammar rules
of natural languages such as English [11]. Another example is the exception
handling in programming languages. The “rule 4+ exception” models correspond
to the cognitive style that a human expert most likely uses to organize and
represent knowledge.

The combination of rules and exceptions to rules provides a concise, eco-
nomic, and comprehensive way of knowledge representation. “Rule + exception”
strategies lead naturally to a multiple level organization of knowledge [27]. In-
stead of using a larger set of more specific rules without exceptions at the same
level, one may use a smaller set of more general rules with exceptions at higher
levels. On one hand, a general rule with less conditions is normally applicable
to more cases and easy to understand by a human user. On the other hand,
the modification by exceptions to rules at lower levels ensures that the accu-
racy of the rule is not compromised. One may move to a lower level to examine
exceptions when more accurate knowledge is needed.

3 Three “Rule + Exception” Models

The three models reviewed represent different important aspects of “rule + excep-
tion” strategies. They demonstrate the psychological plausibility, the cognitive
basis, and the economy of “rule + exception” strategies, as well as the human
adoption of these strategies in learning, knowledge management, and reasoning.

3.1 Rule-Plus-Exception Model of Human Classification Learning

The rule-plus-exception model (RULEX) was proposed by Nosofsky et al. for
modeling human classification learning [21]. The basic assumption of the model
is that people tend to form simple logical rules and memorize occasional excep-
tions to those rules when learning to classify objects [21]. The learning process
of RULEX consists of constructing a decision tree and testing for exceptions at
each node. The criterion used is that the learner only needs to memorize mini-
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mum information. The decision tree is developed on a trial-by-trial basis using
induction over examples [21].

The RULEX model is designed to investigate the psychological plausibility
of such a “rule + exception” learning strategy. It is in fact found that the model
accounts for many fundamental classification phenomena. Moreover, individuals
vary greatly in their choices of rules and exceptions to the rules, which lead to
different patterns of generalization [21].

3.2 Ripple-Down Rule Model for Knowledge Base Maintenance

Ripple-down rule model was introduced by Compton and Jansen as a tool for
the acquisition and maintenance of large rule-based knowledge base [5]. The
model explores the notions of rules and exceptions from a different point of view.
In particular, the ripple-down rule model captures the ways in which experts
perform knowledge acquisition and maintenance tasks.

The ripple-down rule model is motivated by the observation that people
deal with complex large knowledge structures by making incremental changes
within a well-defined context. The context consists of a sequence of rules whose
applications lead to an incorrect interpretation and thus require a change. The
effect of changes is therefore locally contained in such a well-defined manner [7].
In contrast to other knowledge base maintenance methods, rules in the ripple-
down rule model are never directly corrected or changed. Corrections are instead
contained in new rules which represent exceptions to the existing rules and are
added to the knowledge base. This provides another way to cope with rules and
exceptions.

Two types of exceptions can be identified: the cases with incorrect interpre-
tations or conclusions produced by the existing rules, and the cases for which
the existing rules fail to produce interpretations or conclusions [5,7]. They are
referred to, respectively, as the false positives and false negatives by some au-
thors [6,7]. We refer to them as incorrectly covered exceptions and uncovered
exceptions of the rules.

To cope with the two types of exceptions, a two-way dependency relation be-
tween rules are created. An “if-true” dependency links a rule with a set of rules
that handle its incorrectly covered exceptions, and an “if-false” dependency links
a rule with a set of rules that handle its uncovered exceptions. Each exception
rule can also have its exceptions linked by the two types of links. Through the
dependency links, ripple-down rules in fact form a different type of binary de-
cision tree. Each node in the decision tree is labeled by a rule, the left subtree
deals with incorrectly covered exceptions, and the right subtree processes un-
covered exceptions. The decision procedure is different from a standard decision
tree [7]. If the rule at the root can be applied, one must search recursively its left
subtree to see if a more specific rule can be applied. If no contradiction arrives
from its left subtree, the conclusion of the root is used, otherwise, the conclu-
sion from the left subtree is used. If the rule at the root can not be applied,
one searches for the right subtree. The conclusion is given by the last successful
rule.
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3.3 Default Hierarchy of Classifiers in Genetic Algorithms

The ideas of “rule + exception” have been investigated in classifier systems, a
machine learning model investigated in genetic algorithms [8,10]. By considering
general rules (classifiers) as defaults and specific rules as exceptions, the multi-
level layout of rules forms a default hierarchy.

A classifier system consists of a set of classifiers, a message list, an input
interface and an output interface [10]. A classifier is a string rule made up by
a condition and an action. At any given point of time, if the condition part of
a classifier is satisfied by a message in the message list, the classifier is fired
and its action part specifies a message to be placed on the message list. A set of
classifiers can be organized into a default hierarchy, ordered by their generalities.

The default hierarchy offers an alternative way to represent “rule + excep-
tion” type knowledge. In some sense, a default hierarchy is related to a ripple-
down rule, if only the uncovered exceptions are considered in the latter. With
a default hierarchy, the number of rules needed is smaller than the number of
rules in a perfect rule set [8]. This achieves the goal of economy of defaults and
exceptions [10]. Moreover, rules, when being organized into default hierarchies
and operating in parallel, can be used to build mental models [10]. The classifier
systems are concrete examples of such mental models.

4 “Rule + Exception” Strategies in Knowledge Discovery

This section first reviews the “rule + exception” strategies for knowledge discov-
ery derived from the applications of the principles and ideas of the three models,
and then briefly summarizes related studies.

4.1 Applications of the Three Models

Application of RULEX model. The findings from the RULEX model have
significant implications for knowledge discovery. First, human classification
learning involves forming simple rules and memorizing occasional exceptions,
which is natural, economic, and comprehensive. Accordingly, knowledge discov-
ery systems should explore the “rule 4+ exception” type knowledge. Second, indi-
viduals vary greatly when forming rules and exceptions. Each piece of resulting
“rule + exception” knowledge may reveal a particular aspect of the data. There-
fore, knowledge discovery algorithms need to deal with different combinations of
rules and exceptions.

Based on the RULEX model, Wang et al. proposed an algorithm to discover
rules and exceptions using the theory of rough sets [27,31]. The algorithm first
selects a set of attributes in order to construct a set of rules. The set of attributes
induces a boundary region for which certain, i.e., 100% correct, rules do not
exist. The algorithm then attempts to describe the boundary region by using
rule and exception pairs. With the two types of control, namely, the selection
of attribute sets, and the selection of rule and exception pairs, the algorithm is
able to produce a multi-level summarization of data [27].
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In order to choose a suitable set of attributes, user preference of attributes is
used. The principle for the selection of rule and exception pairs is consistent with
the RULEX model. The rules should be chosen in a way so that their exceptions
are minimum.

In knowledge discovery, one may consider two types of rules [28]. The low
order rules focus on the knowledge about a single object. Classification rules and
association rules are examples of low order rules. Such a rule typically involves the
determination of the class of an object, or its value on a different set of attributes,
based on its value on a set of attributes. The high order rules focus on the
knowledge about a pair of objects. Instance functional dependency in database
is a typical example of high order rules. An instance functional dependency states
that if two objects have the same value on one set of attributes, they have the
same value on another set of attributes [2].

The method proposed by Wang et al. discovers low order rules with excep-
tions. A method for discovering high order rules with exceptions was introduced
by Berzal et al. [2]. The notion of partial instance functional dependency is intro-
duced. A partial instance functional dependency can be precisely presented by
a pair of full instance functional dependency and a set of exceptions. An excep-
tion is a tuple that breaks the instance functional dependency. The criterion for
finding a set of exceptions is similar to the RULEX model, namely, the number
of exceptions must be minimum.

Application of ripple-down rule model. There are several advantages of the
ripple-down rule model. It provides a systematic way to represent and organize
the “rule + exception” type knowledge. Its binary decision tree representation
is not only easy to understand, but also codes the context in which exceptions
occur. Moreover, the construction of the decision tree is seamlessly tied together
with the knowledge updating process. Those salient features make the model a
good candidate for knowledge discovery. In fact, the model can be easily adopted
for knowledge discovery [7,29].

Gaines and Compton applied a machine learning algorithm, called Induct,
for the induction of ripple-down rules [7]. The Induct algorithm is an extension
of Cendrowka’s PRISM algorithm [4], which applies naturally to the discovery of
ripple-down rules. The experiments show that ripple-down rules are much easier
to understand and are in very economic forms, namely, the number of rules and
the number of attributes in each rule are smaller than rules obtained using other
machine learning algorithms.

Application of default hierarchy. The notion of default hierarchies can be
discussed in a wide context, in connection to default reasoning [23]. General
rules represent general conditions and produce certain default expectations. More
specific rules cover exceptions. The default expectation derived from general
rules can be overridden by more specific rules, representing the exceptions to the
default expectations. The result can be overridden again by even more specific
rules.
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Mollestad and Skowron proposed a framework for mining default rules based
on the theory of rough sets [20]. They suggested that a default rule may be
constructed to account for the normal situation, and further exception rules
can be constructed when more specific knowledge becomes available. The rules
discovered by their method may be organized into simple default hierarchies.

4.2 Additional Studies on “Rule + Exception” Strategies

Suzuki introduced the notion of exception rules [25,26]. An exception rule is
associated with a general association rule as the modification of the latter. Rule
and exception rule pairs present “rule 4+ exception” type knowledge. It is related
to the formulation of Wang et al. for mining rule and exception pairs [27,31], and
the formulation of default rule and exception pairs by Mollestad and Skowron
for mining default rules [20].

Li suggested building classification trees with exception annotations [15]. In
the decision tree construction process, a node is checked to see if it needs excep-
tion annotation. A node is deemed exceptional if one particular class is dominant.
That is, the dominant class may be viewed as the decision of the current node,
and the instances of other classes as exceptions. The result is a concise decision
tree, although may not be very accurate. Exception rules are mined from these
exception nodes. Li’s method therefore provides another way for implementing
the “rule + exception” strategy, based on a modification of classical decision tree
construction methods.

Liu et al. proposed to use general rules and exceptions, called GE patterns,
as intuitive representation of a decision tree [16,17]. A general rule may have
none or a list of exceptions, which in turn may have further exceptions. The
GE patterns are obtained by post-processing a decision tree generated by a tree
induction algorithm. A decision tree is transformed into a much more concise
GE tree. The GE tree shares some common features with ripple-down rules, in
terms of knowledge representation and reasoning method.

Although both methods of Li and Liu et al. involve the adoption of classical
decision tree learning, there is a subtle and important difference. The annotation
operation is performed during the construction of the decision tree. This allows
us to consider explicitly the “rule + exception” strategies in the learning process.
In contrast, an GE tree is the result of post-processing a decision tree, without
considering the “rule + exception” strategies in the tree construction stage. It is
desirable for a tree induction algorithm to use a heuristic that is directly linked
to the “rule 4+ exception” strategy.

The topic of subgroup discovery is related to the “rule + exception” strate-
gies [14]. One of the criteria discussed by Lavraé¢ et al. for subgroup discovery
is consistent with the “rule + exception” strategies [14]. Instead of requiring the
rule to be as accurate as possible, new heuristics for subgroup discovery aim
at finding “best” subgroups in terms of rule coverage. Consequently, such a rule
may introduce exceptions. The trade-off of generality and accuracy of the rule
reflects the basic principle of “rule + exception” strategies.
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4.3 Discussion

The investigations of “rule 4+ exception” are related to, and different from, the
outlier analysis and peculiarity-oriented data mining [13,30]. In many classical
outlier analysis methods, outliers or exceptions are treated as noise due to human
or measurement error, which are to be removed. It is recently realized in data
mining that exceptional instances are in fact true descriptions of the real world.
It is therefore necessary to identify and examine such exceptional and peculiar
cases [9,13,30,31].

The “rule + exception” strategies deal with a new type of knowledge. There
exist two types of exceptions to a rule, the incorrectly covered exceptions and
uncovered exceptions. The presentation of exceptions in a well-constructed con-
text may provide more insights into the understanding of general knowledge and
its exceptions. While rules and exception rules cover subsets of instances, excep-
tions are instances. The rules, exceptions rules, and exceptions can be organized
into a multi-level structure, which provides a multi-level view of the data.

Algorithms for discovering “rule + exception” typ knowledge must use new
heuristics. In contrast to a standard criterion that emphasizes the accuracy of
discovered rules, “rule + exception” strategies aim at easy understandable, ap-
proximate rules. The new heuristics can be characterized by softened criteria
discussed by Kacprzyk and Szkatula for inductive machine learning [12]. The
partial completeness criterion requires that the rules must correctly describe
most of the positive examples. The partial consistency criterion requires that
the rules must describe almost none of the negative examples [12]. Obviously,
such criteria implement the principles of RULEX model.

For a given set of data, there exist different combinations of rules, exception
rules and exceptions. Each of them leads to a different view of data or a different
knowledge structure. A commonly accepted criterion is related to the economy
of knowledge representation, namely, the rules must be as simple as possible,
and at the same time, the number of exceptions must be as small as possible.

Algorithms for the discovery of “rule + exception” type knowledge can be
obtained by adopting existing algorithms with explicit consideration of “rule 4
exception” strategies. Currently, we are in the process of designing and evaluating
algorithms based on existing algorithms, such as PRISM [4], Induct [6,7], and
ART [3]. The results of learning are expressed as a binary decision tree, in the
same way ripple-down rules are represented. An initial study of these algorithms
suggests that the “rule 4+ exception” strategies can be easily incorporated.

5 Conclusion

“Rule 4 exception” strategies lead to a concise and comprehensive way of knowl-
edge representation. They have been explored either explicitly or implicitly in
many fields. Knowledge discovery needs to consider such strategies.

In contrast to algorithm-centered approaches, this paper focuses more on the
conceptual understanding of “rule + exception” strategies. As a first step, we
argue for the study of such strategies and review existing studies. Although the
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underlying idea of “rule + exception” is easy to understand or elementary, its
significance should not be overlooked. The view, provided by the “rule + ex-
ception” strategies, offers new opportunities for knowledge discovery. By pooling
together scattered research efforts in many fields, it is hoped that a new research
topic can be emerged and receive its due attention.

There are advantages of the “rule + exception” strategies. They are related
to the ways in which human learning and organize knowledge. The use of “rule 4
exception” leads to understandability and economy in knowledge representation.
This provides not only insights into the problem itself, but also guidelines for
the design of actual algorithms. Existing algorithms can be easily adopted to
discover “rule + exception” type knowledge.

The conceptual investigation of the paper establishes a solid basis for the
further study of rules, exception rules, and exceptions in knowledge discovery.
With respect to the “rule + exception” strategies, it is necessary to modify ex-
isting algorithms, design new algorithms, as well as to test these algorithms on
real world data.
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Abstract. In this paper, we suggest to exploit the framework of rough
set for detecting outliers — individuals who behave in an unexpected way
or feature abnormal properties. The ability to locate outliers can help to
maintain knowledge base integrity and to single out irregular individu-
als. First, we formally define the notions of exceptional set and minimal
exceptional set. We then analyze some special cases of exceptional set
and minimal exceptional set. Finally, we introduce a new definition for
outliers as well as the definition of exceptional degree. Through calculat-
ing the exceptional degree for each object in minimal exceptional sets,
we can find out all outliers in a given dataset.

1 Introduction

Rough set theory introduced by Z. Pawlak [1,2,3], is as an extension of set theory
for the study of intelligent systems characterized by insufficient and incomplete
information. It is motivated by the practical needs in classification and concept
formation. The rough set philosophy is based on the assumption that with every
objects of the universe there is associated a certain amount of information (data,
knowledge), expressed by means of some attributes used for object description.
Objects having the same description are indiscernible (similar) with respect to
the available information. In recent years, there has been a fast growing interest
in this theory. The successful applications of the rough set model in a variety of
problems have amply demonstrated its usefulness and versatility.

In this paper, we suggest a somewhat different usage of rough set. The basic
idea is as follows. For any subset X of the universe and any equivalence rela-
tion on the universe, the difference between the upper and lower approximations
constitutes the boundary region of the rough set, whose elements can not be
characterized with certainty as belonging or not to X, using the available infor-
mation (equivalence relation). The information about objects from the boundary

* This work is supported by the National NSF of China (60273019 and 60073017), the
National 973 Project of China (G1999032701), Ministry of Science and Technology
(2001CCA03000) and the National Laboratory of Software Development Environ-
ment.
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region is, therefore, inconsistent or ambiguous. When given a set of equivalence
relations (available information), if an object in X always lies in the boundary re-
gion with respect to every equivalence relation, then we may consider this object
as not behaving normally according to the given knowledge (set of equivalence
relations) at hand. We call such objects outliers. An outlier in X is an element
that always can not be characterized with certainty as belonging or not to X,
using the given knowledge.

Recently, the detection of outlier (exception) has gained considerable interest
in KDD. Outliers exist extensively in real world, and they are generated from dif-
ferent sources: a heavily tailed distribution or errors in inputting the data. While
there is no single, generally accepted, formal definition of an outlier, Hawkins’
definition captures the spirit: “an outlier is an observation that deviates so much
from other observations as to arouse suspicions that it was generated by a dif-
ferent mechanism” [4]. Finding outliers is important in different applications,
such as credit fraud detection and network intrusion detection. Outlier detection
has a long history in statistics [4, 5], but has largely focused on univariate data
with a known distribution. These two limitations have restricted the ability to
apply these types of methods to large real-world databases which typically have
many different fields and have no easy way of characterizing the multivariate
distribution of examples. Other researchers, beginning with the work by Knorr
and Ng [6,7,8], have taken a non-parametric approach and proposed using an ex-
ample’s distance to its nearest neighbors as a measure of unusualness [9,10,11].
Eskin et al. [12], and Lane and Brodley [13] applied distance-based outliers to
detecting computer intrusions from audit data. Although distance is an effec-
tive non-parametric approach to detect outliers, the drawback is the amount
of computation time required. Straightforward algorithms, such as those based
on nested loops, typically require O(N?) distance computations. This quadratic
scaling means that it will be very difficult to mine outliers as we tackle increas-
ingly larger datasets.

In this paper, we formally state the ideas briefly sketched above within the con-
text of Pawlak’s rough set theory. Our goal is to develop a new way for outlier de-
finition and outlier detection. The remainder of this paper is organized as follows.
In the next section, we present some preliminaries of rough set theory that are rele-
vant to this paper. In Section 3, we give formal definitions of concepts of exceptional
set and minimal exceptional set, and discuss basic properties about them. In Sec-
tion 4, we analyze some special cases of exceptional set and minimal exceptional
set. Section 5 introduces a new definition for outliers along with the definitions of
exceptional degree (degree of outlier-ness). Conclusions are given in Section 6.

2 Preliminaries

Let U denote a finite and nonempty set called the universe, and 8 C U x U denote
an equivalence relation on U. The pair apr = (U, 0) is called an approximation
space. The equivalence relation 6 partitions the set U into disjoint subsets. Such
a partition of the universe is denoted by U/# . If two elements z,y in U belong
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to the same equivalence class, we say that x and y are indistinguishable. The
equivalence classes of f and the empty set () are called the elementary or atomic
sets in the approximation space.

Given an arbitrary set X C U, it may be impossible to describe X precisely
using the equivalence classes of . In this case, one may characterize X by a pair
of lower and upper approximations:

Xo=Uflzlo : [zlo € X},
Xo=Ulalo : [xlo 0 X # 0},

where [z]p = {y | 20y} is the equivalence class containing x. The pair (X, Xj) is
called the rough set with respect to X. The lower approximation X, is the union
of all the elementary sets which are subsets of X, and the upper approximation
X is the union of all the elementary sets which have a nonempty intersection
with X. An element in the lower approximation necessarily belongs to X, while
an element in the upper approximation possibly belongs to X.

3 Exceptional Set and Minimal Exceptional Set

In contrast to current methods for outlier detection, we will take a two step
strategy. First, we find out all exceptional sets and minimal exceptional sets in
a given dataset X. Second, we detect all outliers in X from minimal exceptional
sets of X. Here we assume that all outliers in X must belong to some minimal
exceptional set of X. That is, if an object in X doesn’t belong to any minimal
exceptional set of X, then we can conclude that it is not an outlier of X. What
we need to do is to judge whether an object from a minimal exceptional set is
an outlier of X.

In the rest of this paper, given a finite and nonempty universe U, we will
not only consider one equivalence relation on U at one time, but also consider
an amount of equivalence relations on U simultaneously, which denoted by set
R ={ry,re,...,Tm}. First, we give the definition of exceptional set.

Definition 1 [Exceptional Set]. Given an arbitrary set X C U, and a set
R = {r1,ra,...,rm} of equivalence relations on U. Let e C X be a subset of X.
If for every equivalence relation r; € R, e N BiX #0,i=1,2,..,m, then e is
called an exceptional set of X with respect to R, where BiX =BN;(X)NnX =
X — X, #0. X; and X; are respectively the lower approximation and the upper
approximation of X with respect to r;. BN;(X) = X; —X, is called the boundary
of X with respect to r;.

We call BiX the inner boundary of X with respect to r;. When X is clear
from the context, we simply use B; to denote BiX .

m
If an exceptional set e C J BiX , then e is called a type 1 exceptional set,
i=1
else e is called a type 2 exceptional set.
In order to define the concept of minimal exceptional set, we give the following

two definitions first.
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Definition 2. Given an arbitrary set X C U, and a set R = {ry,ra,...,7m} of
equivalence relations on U. Let e C X be an exceptional set of X with respect
to R. For any = € e, if e — {x} is also an exceptional set of X with respect to R,
then the element x is called dispensable in the set e with respect to R, otherwise
x is indispensable.

Definition 3. Let ¢ C X be an exceptional set of X with respect to R. If all
the elements of e are indispensable in e with respect to R, then exceptional set
e is called independent with respect to R, otherwise e is dependent.

Now we can define minimal exceptional set as an exceptional set which is
independent with respect to the corresponding set R of equivalence relations.

Definition 4 [Minimal Exceptional Set]. Let ¢ C X be an exceptional set
of X with respect to R. If f = e —¢’(¢/ C e) is an independent exceptional set
of X with respect to R, then f is called a minimal exceptional set of X with
respect to R in e . We use Min(e) to denote the set of all minimal exceptional
sets of X with respect to R in e.

It is not difficult to prove that the exceptional set and minimal exceptional
set have the following basic properties.

Proposition 1. Given an arbitrary set X C U, and a set R = {r1,r2,..., "} of
equivalence relations on U. If e C X is an exceptional set of X with respect to
R, then there exists at least one minimal exceptional set f in e.

Proposition 2. Given an arbitrary set X C U, and a set R = {ry,ra, ..., 7m } of
equivalence relations on U. If e C X is an exceptional set of X with respect to
R and f is a minimal exceptional set in e, then

(i) f Ce
m
(ii) f € U Bi, where B; denotes the inner boundary of X with respect to

=1
equivalence relation r;, i = 1,2, ..., m.

Proposition 3. Let E be the set of all exceptional sets of X with respect to R
and F be the set of all minimal exceptional sets of X with respect to R, denoted

by F = |J Min(e) , where Min(e) is the set of all minimal exceptional sets
ecE
in e. Then

(i) F C E;

(ii) For any e, e’ C X, if ¢ € E and e C e/¢nthen ¢’ € F;

(iii) For any e,e’ C X, if ¢/ ¢ E and e C ¢/, then e ¢ F;

(iv) For any e € E, e # (), that is, exceptional set can not be empty;

(v) For any e,e’ € E, if e C €', then all minimal exceptional sets in e are
also minimal exceptional sets in €.

Proposition 4. If E is the set of all exceptional sets of X with respect to R
and F is the set of all minimal exceptional sets of X with respect to R, then
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(i) For any e1,e3 € E, ey Ueg € E;
(ii) For any e, es € F, if €1 # ea, then e; Neg ¢ E.

Proof.

(i) Given any ej,es € E, for every 1 <1i < m, e;NB; # 0 and e;N B; # (), where
B; denotes the inner boundary of X with respect to equivalence relation r;.
Therefore for every 1 <i <m, (e;Uea) N B; = (e N B;) U (eaN B;) # 0. So
e1 Ues is an exceptional set of X with respect to R by Definition 1, that is,
etUes € E;

(ii) (Proof by contradiction) Assume that e; Nea € E. Since e; # €2, 1 Ney C
e1 and e; Ney C eg. Therefore e; — (eq Neg) # 0, that is, there exists a
x € (e1 — (e1 Neg)). Furthermore, ey € FF C F and ey Ney € E. So z is
dispensable in the set e; with respect to R, e; is dependent with respect to
R, that is, e; is not a minimal exceptional set of X with respect to R. This
contradicts with the condition e; € F. So if e; # eg, then ey Nexs ¢ E. O

Proposition 5. Given an arbitrary set X C U, and a set R = {ry,ra, ..., 7m } of
equivalence relations on U. Let F' be the set of all minimal exceptional sets of X
with respect to R and B = {By, Ba, ..., By, } be the set of all inner boundaries
of X with respect to each equivalence relations in R. The union of all minimal

exceptional sets in F' equals to the union of all inner boundaries in B, that is,
m

Uf:UBi~

feF i=1

4 Some Special Cases

From above we can see, mostly, we get an amount of exceptional sets and minimal
exceptional sets from a given X and R. In order to detect all outliers in X from
these minimal exceptional sets, it is necessary to investigate some special cases
of them first.

At first, we define a concept of boundary degree.

Definition 5 [Boundary Degree]. Given an arbitrary set X C U, and a set
R = {r1,r2, ..., m} of equivalence relations on U. Let B = {Bjy, Ba, ..., By, } be
the set of all inner boundaries of X with respect to each equivalence relations
in R. For every object € X, the number of different inner boundaries which
contain z is called the boundary degree of , denoted by Degree B(x).

Then, we can consider a special kind of minimal exceptional set which con-
tains the least elements with respect to other minimal exceptional sets. We define
it as the shortest minimal exceptional set.

Definition 6 [The Shortest Minimal Exceptional Set]. Given an arbitrary
set X C U, and a set R = {ry,7a,...,mm} of equivalence relations on U. Let F'
be the set of all minimal exceptional sets of X with respect to R. If there exists
a minimal exceptional set f’ € F such that for any f € F, |f'| < |f|, where
|p| denotes the cardinal number of p. Then f’ is called the shortest minimal
exceptional set of X with respect to R.
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Next, we give an algorithm which can find out the shortest minimal excep-
tional set of X with respect to R.

Algorithm 1. Find out the shortest minimal exceptional set of X with respect
to R.

Input: Inner boundaries set B = {B1, Ba, ..., By}

Output: The shortest minimal exceptional set f’

(1) f'=0 // Initialize f’ as an empty set;

(2)  While (B#0 ) do{

(3) Foreach B; € B

(4) For each z € B;

(5) Compute the boundary degree of x  // Degree B(z);

(6) Find an element y which has the biggest boundary degree in all B; € B

(if there exist more than one such elements, Select one randomly);

(M f=ru{ykh

(8) Delete all the inner boundaries which contain y from B;

9) '}

(10)  Return f’.

We can also define two special kinds of exceptional set—the greatest excep-
tional set and the least exceptional set.

Definition 7 [The Greatest Exceptional Set]. Given an arbitrary set X C
U, and a set R = {ry,r2,...,7m} of equivalence relations on U. If E is the set
of all exceptional sets of X with respect to R, then the union of all elements
in F is called the greatest exceptional set of X with respect to R, denoted by
GESr(X)= U e
eclE
Proposition 6. The greatest exceptional set of X with respect to R is unique
and equals to X itself, that is, |J e = X.
eclE

Definition 8 [The Least Exceptional Set]. Given an arbitrary set X C U,
and a set R = {ry, 72, ..., m } of equivalence relations on U. Let E be the set of all
exceptional sets of X with respect to R. If there exists a set [ € FE such that for
any e € E, [ C e. Then [ is called the least exceptional set of X with respect to R.

Proposition 7. Let E be the set of all exceptional sets of X with respect to R
and F' be the set of all minimal exceptional sets of X with respect to R. If [ is
the least exceptional set of X with respect to R, then

(i) I is also a minimal exceptional set of X, that is, I € F;

(ii) ! is not empty and unique;

(iii) ! equals to the intersection of all the elements in F, denoted by I = [ e.

ecE
Since the least exceptional set is the intersection of all exceptional sets. But

the intersection of all exceptional sets may be empty. So when do we have the
least exceptional set? The next proposition gives an answer.
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Proposition 8. Let E be the set of all exceptional sets of X with respect to
R, and F be the set of all minimal exceptional sets of X with respect to R. If
and only if there is only one element in F', the least exceptional set of X with
respect to R exists, and the only element in F' just is the least exceptional set.

5 Defining Outliers

Most current methods for outlier detection give a binary classification of objects
(data points): is or is not an outlier. In real life, it is not so simple. For many
scenarios, it is more meaningful to assign to each object a degree of being an
outlier. Therefore, M. M. Breunig proposed a method for identifying density-
based local outliers [14]. He defines a local outlier factor (LOF) that indicates
the degree of outlier-ness of an object using only the object’s neighborhood. The
outlier factor of object p captures the degree to which we call p an outlier.
We define two types of exceptional degree respectively for object and set.

Definition 9 [Exceptional Degree of Object]. Given an arbitrary set X C U,
and a set R = {ry,re,...,mn} of equivalence relations on U. Let B = {Bj,
Bs, ..., Bp,} be the set of all inner boundaries of X with respect to each equiva-
lence relations in R. For any object € X, the cardinal number of set B (equals
to m) divided by the boundary degree of z (namely Degree B(z)) is called

the exceptional degree of x with respect to R, denoted by ED Object(x) =
Degree B(x)

Olr)I\l/iously, 0 < ED Object(z) < 1.

When we have worked out the exceptional degree for all objects in minimal
exceptional sets of X, it is not difficult to find out all outliers in X with respect
to R. We can assume that all the objects in minimal exceptional sets whose
exceptional degree is greater than a given threshold value are outliers. And the
other objects in minimal exceptional sets are not outliers.

Definition 10 [Outlier]. Given an arbitrary set X C U, and a set R =
{r1,72,...,rm} of equivalence relations on U. Let F be the set of all mini-

mal exceptional sets of X with respect to R. For any object 0 € |J f , if
feF
ED Object(o) > p then object o is called an outlier in X with respect to R,

where p is a given threshold value.

Definition 11 [Exceptional Degree of Set]. Given an arbitrary set X C U,
and a set R = {ry,ra, ..., m} of equivalence relations on U. For any set Y C X,
the sum on the exceptional degree of all objects in Y divided by the cardinal

number of Y is called the exceptional degree of set Y, denoted by ED Set(Y) =

> ED Object(y)
yey
Y| :
Obviously, 0 < ED Set(Y) < 1.
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Proposition 9. Given an arbitrary set X C U, and a set R = {r1,72,...,"m}

of equivalence relations on U. Let B = {By, Ba, ..., B} be the set of all inner
m

boundaries of X with respect to each equivalence relations in R. If (| B; # 0

i=1

m
then ED Set(() B;) = 1.
=1

1=

Proof.

m m
Since [ B; # 0 , there exists an x € () B;, that is, for every B; € B,
i=1 i=1

m
x € B;, where i = 1,2,...,m. Therefore for any y € (| B;, Degree B(y) = m
i=1

m >~ ED Object(y)
and ED Object(y) = 1. Let Y = () B; , then ED Set(Y) = "< _
i=1

Y1
>t m
"y| =1.8S0 ED Set( B;) = 1. O

i=1
6 Conclusion

Finding outliers is an important task for many KDD applications. In this paper,
we present a new method for outlier defining and outlier detection. The method
exploits the framework of rough set for detecting outliers. The main idea is that
objects in boundary region have more likelihood of being an outlier than objects
in lower approximations.

There are two directions for ongoing work. The first one is to analyze the
complexity of our method. The second one is to make a comparison between our
method and other outlier detection methods.

References

1. Pawlak, Z.: “Rough sets”, International Journal of Computer and Information Sci-
ences, 11 (1982) 341-356

2. Pawlak, Z.: Rough sets: Theoretical Aspects of Reasoning about Data, (Kluwer
Academic Publishers, Dordrecht,1991)

3. Pawlak, Z., Grzymala-Busse, J.W., Slowinski, R., and Ziarko, W.: “Rough sets”,
Comm. ACM, 38 (1995) 89-95

4. Hawkins, D.: Identifications of Outliers, (Chapman and Hall, London, 1980)

5. Barnett, V., and Lewis, T.: Outliers in Statistical Data, (John Wiley & Sons, 1994)

6. Knorr, E.; and Ng, R.: “A Unified Notion of Outliers: Properties and Computation”,
Proc. of the Int. Conf. on Knowledge Discovery and Data Mining, (1997) 219-222

7. Knorr, E.; and Ng, R.: “Algorithms for Mining Distance-based Outliers in Large
Datasets”, VLDB Conference Proceedings, (1998)

8. Knorr, E., and Ng, R.: “Finding intensional knowledge of distance-based outliers”.
In Proc. of the 25th VLDB Conf., (1999)

9. Angiulli, F., and Pizzuti, C.: “Fast outlier detection in high dimensional spaces”, In
Proc. of the Sixth European Conf. on the Principles of Data Mining and Knowledge
Discovery, (2002) 15-226



10.

11.

12.

13.

14.

Outlier Detection Using Rough Set Theory 87

Ramaswamy, S., Rastogi, R., and Shim, K.: “Efficient algorithms for mining outliers
from large datasets”. In Proc. of the ACM SIGMOD Conf., (2000)

Knorr, E.; Ng, R. and Tucakov, V.: “Distance-based outliers: algorithms and ap-
plications”, VLDB Journal: Very Large Databases, 8(3-4) (2000) 237-253

Eskin, E., Arnold, A., Prerau, M., Portnoy, L., and Stolfo, S.: “A geometric frame-
work for unsupervised anomaly detection: Detecting intrusions in unlabeled data”,
In Data Mining for Security Applications, (2002)

Lane, T., and Brodley, C.E.: “Temporal sequence learning and data reduction for
anomaly detection”, ACM Transactions on Information and System Security, 2(3)
(1999) 295-331

Breunig, M.M., Kriegel, H.P., Ng, R.T., and Sander, J.: “LOF: Identifying density-
based local outliers”, In Proc. ACM SIGMOD Conf., (2000) 93-104



Reverse Prediction

Julia Johnson and Patrick Campeau

Department of Mathematics and Computer Science,
Laurentian University,
Sudbury, Ontario P3E 2C6, Canada
{julia, pcampeau}@cs.laurentian.ca

Abstract. Rough set reverse method enables prediction of the best val-
ues for condition attributes given values for the decision attributes. Re-
verse prediction is required for many problems that do not lend them-
selves to being solved by the traditional rough sets forward prediction.
The RS1 algorithm has been rewritten using better notation and style
and generalized to provide reverse prediction. Rough Set Reverse Pre-
diction Algorithm was implemented and evaluated on its ability to make
inferences on large data sets in a dynamic problem domain.

1 Introduction

In the traditional rough set forward prediction process, given attribute values
for each condition attribute, the decision attribute can be predicted following
the decision rules. In this research, we do the opposite. Given a value for the
decision attribute, decision rules are followed by which the attribute value for
each condition attribute that best implies the decision attribute can be predicted.
The two scenarios are illustrated as follows:

Forward Prediction: C4[given], Ca[given], ..., Cy[given] — D[predict]. Given
attribute values for each condition attribute, a value for the decision attribute
is predicted.

Reverse Prediction: D[given] « C|[predict], Cy[predict],...... , Cp [predict].
Given a value for the decision attribute, we predict the attribute value for each
condition attribute that best implies the value of the decision attribute.

Reverse prediction is required for many problems that do not lend themselves
to being solved by a forward prediction method. For example, for Internet busi-
ness applications, we know the decision attribute (we want most customers to
be satisfied) and we want to find the condition attributes (characteristics of the
product) that would lead to most customers being satisfied.

We develop a new rough set algorithm, the Rough Set Reverse Predicting
Algorithm (RSRPA) which takes as input a decision table and the decision (e.g.,
most people satisfied) that we aim for. Output is a set of the predicted best
condition attribute values (soft values, e.g., low, high, instead of numeric values)
required to achieve that aim.

D. Slezak et al. (Eds.): RSFDGrC 2005, LNAI 3642, pp. 88-97, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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2 Related Work

In this section, we review rough set software systems to contrast with our own
that implements many of the same features but with addition of reverse pre-
diction. We review uncertain reasoning using a different approach than a rough
set one. We chose Bayesian reasoning for comparison. The relationship of Rough
Sets to the Bayesian approach is a well researched topic in itself. We review
results relevant to the notion of reverse prediction and suggest how the reverse
prediction method relates.

2.1 Rough Set Software Systems

The commercially available Windows based ROSETTA system [9] provides a
complete software environment for rough set operations. The RS1 algorithm is
central to most rough set engines including ROSETTA since Wong and Ziarko
developed the algorithm in the mid eighties. RS1 synthesizes decision rules from
an information table. ROSETTA generates if-then rules also providing validation
and analysis of the rules. Additionally, an unsupervised mode of operation is
supported which finds general patterns in data.

ROSETTA has been put to use recently in the area of medical biology [7].
Microarray technology generates vast amounts of data in the process of mea-
suring the behavior of thousands of genes simultaneously. Supervised learning is
being studied for selecting genes that discriminate between tumor subtypes.

The Rough Set Exploration System (RSES) is software for data analysis and
classification, free for non-commercial use [1]. It has been put to use, for example,
for analysis of data from a real medical project STULONG [8] which concerns a
twenty year longitudinal study of the risk factors of atherosclerosis.

2.2 Uncertain Reasoning Within a Bayesian Approach

Explicit management of uncertainty based on probability theory has been used
for neurophysiological problems [13,14] requiring the analysis of vast amounts of
data generated by dynamic brain imaging techniques. The foundation for this
work is Bayes’ theorem whose central insight is that a hypothesis is confirmed
by any body of data that its truth renders probable [4]. The neurophysiological
work involves a fundamental problem known as the source separation problem.

The source separation problem is one of inductive inference where insufficient
information must be used to infer the most probable solution. There are multiple
signal sources recorded by multiple detectors. Each detector records a mixture
of the original signals. The goal is to recover estimates of the original signals. In
what is called the forward problem one knows the regions of activity or sources in
the brain, and the objective is to calculate the magnetic fields on the surface of
the head. In the inverse problem, from the magnetic fields one must calculate the
locations and orientations of the sources. Knuth states that ”inverse problems
are notoriously more difficult to solve than forward problems.” [6]

Consider Bayes’ theorem as a natural starting point for solving either an
inductive or deductive inference problem.
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Prodel,1(data) Pr(model)

Pigta,1(model) = Py (data)

where model describes the model or model parameters used to describe the
physical situation, data represents any data or new information obtained in an
experiment, and I denotes any additional prior information one may have about
the problem.

The probability on the left hand side of the equation is called the posterior
probability. It describes the degree to which one believes the model accurately
describes the physical situation given the data and all prior knowledge. The
second probability in the numerator is the prior probability. It describes one’s
prior knowledge regarding the probability that the model adequately describes
the physical situation of interest. (adapted from [6])

Before being applied to a forward source separation problem, the theorem
must be recast to a more useful form by modeling the physical situation using
mixed signals and original source waveforms, and by accounting for amplitude
of the source signals and signal propagation in the prior probability. In the end
we have a derivation within a Bayesian framework of a pre-existing algorithm
for source separation expressed as a forward problem.

2.3 Reverse Prediction in Relation to Bayesian Methodology

Extensive work has been done to understand the relationship between rough sets
and Bayesian reasoning [3,11,12]. The certainty and coverage associated with a
decision rule have been shown to satisfy BayesS theorem. This result makes way
for the use of BayesS theorem to discover patterns in data without referring to
prior and posterior probabilities. That leaves the first probability in the numer-
ator Ppoder,1(data) the likelihood, that describes how well the model can predict
the data, and evidence P;(data) in the denominator that describes the predicting
power of the data. There is a form of Bayes theorem that is particularly useful
for inferring causes from their effects. Pawlak uses this theorem (with probability
concepts coverage and certainty factored out) for providing a way of explaining
decisions by deductive inference [10,11].

There is generally a difficult issue with inverse problems (e.g., from the mag-
netic fields one must calculate the locations and orientations of the sources).
“The only hope is that there is additional information available that can be
used to constrain the infinite set of possible solutions to a single unique solu-
tion. This is where Bayesian statistics will be useful.” [6] It may well be pos-
sible to derive the reverse prediction algorithm within a Bayesian framework
(as was Rough Bayesian Model derived for Rough Set model [16]). If so, re-
verse prediction would be formulated as a forward problem, not an inverse prob-
lem.

Although we cannot be certain given the proprietary nature of the product, it
appears from the literature that rules predicting causes from effects in the nature
of learning Bayesian networks from data is not supported in ROSETTA. Neither
does it appear that the modest generalization of RS1 developed here in which we
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consider any subset of attributes of the decision table to be the decision attribute,
has been incorporated in ROSETTA. However, the unsupervised learning of
which ROSETTA is capable may be related to rough set reverse prediction.
Deductive rules derived within a Bayesian framework for explaining decisions in
RSES are expected shortly.

3 Rough Set Algorithms

Rough set algorithms generate a set of decision rules that model all concepts
in a decision table. This set is only a subset of all possible decision rules. The
algorithms attempt to model a given concept by using the least rules possible.
For each concept, if possible, only deterministic rules are generated to explain
the concept. If the attributes do not hold enough knowledge to be explained
deterministically, then non-deterministic rules are also generated.

3.1 RS1 Algorithm

In this project, the rough set algorithm used is known as the RS1 inductive
learning algorithm [17]. The RS1 algorithm has been rewritten by changing the
notation and describing the steps in a more user friendly way. The RS1 algorithm
is illustrated in the next section by pointing out the sections of RSRPA that
are taken directly from RS1 and highlighting the new sections that are unique
to RSRPA. Whereas RS1 generates decision rules to model all concepts in the
decision table, in RSRPA, RS1 is used to model a given concept. The statements
unique to RSRPA are highlighted in bold with the exception of statement labels
which also appear in bold. The remaining statements are stylistic and notational
improvements of those of RS1.

3.2 Notations

A concept X can be defined approximately by two exact sets called the lower
approximation Py, X of X and the upper approximation PYX of X. The dis-
criminant index is a quality measure of the ability of one or many attributes to
approximate or explain a certain concept. Discriminant index is denoted as aP
where P is a set of attributes and U is the universe of entities.

|IPUX — PrX|
aP(X)=1 vl

Given a set of condition attributes P, we generate m indiscernibility classes by
intersecting the indiscernibility classes for each attribute. Let those indiscerni-
bility classes be denoted as Q1,Qs...Q.,. Given a set of decision attributes,
we can generate n indiscernibility classes or concepts. Let them be denoted as
X1,Xs...X,. A decision rule links the i** indiscernability class to the jt* con-
cept in the form {r;; : Des(Q;) = Des(X;)|Q; N X, # ¢} which is to say that
any given rule exists if at least a single object in @Q; is in Xj.
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3.3 RSRPA Algorithm

INPUT
Decision Table
V = Attribute value of concept

SETUP
1. Let U be the universe of objects.
2. Let C' be the set of condition attributes.
3. Let X be given concept with attribute value V.
4. Let BCR = ¢ be a set of decision rules.

STEP 0
Let Ct =C

STEP 1
Uut=U
X=X
P = ¢ (Pivot)

STEP 2
Let max = —1
Let best, = ¢
For all ¢ € C*
Let P, = PU{c}
Compute the discriminant index aP;(X)
If aP(X) > max
max = aP;(X)
best, = {c}
Let P = P U best,

STEP 3
If PLX = ¢
Goto STEP 4
Else
For each equivalence class () that was used to derive PrX
Output deterministic decision rule in the form Des(Qx) = Des(X)

If more then one rule generated
Pick the rule R with the highest coverage.

For each condition attribute C, covered by the rule R
ct=ct-¢,

BCR = BCRUR

IfC=¢
Goto STEP 6
Else

Goto STEP 2
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STEP 4
Let U =U' — [(U' — PUX) U P X]
Let X = X — PLX

fU'=¢
Goto STEP 6
Else
Let C' = C'— best,
If C' # ¢
Goto STEP 2
STEP 5

For each equivalence class Q) that was used to derive PYX
Output non-deterministic decision rule in form Des(Q4) = Des(X)

\* Comment: RS1 ends here. Normally, RS1 would branch back to Step 2.
If more then one rule generated

Pick the rule R with the highest certainty

BCR = BCRUR
END

The RSRPA algorithm begins by executing the RS1 algorithm on the decision
table (for the given concept). The execution of RS1 terminates when one or more
rules get generated in a single step. If more then one rule is generated, the best
one is picked using either coverage or certainty. This rule is added to the set of
Best Condition attribute Rules (BCR). Each condition attribute that is covered
by this rule is removed from the set of condition attributes (i.e., the column in
the decision table that represents the removed attribute is no longer considered).
If the set of condition attributes still has some attributes in it, the RS1 algorithm
is restarted on the columns of the decision table that represent the remaining
condition attributes. This process continues until the set of condition attributes
is empty at which time the set BCR contains rules with the strongest condition
attribute values implying the given concept.

At the end of STEP 5 the set BC'R contains rules that are mutually exclu-
sive with respect to the condition attributes they cover. Because an attribute is
removed from the condition attribute set only when a rule covering it is gener-
ated, no two rules in BCR cover the same attribute. Also, since the only way to
remove an attribute value from the set of attributes is to generate a rule for it,
each condition attribute will be covered by one rule in BCR. The set BCR there-
fore contains one attribute value for each condition attribute. These attribute
values are the ones that RSRPA predicts best imply the concept.

RSGUI. RSRPA was embedded in a system referred to as RSGUI that provides
an effective graphical user interface that facilitates use of the system for experi-
mentation. Facility was provided in RSGUI to consider any subset of attributes
in the decision table as the decision attribute, the remainder being considered as
condition attributes. A feedback loop provides the user with the opportunity to
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view the rules generated as a result of the current choice of decision attributes
and modify the choice of decision attributes to obtain better rules on a subse-
quent execution. Hence, the outer loop of RS1 that generates one concept after
another is replaced by the feedback loop in RSGUI in which the user initiates
generation of the next concept of choice to be explained.

4 Evaluation

An application needing dynamic decision making was developed to test RSRPA.
Our application is a hockey game. Each team consists of five artificial players.

4.1 Hockey Game Application

Each player A is in one of four distinct states which are listed as follows together
with an abbreviation that we will be using later to refer to the state. 1) the
puck is in A’s possession (mine), 2) the puck is in A’s teammate’s possession
(mate’s), 3) the puck is in A’s opposing team’s possession foe’s), 4) the puck is
free (fate’s).

The notion of a state is important for predicting behaviors of dynamic objects,
but rather than using the decision attribute for recording states as in [15], charac-
teristics of the hockey game application require that the condition attributes in-
corporate information about states. In the game of hockey, we know the decision
attribute (we want our team to win) and we want to find the condition attributes
(behaviors of the individual team members) that would lead to a win.

Unlike past work [5] where the behavior of objects is given by data collected
by a human watching the program, the behaviors in this research are the actual
methods coded in a programming language to perform the behavior. Codes of the
more popular behaviors, their meanings and abbreviated names are as follows:
A1 - the player chases the puck (short name Chaser), A4 - the player predicts
how he will get to the puck (Psychic Chaser), B1 - the player shoots the puck
directly on the net (Random Shooter), B3 - the player shoots the puck off the
boards onto the net (Bounce Shooter), E6 - a player is kept between the puck and
his own net (N & P Defense), I1(1) - this behavior takes in one other behavior
as parameter. The behavior codes refer to methods coded in Java. The logic for
I1(1) follows: If close to top or bottom boards use behaviour 1 else if in above
half of rink skate upwards else skate downwards. The complete set of 34 behavior
codes, their descriptions and the situations to which they apply are given in [2].

The hockey game runs in two modes: Decision table creation mode and testing
mode. Let us first examine the form of the information table created by the
hockey game.

Information Table Creation. There are four states per player and five players
per team from which 20 condition attributes can be derived. A row in the decision
table output by the hockey game follows: <t1 91, D2, £6,C7, E6, F'1,C2, A1,G1,
I12[I1[D2]], E6,C2,E9, H3[B3, F1],C5,C6, E2, F'1,C4, H1[Al, E6|, H1[A4, C1],



Reverse Prediction 95

Table 1. Winning team predicted using rough set reverse prediction algorithm. This
team is called the Rough Set team. The game was run many times pitting the newly
created Rough Set team against teams with random behaviors.

Results from RSRPA - This is NOT the Decision Table

player # mine mate’s foe’s fate’s

1 I1[B1] C1 H1[A1,C7] A4

2 B2  C2 H1[A1,C6] A4

3 F1  HI1[A1,C7] G1 A4

4 12[B3] E6 E6 E6

5 B3 E9 E9 H2[A4, E9]

WIN >. The first field of every row is a unique row identifier. Player 1’s behav-
iors are in fields 2 to 5, player 2’s behaviors in fields 6 to 9, and so on. The first
field for each player codes the behavior that the given player uses when he has
the puck in his possession (mine), the second field is the behavior he uses when
one of his teammates has the puck (mate’s), the third field the behavior he uses
in state foe’s, and the fourth field the behavior he uses in state fate’s. A decision
attribute that measures the success or failure of a combination of behaviors for
each player in each state completes the decision table.

Evaluation of Predictions. The hockey game can be run in a mode that
allows us to enter a team’s behaviors and run that team against hundreds of
other randomly generated teams. The best set of behaviors to achieve a win
was predicted for each player on the team using rough set reverse prediction
algorithm. Quantitative measures of RSRPA’s success at making the right pre-
dictions were obtained by computing the percentage of games won by the team
predicted by RSRPA. The higher the winning percentage, the more successful
was the prediction.

4.2 Results

We ran our new Rough Set team against 1000 other randomly generated teams.
The results were impressive. The Rough Set team won 788 of those 1000 games,
lost 144 and tied 68. Excluding the ties the Rough Set team won 84.5 % of its
games. We tested the same Rough Set team using B3 for the attribute #1 value
for player 4. The team improved, winning 835 of the 1000 games but also tying
133 of them. This resulted in a 96.4 winning percentage. Although B2 was the
expert’s choice as the best behavior for that player, we also tested the team with
behavior D2 as the attribute #1 value. Surprisingly, this team was the best of
the three tested. It won 862 games, lost only 10 and tied 127. That is a 98.9
winning percentage. The testing demonstrated that an expert can better predict
the best combinations of behaviors with the support of a decision aid.

4.3 Efficiency

In this subsection, a word on performance as we observed it from executing the
algorithm. To make data collection easy, several options were added to the game.
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For example, the game can be executed with graphics off. By not generating the
graphics, a game takes on average, just over one second to execute (as opposed
to over 10 minutes with graphics on). This is an empirical analysis.

5 Summary and Conclusions

We have shown within a rough sets approach how to predict the best condition
attribute values given values for the decision attributes. A procedure to generate
decision rules using reverse prediction was specified and implemented.

A method of testing the accuracy of the rough set reverse prediction method
was devised that not only showed that RSRPA can be used with high success
in a problem domain to accomplish preset goals, but showed it in an objective,
quantitative way.

RSRPA was compared with the original rough set rule induction algorithm
RS1. The rules are optimized in the same way for reverse prediction as in the
classical algorithms for rough set rule induction (for example, those implemented
in RSES[1] or ROSETTA[9]). This was illustrated by showing where RS1 ends
and the super-algorithm RSRPA begins.

Since the Bayesian philosophy requires our assumptions to be made explicit,
the model, the probability assignments, or a simplifying assumption may be
modified to more appropriately reflect a given problem. However, an algorithm
such as RS1 is not intended to be modified to suit a particular application.
Bayesian reasoning may have advantage over rough set approach for including
reverse prediction because the former is more general. It is hard to modify an
algorithm (e.g., RS1) and know what we have done, but not so hard to modify
a formulation of a problem based on probability theory.

Researchers are struggling with the accuracy of predicting a class with a
group of attributes. Is it possible to do it reversely, i.e., predict a group of
attributes with a single class label? Should this question come to the reader’s
mind, let us be reminded that we are providing reverse prediction, not inverse
inference. Forward Prediction: C[given], Ca[given], ..., Cy[given] — D[predict].
Reverse Prediction: D[given] «— Cy[predict], Ca[predict], ... ... , Cp[predict].

Pawlak has provided a way of explaining decisions deductively based on prob-
ability theory. Here we have taken the approach of modifying RS1 directly with-
out first formulating the problem using Bayes’ theorem. That means that we
are providing reverse prediction by solving an inductive inference problem. It
remains to be seen if a formulation of RSRPA within a Bayesian framework will
result in Pawlak’s deductive rules for explaining decisions.
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Abstract. An interesting application of association mining in the con-
text temporal databases is that of prediction. Prediction is to use the
antecedent of a rule to predict the consequent of the rule. But not all
of association rules may be suitable for prediction. In this paper, we in-
vestigate the properties of rules for prediction, and develop an approach
called prediction mining — mining a set of association rules that are use-
ful for prediction. Prediction mining discovers a set of prediction rules
that have three properties. First, there must be a time lag between an-
tecedent and consequent of the rule. Second, antecedent of a prediction
rule is the minimum condition that implies the consequent. Third, a
prediction rule must have relatively stable confidence with respect to
the time frame determined by application domain. We develop a pre-
diction mining algorithm for discovering the set of prediction rules. The
efficiency and effectiveness of our approach is validated by experiments
on both synthetic and real-life databases, we show that the prediction
mining approach efficiently discovers a set of rules that are proper for
prediction.

1 Introduction

Association rule mining is an important theme in data mining. Association rules
are dependency rules that describe the occurence of an itemset based on the
occurrences of other itemsets. When considered in the context of temporal data-
bases, some association rules also reveal the purported cause-effect relation be-
tween antecedent and consequent, that is, the occurrence of the antecedent im-
plies the occurrence of the consequent. We may take the antecedent as cause
and the consequent as result, a natural and interesting application of association
rules is that of making prediction. However, not all association rules are suitable
for prediction, there are several specialties for prediction rules.

First, we consider the prediction rule in the context of temporal databases.
Traditional association rule mining seeks co-occurrence relationships among data
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while does not take temporal features into consideration. However, for prediction
purpose, in many cases, temporal factors are not only important but necessary.
For example, weather greatly inpacts on corn yields. We expect to predict corn
yields based on weather indices that reflect weather changes. It is found that
similar weather indices values in April and in June may have different influences
on corn yields. In addition, the variations of weather indices in April may affect
corn yields in August, which indicates weather variations and corn yields are
not simultaneous and there is a time lag between them. It is natural to use the
events that have already happened to predict the events that might happen in
the future, a reasonable request for prediction rule is that there must be a time
lag between the antecedent and consequent in a prediction rule, which indicates
the consequent happens some time later than the antecedent. Antecedent or
consequent of a rule may comprise several events, in such cases, it is needed to
define the maximal time span constraint within antecedent or consequent, which
is the allowed time length between the occurrence of the first event and the last
event in the antecedent or consequent.

Since we predict the consequent based on the occurrence of the antecedent
of a rule, a prediction rule can be applied only if its antecedent is satisfied at
present. The more number of items (events) that an antecedent comprises, the
more difficult the antecedent is satisfied, and thus the more restricted that a rule
can be applied. Highly restricted rules may not be as useful as less restricted rules
in terms of prediction. For prediction rules, we are looking for rules, antecedent of
which includes only the most important factors that can bring out the consequent
so that the antecedent includes as small number of items as possible. E.g..if two
rules, Ay = B and A;A; = B, both have higher confidence than threshold, the
first rule is better than the second for prediction purpose, because to predict
the same consequent, the first rule can be applied if we detect the occurrence
of Ay, while for the second needs to assure the occurence of both A; and As.
We formalize our thought process of discovering the most informational rule in
[1] and propose mazimal potentially useful (MaxPUF) association rules model.
MaxPUEF rules are a set of most informational and useful rules, characterized by
the minimum antecedent among rules of the same consequent.

The confidence of a rules denotes the strength of association between an-
tecedent and consequent, and high confidence value implies strong association.
Thus high confidence rules are desired for prediction. However, the confidence
of a rule may vary as time changes. If a rule does not maintain high confidence
all through, using such rules for prediction maybe not reliable, because it is not
sure whether the association between antecedent and consequent is still strong
in the future. Therefore, we require that a prediction rule should show the trend
of maintaining high confidence. We test whether the confidence of a rule varies
seviously over time frames determined by application domains, less variation on
confidence means the rule have the same or similar confidence value in different
time frames and implies that the rule is very likely to have similar confidence
value in the future as it has now. We define high confidence stable rule (HCSR)
as the rules that have high confidence in all time division frames, and partial
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high confidence stable rules (PHCSR) as the rules that have high confidence in
most of the time division frames. These two kinds of rules approximately have
stable high confidence value and thus are proper for prediction.

2 Related Works

Some efforts have been investigated on making use of association rule for predic-
tion with intertransaction rules [2,3,4]. Traditional association rules are looking
for co-occurrence relation within the pale transactions, thus also called intra-
transaction rules. For prediction purpose, we instead are looking for cause-effect
relationships that are time-ordered and beyond the boundary of transactions. A
new type of rules called intertransaction rules are developed to break the barrier
of transactions to discover interesting rules [5,6]. For example, inter-transaction
rules may describe the case like “If the prices of IBM and SUN go up, Microsoft’s
will most likely (80% of the time) goes up 2 days later”, where the event “IBM
and SUN go up” and “Microsoftafs goes up” are in different transactions and
thus can not be discovered with the notion of intra-transaction rules. Intertrans-
action rule mining extends the traditional association mining by looking for
associations across transactions. However, the purpose of intertransaction rule
is not reflecting cause-effect relations, instead, it is looking for the co-occurrence
relations in a wider transaction spaces. Some intertransaction rules maybe suit-
able for prediction, while some may not. In [2,3,4], the authors discuss to use
intertransaction rules for some specific prediction tasks. Different from previous
work, in the paper, we specifically investigate the properties of rules suitable for
prediction and proposes approach to efficiently discover such rules. For example,
our work considers the prediction rule in the context of temporal rules, while
intertransaction rules generally are not. We point out that the antecedent of a
rule should be minimum to make rules more applicable for prediction, and we
develop the model of MaxPUF rules for this objective. We also measure the
stability of a rule to assure the precision of prediction.

3 Prediction Rules

In temporal databases, each item is associated with a time stamp that indicates
the occurrence time. We therefore call each item an event and denote it as a
pair (e,t), where e € E and E is a set of different type of events, and ¢ is
the occurrence time of event of type e. In this paper, we may use item e and
event of type e interchangeably. A sequence is a sequence of events [7]. The
antecedent and consequent of a temporal rules are either an event or a sequence.
Temporal databases are represented as event sequences. As there is no clear
notion of transactions in temporal databases, to count support, a widely used
method is sliding window [8]. Each window is a a slice of an event sequence,
formally, window w = [ts,t.) where ¢, and t. are start time and end time of the
window. The size of window w is t if ¢ = t. — ts. When we place a window of
size t along the sequence, and move the window forward with one more event at
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a time, then the sequence is segmented into fragments of event sequences, and
the whole sequence can be deemed as a series of partially overlapping windows.
All the fragments of event sequences can be used to simulate the transactions
in the temporal sequences. Support and confidence are then be computed based
on transactions.

3.1 Time Lag Constraints for Prediction Rules

Prediction rules are a set of temporal association rules that must have time
lag between antecedent and consequent. We use tl4—p to denote the time lag
between antecedent and consequent of a rule A = B. To put restrictions on
tla—p, we consider two thresholds, one is called minimum time lag threshold,
denoted as tl,,;5, and the other is mazrimum time lag threshold, denoted as tl,,qz .
tlnin controls that the consequent should occurr later than the antecedent at
least tly,;, time long, and tl,,,, controls that the consequent should occur after
the antecedent at no more than tl,,,, time length. If an antecedent (consequent)
is an event sequence, that is, there is more than one events in the antecedent,
then we also need to consider the temporal constraint within the antecedent
(consequent), which is denoted as tl,,. tl, restricts the maximal time length
between the first event and the last event within the antecedent (consequent).
Moreover, we define the time stamp of a sequence equal to the time stamp of the
first event in the sequence. E.g., for a rule A = B, if both A and B consist one
event, then tla—.p = tp —ta; otherwise, if B = {b1,...,b,} and A = {aq, ..., am},
tlamp = tp, — ta,- To sum up, a prediction rule A = B satisfies the temporal
constraints that tlyin < tlasp < thnas, and t,,, —ta, <ty and tp, — ty, < Lo,
where B = {b1,....,bn}, A = {a1,....,am}. thnin, tlmes and t,, are user-defined
parameters. Figure 1 shows the relationships among these constraints.

3.2 MaxPUF Property for Prediction Rules

A rule becomes more restricted as the antecedent includes more items. In dis-
covering prediction rules, we do not want to generate many rules, each of which
reflects a restricted case, as restricted cases may rarely happen again in the future
and thus rules reflecting such cases may be less interesting in terms of prediction.
We need to match antecedent of a rule for predic-
tion, thus we expect the antecedent of a prediction
rule should include only the most important fac-
tors while ignore the minors, in other words, the
antecedent is minimum in terms of the number of
items it includes. The model of MaxPUF rule we
develop in [1] is proper for this objective, which
we give a briefly introduction here. A concept P is
one or conjunction of predicate symbols. If P is a
concept, then [P] =7 (0 < r < 1) is an elementary
pattern, where operation “[ |” computes the probability of a proposition over a
set of objects. If P, @Q are concepts and P # (), then [Q|P] = r is a conditional
pattern. @ is called conSequent Concept (SC), and P conDition Concept (DC)

Fig.1. Time Lag Con-
straints
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of the pattern. Probability r is called confidence of the pattern, and r= [?PI]D].
We can logically formulate an association rule as a conditional pattern. DC' of
the conditional pattern represents the antecedent of the rule and SC represents
the consequent of the rule. Probability of the pattern denotes the confidence of
the rule. Support of the antecedent, the consequent and the rule is equal to
the probability of the corresponding elementary patterns. E.g., a rule A = B
with confidence ¢ and support s, then the corresponding conditional pattern is
[B|A] = ¢, and sup(A) = [4], sup(B) = [B], s = sup(AB) = [AB].

Definition 1. MaxPUF patterns and Valid DC. Let ¢4 be the user-defined
minimum confidence threshold. If a pattern [B|A] = r where r > Cpmin, and there
is no patterns in the form of [B|A'] = r' so that ' > ¢pmin and A’ C A, then
[B|A] =r is a MaxPUF pattern of B, and A is called a valid DC of B.

Among all high-confidence patterns of a certain SC, MaxPUF patterns are the
patterns DC of which has the smallest number of items. A Valid DC is the
minimal condition such that the SC occurs at high enough probability and Valid
DC('is the set of main condition factors to assure the occurrence of the consequent
concept [1]. MaxPUF rules utmost avoid over-restricted conditions and are more
applicable for prediction. We require the prediction rules to be MaxPUF rules,
in other words, prediction rules obtain MaxPUF property.

3.3 Stable High Confidence Property for Prediction Rules

Prediction rules should reflect strong cause-effect association between antecedent
and consequent, and moreover preserved the strong association in the future.
This is a problem to test whether the confidence of a rules changes significantly
with respect to the time. Our method is to check confidence of a rule against
multiple time division frames, and examine the variations of the confidence. For
example, if a given dataset is collected in time period of ¢, we compute the
confidence over the time period t for each rule. Then we divide ¢ into n time
frames, t1,t2,...,tn (3 iy t; = t), and compute the confidence in each of time
division frames. The optimal case is a rule has invariant confidence. Due to
noises, it is usually rare that rule has unaltered confidence value all along. We
therefore propose two approximate stable confidence rule models.

If a rule R does not have identical confidence in different time division frames,
however, in each division frame ¢; and in ¢, R has confidence higher than thresh-
old, then R shows the trend to have high confidence always. Such rules are
interesting in terms of prediction and we call them high confidence stable rules.

Definition 2. High Confidence Stable Rules (HCSR). Let t; be a time division
and Y1 ti = t, confi(R) is confidence of rule R in time division x, and cmin
is user-defined minimum threshold. Rule R is a high confidence stable rule if
Conft(R) Z Cmin and COTLfti (R) Z Cmin fOT’ 1 S [ S n.

If a rule R does not have high confidence in all the time division frames,
but does in most of them, such rules are till statistically significant and can be
selected for predicting purpose.
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Definition 3. Partial High Confidence Stable Rules (PHCSR). Rule R is a
PHCSR if Hileonfu; (R)Zemin,1<isn}| > a . «ais the significant level, 0 < o < 1.

If we define a equal to 100%, the set of PHCSR is equivalent to the set of
HCSR. PHCSR have better tolerance for noise, and it can control the level of
noise tolerance by adjusting the significant level a. Larger o value reduces the
number of rules qualified and vice versa.

Definition 4. Prediction Rules. Prediction rules are rules satisfying MazPUF
property, time lag constraints between and within antecedent and consequent, and
are (partial) high confidence stable rules.

4 Prediction Mining Algorithm

The algorithm includes two phases. First is to discover a set of candidate predic-
tion rules, which satisfying MaxPUF property and time lag constraints. Second
is to select HCSR or PHCSR from the candidate rules as prediction rules.

4.1 Discover Candidate Prediction Rules

Mining Schema. To discover candidate rule, we consider to push tl,, tl:, and
tlmae constraints and MaxPUF property. We can make use of the constraints to
prune more unlikely candidates during the mining and improve mining efficiency.
Since association rules can be represented as patterns as stated in Section 3.1,
we may interchangeably use patterns and rules in the following discussions. We
first introduce a Lemma on association rule.

Lemma 1. The necessary condition that a pattern [X1Xsa...X,|A] > ¢min holds
is that VX;, [X;|A] > cmin for 1 <i < n holds, where X; is a 1-itemset concept.

If a pattern [A|B] > ¢min, we say [A|B]
is a valid pattern referring to c¢pn. We
adopt level-wise method to generate candi-
VRN mEE o~ date patterns, i.e., ﬁr§t discover 1-itemset
""""""""""" SC patterns, then 2-itemset SC patterns

and etc. Lemma 1 says that the validity

of the patterns with k-itemset SC depends

Fig. 2. tlmin and tlmas on the valid patterns with 1-itemset SC.

For discovering valid k-itemset SC patterns,

only if two or more valid 1-itemset SC pat-

terns have DC in common, we can generate a possible candidate pattern as
follows: DC of the candiate pattern is the common DC, and SC is the com-
bination of SCs from those 1-itemset SCs patterns. We can see the discovery
of 1-itemset SC patterns can be separated from the discovery of k-itemset SC
patterns, and the latter process is dependent on the former one. We design a
new discovery schema that includes two steps. First step is called DC-expansion,
which is to discover valid patterns of 1-itemset SC. The second step is called

DRty |

f t
8= tl max 8= tl min
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SC-expansion, which is to discover k-itemset SC patterns based on 1-itemset SC
patterns discovered in the first step. In DC-expansion, for each 1-itemset SC, find
D(s that compose valid patterns with the 1-itemset SC. DC-expansion adopts
level-wise method that checks from 1-itemset DCs to k-itemset DCs. Each level
loop includes three steps. First is to generate k-itemset candidate DCs using
(k — 1)-itemset DCs. Second is to evaluate the patterns that are composed with
the generated k-itemset DC candidates and the 1-itemset SC, and select the valid
D(s. The last step is to select k-itemset DCs for generating (k + 1)-itemset can-
didate DCs in the next level loop. The process begins with 1-itemset DCs, and
loops until there is no candidate DCs are generated. In DC-expansion, we can
make use of time lag constraints and MaxPUF property to prune DC candidates,
and we discuss these in details later in the paper. SC-expansion is to discover
k-itemset SC patterns where 2 < k < n. Again, we use level wise method to
generate SC candidates from 2-itemsets to n-itemsets.

Implement t/,, Constraint. In temporal rule mining, it adopts sliding window
for counting support of events [9]. The support of a event sequence equals to
the number of windows passing by it. Only events within a window are counted
together. By controlling the window size, we control the allowed number of events
that are counted together. Assume each event has one unit time duration, then
the number of events of an event sequence equals to its time span length. If we
set up the sliding window size equal to or less than tl,,, we then make sure that
the antecedent and consequent will satisfy the requirement of ¢l,,.

Implement tl,,;, and tl,,,, constraints. We first consider to push these con-
straints in 1-itemset SC patterns, e.g., [B|A] where B=(B,tp) and B includes
one event. In order to satisfy tlin < tla=p < tlpez, A should only include
events that are in the time region [tg — tlnaz, tB — tlmin], as shown in Figure
2. For each SC| there is a time region where the DC candidates should be con-
structed from and we call the region DC Constraint Region (DCR). A pattern
[B|A] is said valid refering to the time lag constraints if A € DCRp.

Setting DCR = [t — tlmaz,tB — tlmin], however, might cause problem
in SC-expansion. The error cases occur when a k-itemset SC pattern is valid
but not all of of its related 1-itemset SC patterns are valid. For example, as-
sume [B1, Ba, ..., Bx|A] > ¢min, and the time stamp of the SC'is tp,. If pattern
[B1, Ba, ..., Bi|A] is valid, then t4 € [tp, — tlmaz,tB, — tlmin]. We can deduce
that [B1|4] is valid, but we do not know whether all others [Bs|A],...,[Bx|A]
are valid. If any [B;|A] is not valid, pattern [By, B, ..., Bi|A] cannot be discov-
ered because [B;|A] is not discovered in DC-expansion. To solve this, we instead
use DCR = [tp — tlmaz + tw, tB — tlmin + tw] in constructing DC candidates.
We broaden DCR to ensure that those 1-itemset SC patterns, which might be
needed to generate the corresponding patterns with k-itemset SC, are generated.

Implement MaxPUF Property. To discover patterns that satisfy MaxPUF
property, it is a process to find Valid DCs for each SC. Actually, based on the
definition of MaxPUF rules, for any SC, if a k-itemset DC is a Valid DC of
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the SC, then none of its (k-1)-itemset subconcepts are Valid DCs of the SC.
Therefore, a k-itemset DC'should be a candidate only if none of its (k—1)-itemset
subconcepts are Valid DCs. Thus in generating k-itemset candidate DCSs, only
use those (k — 1)-itemset DCs that are not Valid DCs.

4.2 Select Stable Rules

To check the stability of rules, we need to set up a time division schema. There
are two kinds of time division schemas. One is evenly distributed division, which
evenly divides a period of length ¢ into n divisions and each division frame is of
length fL A more complex schema is unevenly distributed division, which divides
a period into division frames of various lengths. Unevenly distributed division
schema provides more flexibilities, for example, when discovering rules from a
weather database, rules about the event of rain may have dense distributions
from June to August, while sparse distributions in other months. In such case,
we may need to design a time schema that has more divisions from June to
August and less divisions in other months. Generally, time-division schema is
application dependent. Given a time division schema, for each candidate predic-
tion rule generated in Phase I, we compute the confidence of the rule in each
time division frame, and select HCSR and PHCSR referring to a as prediction
rules.

5 Experiments and Analysis

The experiments are designed to test effectiveness and efficiency of prediction
mining approach. We compare effect of different parameter, and evaluate the
set of generated prediction rules for making prediction. A set of comprehensive
performance studies are conducted on both synthetic and real-life datasets. The
synthetic dataset generator is retrieved from IBM Almaden research center. The
programs are coded in C++, and experiments are conducted on a 950 MHz Intel
Pentium-III PC with 512 MB main memory. Figure 3 to 7 show experimental
results on synthetic dataset T25D100kI10. Table 1 presents experimental results
on a real weather database.
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5.1 Analaysis of Effects of Different Constraints

Smin and Cpin When s,,;, decreases, the running time greatly increases, since
more itemsets satisfy s.nin, sometimes almost exponentially more candidate item-
sets are generated; the number of rules generated also slowly increases as support
decreases, it is not significant because the number of rules is also decided by con-
fidence threshold, and ¢;,;, has more to do with it than s,,;,,. AS ¢nin increases,
the number of candidate prediction rules generated decreases.

From Figure 5, we see as c¢;,;, decreases, the running time slowly decreases.
This is different from Apriori algorithm, for which the time increases as confi-
dence decreases. To explain this, we notice that ¢,,;, affects on checking MaxPUF
property. On one hand, as ¢,;, decreases, for each SC| it is more likely that its
Valid DCs appear in earlier level loops in the DC-expansion, and thus less DC
candidates are generated in later loops. On the other hand, in SC-expansion,
larger ¢,,;n blocks more SC candidates earlier, and thus less time is needed. But
DC-expansion is more time consuming than SC-expansion, so as a whole the run-
ning time decreases as ¢,;, decreases. It is deserved to point out that compared
with Spmin, Cmin has less affection on running time.

tl,, constraint. tl,, has great affection on running time from two aspects. On one
hand, larger tl,, has less restrictions for constructing antecedent and consequent,
thus more candidates are generated and more running time is needed. on the
other hand, sine support counting time is proportional to sliding window size,
larger tl,, results in support counting more time-consuming. In DC-expansion,
antecedent candidates are constructed from a time region DCR, and the size of
DCR depends on both tl,, and 00 — tmin. The larger the tl,, is, the more DC
candidates are generated. As tl,, increases, the number of rules generated also
increases, this is because there are more DC and SC candidates satisfy time lag
constraint. We also noticed that when tl,, reaches certain value, the changes on
the number of rules generated become less significant. E.g., in our experiments
for tl, = 5 and tl,, = 6, the rule set generated are very similar. This is because
that most of possible rules have been discovered when tl,, is large enough and
thus further increasing tl,, cannot bring out more rules.

tmin and tpqz. If both t,,:, and t,,q., increases or decrease by similar value,
the running time does not change significantly. Actually the gap between t,,in
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and t,,4, that have more affections on running time. Time increases as the gap
is larger. DC and SC candidates are constructed from the gap regions between
tmin and t,e., and larger gap means less regions are in the sequence. In terms
of the number of rules generated, as the gap increase, less rules are generated.

5.2 Evaluation of Prediction Rules

To further evaluate the precision of prediction rules discovered, we evaluate the
rules generated from real databases. The data is collected from the weather
station at Clay Center, Nebraska. We intend to discover rules that demonstrate
the relations between climatic events and drought events and can be used for
prediction. To evaluate the set of rules generated, we use precision metrics, which
is a widely used quality metrics in information retrieval. Precision is defined as
the percentage of interesting rules discovered among all the rules discovered by
an algorithm, i.e., precision = 7 °f :;Lts;ei::’l’;g ;gsjvzi‘l‘;‘w”ed. The larger the
precision value is, the more precise and better the rule set discovered is. The
summarized result in Table 1, where the prediction rules discovered are HCSR
and PHCSR, and interesting rules are identified by the domain experts. From
the results, we can see as for different « value, the precision is different. For this
dataset, in general, as o decrease, more prediction rules are discovered, but the
precision value decreases. In general, higher « value is preferred.

Table 1. Evaluation of Prediction Rule Set

Cmin — 0.8, Smin = 0‘5,tw =2 Cmin — 0.8, Smin = 0‘5, tw =3
4 of HCSR =15 4 of HCSR =19
a #PHCSR# Interest. RulesPrecision(%) o #PHCSR# Int. RulesPrecision(%)
0.9 20 28 28/35=0.8 0.9 30 30 30/49=0.61
0.7 31 31 31/46=0.67 0.7 46 35 35/65=0.53
0.5 63 35 35/78=0.44 0.5 83 39 39/102=0.38

6 Conclusion

In this paper, we propose prediction mining approach to discover a set of associ-
ation rules that are proper for prediction. We discuss the properties of prediction
rules, based on which we develop the model of prediction rules. An algorithm
for mining prediction rules is proposed. Experimental results shows that the
proposed algorithm can efficiently discover a set of prediction rules, and experi-
ments on real database show the set of prediction rules discovered can be used
for prediction with relatively good precision.
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Abstract. Association rule algorithms often generate an excessive num-
ber of rules, many of which are not significant. It is difficult to determine
which rules are more useful, interesting and important. We introduce a
rough set based process by which a rule importance measure is calcu-
lated for association rules to select the most appropriate rules. We use
ROSETTA software to generate multiple reducts. Apriori association rule
algorithm is then applied to generate rule sets for each data set based on
each reduct. Some rules are generated more frequently than the others
among the total rule sets. We consider such rules as more important.
We define rule importance as the frequency of an association rule among
the rule sets. Rule importance is different from rule interestingness in
that it does not consider the predefined knowledge on what kind of in-
formation is considered to be interesting. The experimental results show
our method reduces the number of rules generated and at the same time
provides a measure of how important is a rule.

Keywords: Rough Sets, Association Rules, Rule Importance Measure.

1 Introduction

Rough sets theory was first presented by Pawlak in the 1980’s [1]. He introduced
an early application of rough sets theory to knowledge discovery systems, and
suggested that rough sets approach can be used to increase the likelihood of
correct predictions by identifying and removing redundant variables. Efforts into
applying rough sets theory to knowledge discovery in databases has focused on
decision making, data analysis, discovering and characterizing the inter-data
relationships, and discovery interesting patterns [2].

Although the rough sets approach is frequently used on attribute selection,
little research effort has been explored to apply this approach to association
rules generation. The main problem of association rules algorithm is that there
are usually too many rules generated, and it is difficult to process the large
amount of rules by hand. In the data preprocessing stage, redundant attributes

D. élezak et al. (Eds.): RSFDGrC 2005, LNAI 3642, pp. 109-118, 2005.
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can be found by a rough sets approach. By removing the redundant attributes,
association rules generation will be more efficient and more effective.

Klemettinen introduced the concept of rule templates [3]. Properly defined
rule templates can be helpful on generating desired association rules to be used
in decision making and collaborative recommender systems [4], [5].

We discuss how the rough sets theory can help generating important asso-
ciation rules. We are interested in applying these rules for making decisions.
Therefore, the type of rules we are looking for are rules which have, on the con-
sequent part, the decision attributes, or items that can be of interest for making
decisions. We propose a new rule importance measure based on rough sets to
evaluate the utilities of the association rules. This method can be applied in both
decision making and recommender system applications.

We discuss related work on association rules algorithm, the rough sets theory
on rule discovery and recommender system in Section 2. In Section 3 we show
our approach to generate reduct sets, and introduce the new rule importance
measure. In Section 4, we describe our experiments on an artificial data set and
a sanitized geriatric care data set. Finally we summarize our contributions and
discuss next step work in Section 5.

2 Related Work

2.1 Association Rules Algorithm

An association rules algorithm helps to find patterns which relate items from
transactions. For example, in market basket analysis, by analyzing transaction
records from the market, we could use association rules algorithm to discover
different shopping behaviors. Association rules can then be used to express these
kinds of behaviors, thus helping to increase the number of items sold in the
market by arranging related items properly.

An association rule [6] is a rule of the form o — 3, where a and [ represent
itemsets which do not share common items. The association rule @« — 3 holds

in the transaction set L with confidence ¢, ¢ = |CT;J|6|, if ¢% of transactions in L
that contain « also contain 3. The rule a — [ has support s, s = |°|‘g|ﬁ|, if s% of

transactions in L contain o U 8. Here, we call o antecedent, and (3 consequent.
Confidence gives a ratio of the number of transactions that the antecedent and
the consequent appear together to the number of transactions the antecedent
appears. Support measures how often the antecedent and the consequent appear
together in the transaction set.

A problem of using association rules algorithm is that there are usually too
many Tules generated and it is difficult to analyze these rules. Rule interesting-
ness measures have been proposed to reduce the number of rules generated.

2.2 Rough Sets Theory and Rule Discovery

Rough Sets was proposed to classify imprecise and incomplete information.
Reduct and core are two important concepts in rough sets theory. A reduct
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is a subset of attributes that are sufficient to describe the decision attributes.
Finding all the reduct sets for a data set is a NP-hard problem [7]. Approxima-
tion algorithms are used to obtain the reduct set [8]. All reducts contain core.
Core represents the most important information of the original data set. The
intersection of all the possible reducts is the core.

Hu et al. [9] introduced core generation and reduct generation algorithms
based on the rough sets theory and efficient database operations.

Procedure 1. Core Generating Algorithm

Input: Decision table T'(C, D). Output: Core attributes.
(1) Core — ¢

(2) For each attribute A € C

(3) I Card(II(C — A+ D)) # Card(II(C — A))
(4)  Then Core = Core U A

where C is the set of condition attributes, and D is the set of decision attributes.
Card denotes the count operation, and IT denotes the projection operation.

There have been contributions on applying rough sets theory to rule discov-
ery. Rules and decisions generated from the reduct are representative of the data
set’s knowledge. In [10], two modules were used in the association rules mining
procedure for supporting organizational knowledge management and decision
making. Self-Organizing Map was applied to cluster sale actions based on the
similarities in the characteristics of a given set of customer records. Rough sets
theory was used on each cluster to determine rules for association explanations.
Hassanien [11] used rough sets to find all the reducts of data that contain the
minimal subset of attributes associated with a class label for classification, and
classified the data with reduced attributes.

Rough sets can be used to determine whether there is redundant information
in the data and whether we can find essential data needed for our applications.
We expect fewer rules will be generated due to fewer attributes.

2.3 Recommender Systems

Not many research efforts are found on applying association rules algorithms
for collaborative filtering recommender systems, one of the two types of recom-
mender systems of interest. The rule templates [3] can be appropriately defined
to extract rules that match the templates in the post processing of the associa-
tion rules generation. Therefore this method can increase both the efficiency and
the accuracy of recommendations. In our experiment, we define rule template,
and generate rules with only decision attributes on the consequent part. This
type of recommendation rules can be used to make decisions.

3 Rules, Measures and Templates

3.1 Motivation

In medical diagnosis, a doctor requires a list of symptoms in order to make a
diagnosis. For different diseases, there are different patient symptoms to examine.
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However, there are some routine exams that the doctor must perform for all the
patients, such as the age of the patient, the blood pressure, the body temperature
and so on. There are other symptoms that doctors may take into consideration,
such as whether the patients have difficulty walking, whether the patients have
bladder problems and so on. We would like to find the most important symptoms
for diagnoses. We know that the symptoms that are checked more frequently
are more important and essential for making diagnoses than those which are
considered less frequently. However, both the symptoms that require frequent
checking and the symptoms that are checked less frequently are included in the
list of checkup symptoms. In this way, the doctor will make a precise diagnose
based on all possible patient information.

3.2 Rule Importance

The medical diagnosis process can be considered as a decision making process.
The symptoms can be considered as the condition attributes. The diagnosed dis-
eases can be considered as the decision attributes. Since not all symptoms need
to be known to make a diagnosis, the essential symptoms are considered as rep-
resentative. These symptoms can be selected by a reduct generation algorithm.

All the patient information can also be represented in a transaction data set,
with each patient’s record considered to be an item set. Association rules algo-
rithm can be applied on this transaction data set to generate rules, which have
condition attributes on the antecedent part and decision attributes on the con-
sequent part of the rules. Rules generated from different reduct sets can contain
different representative information. If only one reduct set is being considered
to generate rules, other important information might be omitted. Using multi-
ple reducts, some rules will be generated more frequently than other rules. We
consider the rules that are generated more frequently more important.

We propose a new measure, Rule Importance, to evaluate the importance of
rules. A rule is defined to be important by the following definition.

Definition 1. If a rule is generated more frequently across different rule sets,
we say this rule is more important than other rules.

Rule importance measure is defined as follows,
Definition 2.

Number of times a rule appears in all rule sets
Rule Importance Measure =
Number of reduct sets

Suppose for a certain data set, there are 3 reducts used for rule generation.
For reducty, the rule set generated is {a,b — 1;a — 0;b,¢ — 1}; for reducta,
the rule set generated is {b — 1;b,¢ — 1;¢,d — 0}; for reducts, the rule set
generated is {a,c,d — 1;b,¢ — 1;¢,d — 0}. Rule b,c — 1 is generated from all
the 3 reducts, and its rule importance is 3/3 = 100%. Rule ¢,d — 0 is generated
from 2 reducts, therefore its importance is 2/3 = 66.67%. The rest rules are only
generated once among the 3 rule sets. Their rule importance are 1/3 = 33.33%.
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Rule importance is different from rule interestingness since it does not re-
quire predefined knowledge of what is interesting. Without considering people’s
interests, rule importance provides diverse choices of how important is a rule.

3.3 Specifying Rule Templates for Wanted and Subsumed Rules

Apriori association rules algorithm is used to generate rules. Because our inter-
est is to make decisions or recommendations based on the condition attributes,
we are looking for rules with only decision attributes on the consequent part.
Therefore, we specify the following rule templates for extracting rules we want.

(Attributey, Attributes, ..., Attribute,) — (DecisionAttribute)

This template specifies only decision attributes can be on the consequent of a
rule, and Attribute;, Attributes,..., Attribute, lead to a decision of
DecisionAttribute.

We specify the rules to be removed. For example, given rule

(Attributey, Attributes) — (DecisionAttribute)
the following rules
(Attributer, Attributes, Attributes) — (Decision Attribute)

(Attributer, Attributes, Attributeg) — (DecisionAttribute)

can be removed because they are subsumed.

Original Data

N7
ROSETTA Genetic Algorithm
for Reduct Generation

l l
| Reduct 1 | | Reduct 2 | | | | Reduct n |
l ! L

| AssociationRuleGeneration |

L

|RuleSet1 | |RuIeSet2 | | | |RuleSetn |

Core Attributes
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Fig. 1. Experiment Procedure

Rule Importance
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3.4 Experiment Procedure

In our experiments, we first preprocess the original data set. Then the data is
imported to ROSETTA [12] for reduct generation. Association rules algorithm
is applied to generate multiple rule sets for multiple reducts. Rule templates are
used in the rule generation stage. The rule importance measure is used to rank
these rules. Core attributes are generated from the preprocessed data set to help
evaluating the rules. The following experimental procedure in Figure 1 shows the
proposed rough sets based model to rank the importance of association rules.

4 Experiment

We experiment on two data sets. ROSETTA GUI version 1.4.41! is used for
reduct generation. The apriori algorithm [13] for large item sets generation and
rule generation is performed on Sun Fire V880, four 900MHz UltraSPARC III
processors, with 8GB of main memory.

4.1 Experiment on a Car Data Set

The first data set we experiment on is an artificial data set about cars [14], as
shown in Table 1. It is used to decide the mileage of different cars. The condition
attributes are make mode, cyl, door, displace, compress, power, trans, weight.
Mileage is the decision attribute. There are 14 instances. The data set does not
contain missing attribute values.

For the car data set, the core attributes are, make model, and trans.
ROSETTA generates 4 reducts as shown in Table 2. We then generate the rule
sets based on these 4 reduct sets with support = 1%, con fidence = 100%, and
we also rank their rule importance, as shown in Table 3.

Discussion. From Table 3, the first 2 rules have an importance of 100%. This
matches our experiences on cars. The auto transmission cars usually have a lower
mileage than the manual cars. Japanese cars are well known for using less gas and
higher mileage. The rule “Door 4 — Mileage Medium” has a lower importance
because the number of doors belonging to a car does not affect car mileage.
We noticed that two rules with importance of 100% contain core attributes and
only core attributes to make a decision of mileage. For the rest of the rules with
importance less than 100%, the attributes on the left hand side of a rule contains
non-core attributes. This observation implies that core attributes are important
when evaluating the importance of the rules. Our method of generating rules
with reduct sets is efficient. There are 6327 rules generated from the original data
without using reducts or rule templates. 13 rules are generated using reducts and
rule templates.

1 ROSETTA provides approximation algorithms for reduct generation: Johnson’s al-
gorithm, Genetic algorithm and others. Johnson’s algorithm returns a single reduct.
Genetic algorithm returns multiple reducts. We use genetic algorithm with the option
of full discernibility.
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Table 1. Car Data Set

make model cyl door displace compress power trans weight mileage
USA 6 2 Medium High High  Auto Medium Medium
USA 6 4 Medium Medium Medium Manual Medium Medium
USA 4 2 Small High Medium Auto Medium Medium
Japan 4 2  Small Medium Low Manual Medium High
Japan 4 Small High Medium Manual Medium High
USA 4 2 Small High Medium Manual Medium High

[\]

Table 2. Reduct Sets Generated by Genetic Algorithm for Car Data Set

No. Reduct Sets

1 {make model, compress, power, trans}

2 {make model, cyl, compress, trans}

3 {make model, displace, compress, trans}

4 {make model, cyl, door, displace, trans, weight}

Table 3. The Rule Importance for the Car Data Set

No. Selected Rules Rule Importance
1 Trans Auto — Mileage Medium 100%

2 JapanCar — Mileage High 100%

3 USACar, Compress Medium — Mileage Medium 75%

4 Compress High, Trans Manual — Mileage High 75%

5 Displace Small, Trans Manual — Mileage High 50%

6 Cyl 6 — Mileage Medium 50%

12 Door 4 — Mileage Medium 25%

13 Weight Light — Mileage High 25%

4.2 Experiment on a Medical Data Set

In this experiment, a sanitized geriatric care data set is used as our test data
set. This data set contains 8547 patient records with 44 symptoms and their
survival status. The data set is used to determine the survival status of a patient
giving all the symptoms he or she shows. We use survival status as the decision
attribute, and the 44 symptoms of a patient as condition attributes, which in-
cludes education level, the eyesight, the age of the patient at investigation and
so on. 2 There is no missing value in this data set. Table 4 gives selected data
records of this data set.

There are 12 inconsistent data entries in the medical data set. After removing
these instances, the data contains 8535 records. 3

2 Refer to [15] for details about this data set.
3 Notice from our previous experiments that core generation algorithm can not return
correct core attributes when the data set contains inconsistent data entries.
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Table 4. Geriatric Care Data Set

edulevel eyesight health trouble livealone cough hbp heart ... studyage sex livedead

0.6364 0.25 0.25 0.00 0.00  0.00 0.00 0.00 ... 73.00 1.00 0
0.7273  0.50 0.25 0.50 0.00  0.00 0.00 0.00 ... 70.00 2.00 0
0.9091 0.25 0.00 0.00 0.00  0.00 1.00 1.00 ... 76.00 1.00 0
0.5455 0.25 0.50 0.00 1.00  1.00 0.00 0.00 ... 81.00 2.00 0
0.4545 0.25 0.25 0.00 1.00  0.00 1.00 0.00 ... &86.00 2.00 0

Table 5. Reduct Sets for the Geriatric Care Data Set after Preprocessing

No. Reduct Sets

1 {edulevel,eyesight,hearing,shopping,housewk,health,trouble,livealone,
cough,sneeze,hbp,heart,arthriti,eyetroub,eartroub,dental,
chest kidney,diabetes,feet,nerves,skin,studyage,sex }

86 {edulevel,eyesight,hearing,shopping,meal housewk,takemed,health,
trouble,livealone,cough,tired,sneeze,hbp,heart,stroke,arthriti,
eyetroub,eartroub,dental,chest,stomach,kidney,bladder,diabetes,
feet,fracture,studyage,sex}

There are 14 core attributes generated for this data set. They are eartroub,
livealone, heart, hbp, eyetroudb, hearing, sex, health, edulevel, chest, housewk, di-
abetes, dental, studyage. Table 5 shows selected reduct sets among the 86 reducts
generated by ROSETTA. All of these reducts contain the core attributes. For
each reduct set, association rules are generated with support = 30%,
confidence = 80%. *

Discussion. There are 218 rules generated and ranked according to their rule
importance as shown in Table 6. We noticed there are 8 rules having impor-
tance of 100%. All attributes contained in these 8 rules are core attributes.
These 8 rules are more important when compared to other rules. For exam-
ple, consider rule No.5 and No.11. Rule No.11 has an importance measure of
95.35%. The difference between these two rules is that rule No.5 contains at-
tribute Livealone, HavingDiabetes, HighBloodPressure, and rule No. 11 contains
the first 2 attributes, and instead of HighBloodPressure, SeriousNerveProblem
is considered to decide whether the patient will survive. Generally high blood
pressure does affect people’s health condition more than nerve problem in com-
bination with the other 2 symptoms. Rule No.11 are more important than rule
No.218 because in addition to the NerveProblem, whether a patient is able to take
medicine by himself or herself is not as fatal as whether he or she has diabetes, or
lives alone without care. With the same support and confidence, 2,626, 392 rules

4 Note that the value of support and confidence can be adjusted to generate as many
or as few rules as required.
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Table 6. The Rule Importance for the Geriatric Care Data Set

No. Selected Rules Rule Importance
1 SeriousChestProblem — Dead 100%
2 SeriousHearingProblem, HavingDiabetes — Dead 100%
3 SeriousEarTrouble — Dead 100%
4 SeriousHeartProblem — Dead 100%
5 Livealone, HavingDiabetes, HighBloodPressure — Dead 100%
11 Livealone, HavingDiabetes, NerveProblem — Dead 95.35%
217 SeriousHearingProblem, ProblemUsePhone — Dead 1.16%
218 TakeMedicineProblem, NerveProblem — Dead 1.16%

are generated from the original medical data set without considering reduct sets
or rule templates. Our method efficiently extracts important rules, and at the
same time provides a ranking for important rules. Johnson’s reduct generation
algorithm [12] generates one reduct with the minimum attributes. 16 rules are
generated using this reduct [15]. The 8 rules with 100% importance in Table 6
are also generated. Although the reduct generated by Johnson’s algorithm can
provide all the 100% importance rules, the result does not cover other important
rules. A doctor may be interested to know a patient is not in a good condition, if
he is living alone, has diabetes and also coughs often. This information is more
important than whether a patient has diabetes and loses control of the bladder.
The experimental results show that considering multiple reducts gives us more
diverse view of the data set, the rule importance measure provides a ranking of
how important is a rule. Important rules consist of only core attributes.

5 Conclusions

We introduced a rough set based model which provides an automatic and effi-
cient way of ranking important rules for decision making applications. The core
attributes should be taken into consideration while choosing important and use-
ful rules. By considering as many reduct sets as possible, we try to cover all
representative subsets of the original data set.

This method can be combined with other human specified interestingness
measures to evaluate rules. In the future, we are interested in studying this rule
importance measure on large recommender system to improve the quality of the
recommendations.
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Abstract. Data models that are induced in classifier construction often
consists of multiple parts, each of which explains part of the data. Classi-
fication methods for such models are called the multimodal classification
methods. The model parts may overlap or have insufficient coverage.
How to deal best with the problems of overlapping and insufficient cov-
erage? In this paper we propose hierarchical or layered approach to this
problem. Rather than seeking a single model, we consider a series of
models under gradually relaxing conditions, which form a hierarchical
structure. To demonstrate the effectiveness of this approach we imple-
mented it in two classifiers that construct multi-part models: one based
on the so-called lattice machine and the other one based on rough set
rule induction. This leads to hierarchical versions of the classifiers. The
classification performance of these two hierarchical classifiers is compared
with C4.5, Support Vector Machine (SVM), rule based classifiers (with
the optimisation of rule shortening) implemented in Rough Set Explo-
ration System (RSES), and a method combining k-nn with rough set
rule induction (RIONA in RSES). The results of the experiments show
that this hierarchical approach leads to improved multimodal classifiers.

Keywords: Hierarchical classification, multimodal classifier, lattice ma-
chine, rough sets, rule induction, k-NN.

1 Introduction

Many machine learning methods are based on generation of different models with
separate model parts, each of which explains part of a given dataset. Examples
include decision tree induction [24], rule induction [1] and the lattice machine
[21]. A decision tree consists of many branches, and each branch explains certain
number of data examples. A rule induction algorithm generates a set of rules as
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a model of data, and each rule explains some data examples. The lattice machine
generates a set of hypertuples as a model of data, and each hypertuple covers
a region in the data space. We call this type of learning multimodal learning or
multimodal classification.

In contrast some machine learning paradigms do not construct models with
separate parts. Examples include neural networks, support vector machines and
Bayesian networks.

In the multimodal learning paradigm the model parts may overlap or may
have insufficient coverage of a data space, i.e., the model does not cover the
whole data space. In a decision tree the branches do not overlap and cover the
whole data space. In the case of rule induction, the rules may overlap and may
not cover the whole data space. In the case of lattice machine the hypertuples
overlap and the covering of the whole data space is not guaranteed too.

Overlapping makes it possible to label a data example by more than one class
whereas insufficient coverage makes it possible that a data example is not labeled
at all. How to deal best with the overlapping and insufficient coverage issues?

In this paper we consider a hierarchical strategy to answer this question. Most
machine learning algorithms generate different models from data under different
conditions or parameters, and they advocate some conditions for optimal models
or let a user specify the condition for optimal models. Instead of trying to find the
‘optimal’ model we can consider a series of models constructed under different
conditions. These models form a hierarchy, or a layered structure, where the
bottom layer corresponds to a model with the strictest condition and the top
layer corresponds to the one with the most relaxed condition. The models in
different hierarchy layers correspond to different levels of pattern generalization.

To demonstrate the effectiveness of this strategy we implemented it in two
classifiers that construct multi-part models: one based on the lattice machine,
and the other one based on rough set rule induction. This leads to two new
classification methods.

The first method, called HCW, is a hierarchical version of the CASEEX-
TRACT/CE (or CE/CE for short) classifier — the operations in the lattice ma-
chine [21]. As mentioned earlier, the lattice machine generates hypertuples as
model of data, but the hypertuples overlap (some objects are multiply covered)
and usually only a part of the whole object space is covered by the hypertuples
(some objects are not covered). Hence, for recognition of uncovered objects, we
consider some more general hypertuples in the hierarchy that covers these ob-
jects. For recognition of multiply covered objects, we also consider more general
hypertuples that cover (not exclusively) the objects. These covering hypertuples
locate at various levels of the hierarchy. They are taken as neighbourhoods of the
object. A special voting strategy has been proposed to resolve conflicts between
the object neighbourhoods covering the classified object.

The second method, called RSES-H, is a hierarchical version of the rule-
based classifier (hereafter referred to by RSES-O) in RSES [23]. RSES-O is
based on rough set methods with optimisation of rule shortening. RSES-H con-
structs a hierarchy of rule-based classifiers. The levels of the hierarchy are defined
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by different levels of minimal rule shortening [2,23]. A given object is classified
by the classifier from the hierarchy that recognizes the object and corresponds
to the minimal generalisation (rule shortening) in the hierarchy of classifiers.

We compare the performance of HCW and RSES-H with the well known
classifiers C5.0 [13], SVM [17], and also with CE/C2 [18,20], RSES-O, and
RIONA that is a combination of rough sets with k-nn [7,23]. The evaluation
of described methods was done through experiments with benchmark datasets
from UCI Machine Learning Repository. The results of experiments show that in
many cases the hierarchical approach leads to improved classification accuracy.

It is necessary to note that our hierarchical approach to multimodal classifica-
tion is different from the classical hierarchical classification framework (see, e.g.,
[6,16,12,5,3,4,8]), which aims at developing methods to learn complex, usually
hierarchical, concepts. In our study we do not consider the hierarchical structure
of the concepts in question; therefore our study is in fact a hierarchical approach
to flat classification.

2 HCW: Hierarchical Lattice Machine

In this section we present one implementation of our hierarchical approach to
multimodal classification. This is a hierarchical version of the CE/C2 algorithm
in the lattice machine, referred to by HCW.

A lattice machine [18,21] is a machine learning paradigm that constructs a
generalised version space from data, which serves as a model (or hypothesis) of
data. A model is a hyperrelation, or a set of hypertuples (patterns), such that
each hypertuple in the hyperrelation is equilabelled, supported, and maximal.
Being equilabelled means the model is consistent with data (i.e., matches objects
with the same decision only); being maximal means the model has generalisation
capability; and being supported means the model does not generalise beyond the
information given in the data. When data come from Euclidean space, the model
is a set of hyperrectangles consistently, tightly and maximally approximating
the data. Observe that, this approach is different from decision tree induction,
which aims at partition of the data space. Lattice machines have two basic op-
erations: a construction operation to build a model of data in the form of a set
of hypertuples, and a classification operation that applies the model to classify
data. The LM algorithm [19] constructs the unique model but it is not scalable
to large datasets. The efficient algorithm CASEEXTRACT presented in [18] con-
structs such a model with the maximal condition relaxed. When such a model is
obtained, classification can be done by the C2 algorithm [20]. C2 distinguishes
between two types of data: those that are covered by at least one hypertuple
(primary data), and those that are not (secondary data). Classification is based
on two measures. Primary data ¢ is put in the same class as the hypertuple that
covers t, and secondary data are classified with the use of these two measures.
Some variants of C2 are discussed in [21]. However, the classification accuracy is
still not desirable for secondary data. Table 1 shows some experimental results
by CE/C2. We can see clearly that C2 performed extremely well on primary
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data. Since the overall performance is the weighted average of those of primary
and secondary data, it is clear that C2 performed poorly on secondary data.

We implement the hierarchical strategy in the lattice machine with the ex-
pectation that the classification accuracy of the lattice machine can be improved.
Here is an outline of the solution.

We apply the CASEEXTRACT algorithm repeatedly to construct a hierarchy
of hypertuples. The bottom layer is constructed by CASEEXTRACT directly from
data. Then those data that are covered by the hypertuples with small coverage
are marked out in the dataset, and the algorithm is applied again to construct
a second layer. This process is repeated until a layer only with one hypertuple
is reached. At the bottom layer all hypertuples are equilabelled, while those at
higher layers may not be equilabelled.

To classify a data tuple (query) we search through the hierarchy to find a
hypertuple at the lowest possible layer that covers the query. Then all data
(including both marked and unmarked) covered by the hypertuple are weighted
by an efficient counting-based weighting method. The weights are aggregated and
used to classify the query. This is similar to the weighted k-nearest neighbour
method, but it uses counting instead of distance to weigh relevant data.

2.1 Counting-Based Weighting Measure

In this section we present a counting-based weighting measure, which is suitable
for use with hypertuples.

Suppose we have a neighbourhood D for a query tuple (object) t and elements
in D may come from any class. In order to classify the query based on the
neighbourhood we can take a majority voting with or without weighting. This
is the essence of the well-known k-nearest neighbour (kNN) method [11,10].

Weighting is usually done by the reverse of distance. Distance measures usu-
ally work for numerical data. For categorical data we need to transform the data
into numerical form first. There are many ways for the transformation (see for
example [15,9,22]), but most of them are task (e.g., classification) specific.

We present a general weighting method that allows us to count the number
of all hypertuples, generated by the data tuples in a neighbourhood of a query
tuple ¢, that cover both ¢ and any data tuple x in the neighbourhood. Intuitively
the higher the count the more relevant this x is to ¢, hence x should play a
bigger role (higher weight). The inverse of this count can be used as a measure
of distance between z and t. Therefore, by this count we can order and weight
the data tuples. This counting method works for both numerical and categorical
data in a conceptually uniform way. We consider next an efficient method to
calculate this count.

As a measure of weighting we set to find out, for tuples ¢t and = in D, the
number of hypertuples that cover both ¢ and x. We call this number the h-count
of t and z, denoted by cnt(t,x). The important issue here is how to calculate
the h-count for every tuple in D.

Consider two simple tuples t =< t1,t2,--- ,t, > and x =< 1,29, -+ , Ty >.
t is a simple tuple to be classified (query) and x is any simple tuple in D. What we
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want is to find all hypertuples that cover both ¢ and x. We look at every attribute
and explore the number of subsets that can be used to generate a hypertuple
covering both ¢ and z. Multiplying these numbers across all attributes gives rise
to the number we require.

Consider an attribute a;. If a; is numerical, N; denotes the number of intervals
that can be used to generate a hypertuple covering both ¢; and x;. If a; is
categorical, IV; denotes the number of subsets for the same purpose:

(max(a;) — HTaX({.xz‘, ti}) + 1) x (min({x;,t;}) — min(a;) + 1)
(1) N; = if a; is numerical

2mi—1 if q; is categorical and z; = t;

2mi=2 if q; is categorical and x; # t;.

where max(a;), min(a;) are the maximal and the minimal value of a;, respec-
tively, if a; is numerical, and m; = |dom(a;)|, if a; is categorical.

The number of covering hypertuples of ¢t and x is cnt(t,z) = [[, N;.

A simple tuple x € D is then weighted by cnt(t,z) in a kNN classifier. More
specifically, we define

K(t,q) = Z ent(t, x).
€D,

where D, is a subset of D consisting of all ¢ class simple tuples. K(t,q) is the
total of the h-counts of all ¢ class simple tuples. Then the weighted kNN classifier
is the following rule (WKNN rule):

t is classified by qo that has the largest K (t, q) for all q.

We now present a classification procedure, called, hierarchical classification
based on weighting (HCW).

Let D be a given dataset, let HH be a hierarchy of hypertuples constructed
from D, and let t be a query — a simple tuple to be classified.

Step 1. Search HH in the bottom up order and stop as soon as a covering
hypertuple is found at layer [. Continue searching layer [ until all covering
hypertuples are found. Let S be a set of all covering hypertuples from this
layer;

Step 2. Let N «— {h : h € S}, a neighbourhood of the query;

Step 3. Apply WKNN to classify t.

Note that h is the set of simple tuples covered by h.

3 RSES-H: Hierarchical Rule-Based Classifier

In this section we present another implementation of our hierarchical approach
to multimodal classification. This is a hierarchical version of RSES-O, referred
to by RSES-H.

In RSES-H a set of minimal decision rules [1,23] is generated. Then, different
layers for classification are created by rule shortening. The algorithm works as
follows:
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1. At the beginning, we divide original data sets into two disjoint parts: train
table and test table.

2. Next, we calculate (consistent) rules with a minimal number of descriptors
for the train table (using covering method from RSES [1,23]). This set of
rules is used to construct the first (the bottom) level of our classifier.

3. In the successive steps defined by the following thresholds (for the positive
region after shortening): 0.95,0.90, 0.85, 0.80,0.75,0.70, 0.65,0.60, we gener-
ate a set of rules obtained by shortening all rules generated in the previous
step. The rules generated in the i-th step are used to construct the classifier
with the label ¢ + 1 in the classifier hierarchy.

4. Now, we can use our hierarchical classifier in the following way:

(a) For any object from the test table, we try to classify this object using
decision rules from the first level of our classifier.

(b) If the tested object is classified by rules from the first level of classifier,
we return the decision value for this object and the remaining levels of
our classifier are not used.

(c) If the tested object can not by classified by rules from the first level, we
try to classify it using the second level of our hierarchical classifier, etc.

(d) Finally, if the tested object can not be classified by rules from the level
with the label 9, then our classifier can not classify the tested object. The
last case happens seldom, because higher levels are usually sufficient for
classifying any tested object.

4 Evaluation

The two hierarchical classifiers described in Section 2.1 (HCW) and in Section 3
(RSES-H) were evaluated by experiments on some popular benchmark datasets
from UCI Machine Learning Repository!'. Each classifier was tested 10 times
on each dataset with the use of 5-fold cross-validation. The average results are
shown in Table 1.

For comparison, we also include experimental results by the well-known de-
cision tree C5.0 [13] and support vector machine (SVM) [17], the two non-
hierarchical methods CE/C2 and RSES-O based on rules, and RIONA.

CE/C2 is a lattice machine based classifier [21]. The CASEEXTRACT algo-
rithm builds, as a classifying function, a set of overlapping hypertuples and the
C2 algorithm classifies a data example.

RSES-O implemented in RSES [2,23] is a rule based method with the rule
shortening optimization. It is based on the decision rules with the minimal num-
ber of descriptors and the operation of rule shortening [1]. The classifier is con-
structed over the set of rules obtained by shortening these minimal rules using
the optimal threshold.

RIONA [7] is another classification algorithm implemented in RSES [2,23]
that combines the k£ nearest neighbor method with rule induction. The method
induces a distance measure and distance-based rules. For classification of a given

! http://www.ics.uci.edu/ mlearn/MLRepository.html
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Table 1. General information on the datasets and the 5-fold cross validation success
rate of C5.0, SVM, CE/C2 on all data, CE/C2 on primary data, HCW, RSES-
H, RSES-O and RIONA. The “PP” column is the percentage of primary data. Note
that the SVM results for “German”, “IT'TT” and “Vote” are not available because they
have categorical attributes and this method does not work with categorical attributes
directly. For HCW, RSES-H and RSES-O the standard deviations are also provided.
In the columns HCW and RSES-H the superscripts denote the levels of statistical
significance of difference between these classifiers and RSES-O: 5 is 99.5%, 4 is 99%,
3 is 97.5%, 2 is 95%, 1 is 90% and 0 is below 90%. Plus indicates that the average
accuracy of the method is higher than in RSES-O and minus otherwise.

Data General Info 5CV success rate %PP
Att Exa Cla C5.0 SVM CE/C2 Prim. HCW RSES-H RSES-O RIONA
Anneal 38 798 6 96.6 91.3 96.8 97.6 96.0+0.47° 96.24+0.57° 94.3+0.6 92.5 93.4
Austral 14 690 2 90.6 85.3 83.5 95.1 92.0+0.47° 87.0+0.572 86.4+0.5 85.7 87.2
Auto 25 205 6 70.7 68.3 76.1 86.8 76.5+1.4T° 73.7+1.77° 69.0+3.1 76.7 56.1
Diabetes 8 768 2 72.7 77.7 71.0 71.7 72.6+0.87°% 73.841.2° 73.840.6 754 66.8
German 20 1000 2 71.7 72.5  72.6 71.440.97% 73.240.97° 72.240.4 744 65.4
Glass 9 214 3 624 639 64.0 69.6 71.3+1.21° 63.4+1.8%3 61.242.5 66.1 79.4
Heart 13 270 2 77.0 83.3 77.0 82.1 79.0+1.07° 84.0+1.31° 83.8+1.1 82.3 61.5
Hepatitis 19 155 2 80.0 80.7 81.2 84.1 78.74+1.27° 81.941.67° 82.6+1.3 82.0 69.0
Iris 4 150 3 94.7 94.0 92.7 97.6 94.140.47! 95.5+0.87° 94.941.5 944 82.7
Sonar 60 208 2 71.6 722 69.7 8.4 73.7+0.87° 75.3+2.01° 74.3+1.8 86.1 59.2
TTT 9 958 2 86.2 83.5 96.2 95.040.37° 99.1+0.2%! 99.040.2 93.6 94.9
Vehicle 18 846 4 71.9 76.8 75.7 76.7 67.6+£0.71% 66.1+£1.41* 64.24+1.3 70.2 61.7
Vote 18 232 2 96.5 94.2 985 95.440.57° 96.5+0.57° 96.44+0.5 95.3 89.7
Average success rate 80.20 79.35 79.84 85.38 81.79 81.98 80.93 82.67

test object the examples most similar to this object vote for decisions but first
they are compared against the rules and the examples that do not match any
rule are excluded from voting.

On average HCW and RSES-H outperform C5.0, SVM, CE/C2 and
RSES-O and are almost the same as RIONA (the advantage of RIONA is only
due to the dataset Sonar). To provide more details on the benefit from hierar-
chical approach we compared HCW and RSES-H against the non-hierarchical
RSES-O (on average RSES-O gives better accuracy than than CE/C2) and
computed the statistical significance of their difference using the one-tail un-
paired Student’s t-test [14].

Comparing RSES-H against RSES-O one can see that for 6 datasets RSES-
H dominates with at least 97.5% confidence level and there is no dataset on which
RSES-H was significantly worse.

The comparison between HCW and RSES-O does not show supremacy of
any method. However, for some datasets (Australian, Auto and Glass) HCW
provided significantly better results than both RSES-H and RSES-O. Moreover,
it outperformed CE/C2 in 9 out of 13 datasets. The best improvements were for
the datasets TTT (11.5%), Australian (8.5%) and Glass (7.3%). It is interesting
to note that the performance of CE/C2 on the Vehicle dataset was significantly
better (8.1%) than the performance of HCW. Observe also (see column Prim
in Table 1) that CE/C2 performed extremely well on primary data, i.e., data
covered by hypertuples induced by lattice machine.
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The experiments confirmed our original expectation that the performance of
CE/C2 and RSES-O can be improved by our hierarchical approach. The cost
is some extra time to construct the hierarchy and to test some new objects using
this hierarchy.

Observe also that for most of the tested datasets the best method selected
from the discussed rough set methods (RSES-O, RSES-H), combination of
rough sets with k-nn (RIONA), and lattice machine (CE/C2,HCW) outper-
forms the methods C5.0 and SVM.

5 Conclusions

The experimental study has shown that the discussed hierarchical approach leads
to improvement of classification accuracy. We plan to develop more advanced
methods for hierarchical classification in incremental learning.
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Abstract. To build competent and efficient CBR classifiers, we develop
a case generation approach which integrates fuzzy sets, rough sets and
learning vector quantization (LVQ). If the feature values of the cases are
numerical, fuzzy sets are firstly used to discretize the feature spaces. Sec-
ondly, a fast rough set-based feature selection method is built to identify
the significant features. The representative cases (prototypes) are then
generated through LVQ learning process on the case bases after fea-
ture selection. These prototypes can be also considered as the extracted
knowledge which improves the understanding of the case base. Three real
life data sets are used in the experiments to demonstrate the effectiveness
of this case generation approach.

1 Introduction

Case-based Reasoning (CBR) [1] is a reasoning methodology that based on prior
experience and examples. Compared with rule-based systems, CBR systems usu-
ally require significantly less knowledge acquisition, since it involves collecting
a set of past experiences (called case base) without the added necessity of ex-
tracting a formal domain model from these cases. The CBR systems used in
classification problems are called CBR classifiers.

The performance of CBR classifiers, in terms of classification accuracy and
efficiency, closely depends on the competence and size of the case base. The
competence of a case base is the range of unseen cases which the case base can
correctly classify. In general, the more competent the case base, the higher the
classification accuracy of the CBR classifier. On the other hand, it is obvious that
the larger the size of a case base, the lower the case retrieval speed. The reduction
of cases will improve the efficiency but may hurt the case base competence. In this
research, we attempt to make a trade-off between the classification accuracy and
efficiency by building both compact and competent case bases for CBR classifiers.
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We achieve this goal by developing a rough learning vector quantization (LVQ)-
based case generation approach. A few of prototypes are generated to represent
the entire case base without loss the competence of the original case base.

As a necessary preprocessing of LVQ-based case generation, a fast rough
set-based method is developed to select the relevant features and eliminate the
irrelevant ones. Rough sets [2] allow the most informative features to be detected
and then selected through the reduct computation. There is much research work
in rough set-based feature selection [3,4,5,6], most of which are computational
intensive. To reduce the computational load inherent in such methods, a new con-
cept called approximate reduct is introduced. Other primary concepts in rough
sets, such as dispensable (indispensable) attribute and core, are also modified.
Using these extended concepts, we develop a fast rough set based approach to
finding the approximate reduct. The computational load is linear with the num-
ber of cases and features. In this feature selection process, fuzzy sets are used
to discretize the numerical attribute values to generate indiscernibility relation
and equivalence classes of the given case base.

Learning vector quantization is then applied to extract the representative
cases (also called prototypes) to represent the entire case base. LVQ is a com-
petitive algorithm, which is considered to be a supervised version of the Self-
Organizing Map (SOM) algorithm [7]. Mangiameli et al. [8] demonstrated that
SOM is a better clustering algorithm than hierarchical clustering with irrele-
vant variables or different sized populations. Pal et al. used SOM to extract
prototypical cases in [9] and reported a compact representation of data. How-
ever, Kohonen pointed out in [7], decision and classification processes should
use Learning Vector Quantization (LVQ) in stead of SOM. Since we focus on
the classification problems in this paper, LVQ is used to generate prototypical
cases. LVQ has similar advantages of SOM, such as the robustness with noise
and missing information.

After applying the case selection approach, the original case base can be
reduced to a few prototypes which can be directly used to predict the class label
of the unseen cases. These prototypes can be regarded as the specific domain
knowledge which is extracted from the case base. This will speed up the case
retrieval and make the case base be more easily understood. On the other hand,
since the most representative cases are generated, case base competence can be
also preserved.

2 Fuzzy Discretization of Feature Space

The rough set-based feature selection methods are all built on the basis of in-
discernibility relation. If the attribute values are continuous, the feature space
needs to be discretized for defining the indiscernibility relations and equivalence
classes on different subset of attribute sets. In this paper, fuzzy sets are used for
the discretization by partition each attribute into three levels: Low (L), Medium
(M), and High (H). Finer partitions may lead to better accuracy at the cost of
higher computational load. The use of fuzzy sets has several advantages over the
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traditional “hard” discertizations, such as handling the overlapped clusters and
linguistic representation of data [9].

Triangular membership functions are used to define the fuzzy sets: L, M and
H. There are three parameters Cp,, Cys, and Cy for each attribute which should
be determined beforehand. They are considered as the centers of the three fuzzy
sets. In this paper, the center of fuzzy set M for a given attribute a is the average
value of all the values occurring in the domain of a. Assume V, is the domain of
attribute a, then Cay = 3° oy, y/|Va|, where | x| is the cardinality of set *.

Cp, and C)s are computed as C, = (Cpr — Ming)/2 and Cy = (Max, —
Cwm)/2, where Min, = min{yly € V,} and Max, = maz{yly € V,}.

3 Feature Selection Based on Approximate Reduct

In this section, we develop a fast feature reduction method based on the concept
of approximate reduct. Before we present the proposed algorithm, the rough
set-based feature selection methods are briefly reviewed.

3.1 Traditional Rough Set-Based Feature Selection Methods

The discernibility function-based reduct computation algorithms belong to the
traditional rough set-based feature selection methods. They are built on the
concepts of indiscernibility relation, set approximations, dispensable and indis-
pensable attributes, reduct and core [2].

The reduct computation is directly based on discernibility matrix [5]. Assume
IS is an information system which can be represented by a triplet IS = (U, A,
f), where U is a finite nonempty set of n objects {x1, 2, ..., }; A is a finite
nonempty set of m attributes (features) {a1, ag, ..., am}; fo : U — V, for any
a € A, where V, is called the domain of attribute a. The discernibility matrix
is defined as a n x n matrix represented by (dm;;), where dm;; = {a € A :
fa(mi) # falzj)} for i, j =1,2, .., n

All reducts are hidden in some discernibility function induced by the dis-
cernibility matrix. If there are n objects in the IS, m attributes in A U {d}, the

computation complexity of these methods is O(n? x m).

3.2 Relative Dependency-Based Reduct Computation

To reduce the computational load of the discernibility function-based methods,
Han et al. [10] have developed a reduct computation approach based on the con-
cept of relative attribute dependency. Given a subset of condition attributes, B,
the relative attribute dependency is a ratio between the number of distinct rows
in the sub-decision table corresponding to B only and the number of distinct
rows in the sub-decision table corresponding to B together with the decision
attributes, i.e., BU{d}. The larger the relative attribute dependency value (i.e.,
close to 1), the more useful is the subset of condition attributes B in discriminat-
ing the decision attribute values. To evaluate the generated approximate reducts,
Bazan et al. [11] used a quality measure for reducts based on the number of rules
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generated by the reducts. In this paper, we do not need to obtain the optimal
approximate reduct, which requires much more computational effort. In the fol-
lowing sections, a feature selection method will be built based on the work of
Han et al. Some pertinent concepts are defined as:

Definition 1. (Projection) [10] Let P C AU D, where D = {d}. The projection
of U on P, denoted by IIp(U), is a sub table of U and is constructed as follows:
1) remove attributes AU D — P; and 2) merge all indiscernible rows.

Definition 2. (Relative Dependency Degree) Let B C A, A be the set of condi-
tional attributes. D is the set of decision attributes. The relative de-pendency de-
gree of B w.r.t. D is defined as 65, 68 = |II5(U)|/|Hpup(U)|, where |ITx (U)|is
the number of equivalence classes in U/IND(X).

6L can be computed by counting the number of equivalence classes induced
by B and BU D, i.e., the distinct rows in the projections of U on B and BU D.

Definition 3. (Consistent Decision Table) A decision table DT or U is consis-
tent when Va,y € U, if fp(z) # fp(y), then Ja € A such that f,(x) # fo(y).

It can be easily induced that §§=1 when U is consistent. A subset of at-
tributes B C A is found to be a reduct, if the sub-decision table is still consistent
after removing the attributes in A — B. This is given as Theorem 1.

Theorem 1. If U is consistent, B C A is a reduct of A w.r.t. D, if and only if
6p = 6% =1 and for VQ C B, 65 # 6% (See [10] for the proof)

Theorem 1 gives the necessary and sufficient conditions for reduct computa-
tion and implies that the reduct can be generated by only counting the distinct
rows in some projections. The computational load is linear to the number of
cases, n, and the number of attributes, m.

3.3 Feature Selection Based on Approximate Reduct

From Section 3.2, we notice that, although the relative dependency-based reduct
computation is fast, U is always assumed to be consistent in theorem 1. This
assumption is not necessarily true in real life applications. In this section, we relax
this condition by finding approximate reduct instead of exact reduct. The use of
a relative dependency degree in reduct computation is extended to inconsistent
in-formation systems. Some new concepts, such as the [-dispensable attribute,
(O-indispensable attribute, B-reduct (i.e., approximate reduct), and [(-core are
introduced to modify the traditional concepts in rough set theory. The parameter
is used as the consistency measurement to evaluate the goodness of the subset
of attributes currently under consideration. These are explained as follows.

Definition 4. (8-dispensable attribute and S-indispensable attribute) If a € A
is an attribute that satisfies 627{(1} >6- 65, a is called a 6-dispensable attribute
in A. Otherwise, a is called a (-indispensable attribute.

The parameter 3, 3 € [0, 1], is called the consistency measurement.

Definition 5. ( S-reduct/approximate reduct and 3-core) B is called a S-reduct
or approximate reduct of conditional attribute set A if B is the minimal subset of
A such that 68 > 3-6%. The B-core of A is the set of 3-indispensable attributes.
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The consistency measurement (3 reflects the relationship of the approximate
reduct and the exact reduct. The larger the value of 3, the more similar is the ap-
proximate reduct to the exact reduct computed using the traditional discernibil-
ity function-based methods. If 5= 1 (i.e., attains its maximum), the two reducts
are equal (according to theorem 1). The reduct computation is implemented
by counting the distinct rows in the sub-decision tables of some sub-attribute
sets. (8 controls the end condition of the algorithm and therefore controls the
size of reduced feature set. It can be determined beforehand by experts or can
be learned during the feature selection process. Based on Definitions 4-5, the
rough set-based feature selection algorithm in our developed approach is given
as follows.

Feature Selection Algorithm

Input: U - the entire case base; A - the entire condition attribute set;
D - the decision attribute set.
Output: R - the approximate reduct of A.

Step 1. Initialize R=empty set;
Step 2. Compute the approximate reduct.

While A is not empty
1. For each attribute a € A
Compute the significance of a;
2. Add the most significant one, ¢, to R: R= RU {q};
A=A-gq
3. Compute the relative dependency degree 6% for current R;
4. 1f 63 > @, return R and stop.

Since the computation of approximate reduce does not increase the compu-
tational load to the method of Han et al., the computation complexities of the
feature selection algorithms is also O(n x m), where mis the number of features
in AU D, n is the number of objects in U.

4 LVQ-Based Case Generation

After the approximate reduct-based feature selection, the supervised learning
process of LVQ is used for generating prototypes which represent the entire case
base.

4.1 Learning Vector Quantization

LVQ derives from the Self-organizing map (SOM) which is an unsupervised learn-
ing and robust to handle noisy and outlier data. The SOM can serve as a cluster-
ing tool of high-dimensional data. For classification problems, supervised learning
LVQ should be superior to SOM since the information of classification results
is incorporated to guide the learning process. LVQ is more robust to redundant
features and cases, and more insensitive to the learning rate.
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4.2 Rough LVQ Algorithm

Although LVQ has similar advantages of SOM, such as the robustness with noise
and missing information, it does not mean that the data preprocessing is not
required before the learning process. Since the basic assumption of LVQ is that
similar feature values should lead to similar classification results, the similarity
computation is critical in the learning process. Feature selection is one of the
most important preparations for LVQ which can achieve better clustering and
similarity computation results.

Different subset of features will result different data distribution and clusters.
Take the Iris data [12] for example. Based on the two subsets of features, LVQ is
applied to learn three prototypes for the Iris data. The generated representative
cases are shown in Table 1-2. It shows that different subset of attributes can affect
the LVQ learning process and different prototypes are generated. According to
the classification accuracy, the feature set of {PL, PW} is better than {SL, SW}.

Table 1. Prototypes extracted using PL and PW

Prototypes SL SW PL PW Class label

P1 0.619 0.777 0.224 0.099 1
P2 0.685 0.613 0.589 0.528 2
P3 0.766 0.587 0.737 0.779 3

Classification accuracy using P1 P2 and P3: 0.98

Table 2. Prototypes extracted using SL and SW

Prototypes SL SW PL PW  Class label

P1 0.649 0.842 0.211 0.094 1
P2 0.712 0.550 0.572 0.212 2
P3 0.980 0.840 1.096 1.566 3

Classification accuracy using P1, P2 and P3: 0.80

In this paper, the feature selection is handled using the approximate reduct-
based method which given in the previous section. LVQ is then applied to gen-
erate representative cases for the entire case base. Here the learning rate « is
given in advance, and only the distance between the winning node and the given
input vector is updated in each learning step. The number of weight vectors is
determined as the number of classes in the given case base. The learning process
is ended with a fixed number of iterations T, say, 5000 in this paper. Assume
the given case base has n cases which represented by m features, and there are ¢
classes. R is the approximate reduct computed by the feature selection process.
The LVQ algorithm is given as follows:

Step 1. Initialize ¢ weight vectors [v1,va, ..., v.] by randomly selecting one case
from each class.

Step 2. Generate prototypes through LVQ.
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t—1;
While (¢ < T))
fork=1ton
xeU,xp —x, U—U—xy;
1. Compute the distances D = {||zx —vi—1||lr: 1 < i <c};
2. Select vyin -1 = arg{vii—1 : ||xx — vit—1||lr = min{d € D}};
3. If Class(vwin,t—1) = Class(zy)
Update vwin,t = vit—1 + &(Th — Vwin,t—1);
4. Output V = [v1,7-1,V2,7-1, .., Ve, 7—1]-

The output vectors are considered to be the generated prototypes which
represent the entire case base. Each prototype can be used to describe the cor-
responding class and regarded as the cluster center.

5 Experimental Results

To illustrate the effectiveness of the developed rough LVQ case selection method,
we describe here some results on three real life data [12]: Iris, Glass, and Pima.
In all the experiments, 80% cases in each database are randomly selected for
training and the remaining 20% cases are used for testing.

In this paper, four indices are used to evaluate the rough LVQ case generation
method. The classification accuracy is one of the important factors to be consid-
ered for building classifiers. On the other hand, the efficiency of CBR classifiers
in terms of case retrieval time should not be neglected. The storage space and
clustering performance (in terms of intra-similarity and inter-similarity) are also
tested in this section. Based on these evaluation indices, comparisons are made
between our developed method and others such as basic SOM, basic LVQ and
Random case selection methods.

In the experiments of this section, the parameter § is determined during the
testing through populating the points in the interval [0.5, 1]. Initially, 3 is set
to be 0.5. In each step, the  value increase at a constant rate 0.01 and this
value is used in the feature selection process and being tested. The steps stop
when attains 1. The value which can achieve the highest classification accuracy
is selected as the suitable 8. The learning rates for the three data sets are: a=
0.8 (Iris data), a= 0.8 (Glass data) and a= 0.5 (Pima data).

5.1 Classification Accuracy

In this section, the results of classification accuracy for the three databases and
four case selection methods are demonstrated and analyzed.

If the training cases are used for classify the testing cases, the classification
accuracies on the three databases are: 0.980 (Iris), 0.977 (Glass), 0.662 (Pima).
These accuracy values are called the original classification accuracies. The exper-
imental results of using the generated prototypes are demonstrated in Table 3.
Here we test the accuracy using both the testing cases and all cases, denoted by
Accurest and Accu gy, respectively. It is observed that after the case generation,
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Table 3. Classification accuracy using different case generation methods

Methods Iris data Glass data Pima data
Accurest Accuay Accutest Accuay Accurest Accuar
Random 0.760 0.746 0.860 0.864 0.597 0.660
SOM 0.920 0.953 0.930 0.925 0.688 0.730
LvVQ 0.980 0.953 0.930 0.935 0.708 0.743
Rough LVQ 1.000 0.960 0.930 0.935 0.714 0.740

the original accuracies are preserved and even improved. The rough LVQ method
can achieve the highest classification accuracy in most of the testing. The basic
LVQ method performs better than the other methods: Random and SOM.

5.2 Reduced Storage Space of Rough LVQ-Based Method

Due to both the feature selection and case selection processes, the storage space
with respect to the features and cases is reduced substantially. Subsequently, the
average case retrieval time will decrease. These results are shown in Table 4,
where

Reduced features=(1 — |Sclected features| y o qgq07.

|Original features|

_ (1 _ |Prototypes|
Reduced cases=(1 |Enti7‘edata|) x 100%,

Saved time of case retrieval= (tirqin — tp),

where tirqin is the case retrieval time using the training cases; ¢, is the case
retrieval time using the extracted prototypes. The unit of time is second.

Table 4. Reduced storage and saved case retrieval time

Data set Reduced features Reduced cases Saved time of case retrieval

Iris 50% 97.0% 0.600 sec
Glass 60% 98.8% 0.989 sec
Pima 50% 99.6% 0.924 sec

From Table 4, the storage requirements of features and cases are reduced
dramatically. For example, the percentage of reduced features is 60% for Glass
data, and the percentage of reduced cases is 99.6% for Pima data. The case
retrieval time also decreases because that there are much fewer features and
cases after applying the rough LVQ-based case selection method.

5.3 Intra-similarity and Inter-similarity

Intra-similarity and inter-similarity are two important indices to reflect the clus-
tering performance. They are used in this section to prove that the developed
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rough LVQ-based approach can achieve better clustering than using random se-
lected prototypes. Since the similarity between two cases is inverse proportional
to the distance between them, we use inter-distance and intra-distance to de-
scribe the inter-similarity and intra-similarity. Assume there are K classes for a
given case base, C, Cy, ..., Ck. The intra-distance and inter-distance of the case
base are defined as:

Intra-Distance=)_, o d(z,y),
Inter—Dz’stance:Zwec,yec d(z,y),1,j=1,2,.. . K,i#j
Ratio=Intra-Distance/ Inter-Distance.

The lower the intra-distance and the higher the inter-distance, the better is
the clustering performance. Therefore, it is obvious that the higher the ration
between the inter-distance and the intra-distance, the better is the clustering
performance. The results are shown in Table 5. Rough LVQ method demonstrates
higher Ratio values and therefore achieves better clustering result.

Table 5. Inter-distance and inter-distance: Comparisons between the Random and
Rough LVQ methods.

Data set Methods Inter-Distance Intra-Distance Ratio

Iris Random 1284.52 102.13 12.577
Rough LVQ@Q 1155.39 51.99 22.223
Glass Random 8640.20 4567.84 1.892
Rough LVQ@Q 7847.37 3238.99 2.423
Pima Random 56462.83 54529.05 1.035
Rough LVQ@Q 28011.95 25163.45 1.113

6 Conclusions

In this paper, a rough LVQ approach is developed to address the case generation
for building compact and competent CBR classifiers. Firstly, the rough set-based
feature selection method is used to select features for LVQ learning. This method
is built on the concept of approximate reduct instead of exact reuduct. It is a
generalization of traditional discernibility matrix-based feature reduction. LVQ
is then used to extract the prototypes to represent the entire case base. These
prototypes are not the data points in the original case base, but are modified
during the LV(Q learning process. They are considered as the most representative
cases for the given case base, and used to classify the unseen cases. Through the
experimental results, using much fewer features (e.g., 40% of the original features
for Glass data), the classification accuracies for the three real life data are higher
using our method than those using methods of Random, basic SOM and LVQ.
The case retrieval time for predicting class labels of unseen cases is also reduced.
Furthermore, higher intra-similarity and lower inter-similarity are achieved using
the rough LVQ approach than that using the random method.
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Abstract. An active research area in Machine Learning is the construc-
tion of multiple classifier systems to increase learning accuracy of simple
classifiers. In this paper we present a method to improve even more the
accuracy: ML-CIDIM. This method has been developed by using a mul-
tiple classifier system which basic classifier is CIDIM, an algorithm that
induces small and accurate decision trees. CIDIM makes a random di-
vision of the training set into two subsets and uses them to build an
internal bound condition. ML-CIDIM induces some multiple classifier
systems based on CIDIM and places them in different layers, trying to
improve the accuracy of the previous layer with the following one. In this
way, the accuracy obtained thanks to a unique multiple classifier system
based on CIDIM can be improved. In reference to the accuracy of the
classifier system built with ML-CIDIM, we can say that it competes well
against bagging and boosting at statistically significant confidence levels.

1 Introduction

Classification and prediction tasks are two of the most popular activities in
Machine Learning. There are many approaches that try to extract knowledge
from data. These approaches are very diverse, but one of the most active research
area is composed by multiple classifier systems. They have benefited from the
idea of using a committee or ensemble of models to do cited tasks.

Many kind of models can take part into a multiple classifier system (homo-
geneous or heterogeneous). Decision trees are widely used on Machine Learning
community (CART [1], ID3 [2], C4.5 [3], ITI [4], VFDT [5] ... ) and they have
some positive characteristics. They have the ability of splitting the hyperspace
into subspaces and fitting each space with different models. They also have a
good feature: the understandability.

In the literature we can find many approaches to define a multiple classifier
system. Thus, we have methods that mainly reduce variance, such as bagging [6]
or boosting [7], and methods that reduce bias, such as stacked generalization [8].

* This work has been partially supported by the MOISES project, number TIC2002-
04019-C03-02, of the MCyT, Spain.
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Other multiple classifier methods, such as cascading [9], generate new attributes
from the class probability estimation. Delegating [10] is another method and it
works with examples in the dataset, using part of them in each classifier and
delegating the rest of examples to the next classifier. In short, there are many
methods for generating multiple models.

Taking this into account, we can use a very simple method to induce a multi-
ple classifier that uses CIDIM as the basic classifier. CIDIM (Control of Induction
by sample DIvision Methods) [11] is an algorithm that induces small and accu-
rate decision trees, dividing the training set into two subsets and using them
to build an internal bound condition. What we present in this paper is another
level over this multiple classifier system. ML-CIDIM induces multiples layers of
multiple classifiers trying to improve the previous one with the following one.

The paper is organized as follows. In Section 2 we will briefly describe CIDIM
and its utilization in a multiple classifier system. We will introduce ML-CIDIM
and how this method can improve the accuracy achieved by a multiple classifier in
section 3. Some experimental results are shown in section 4. Finally, in section 5,
we summarise our conclusions and suggest future lines of research.

2 Simple Multiple Classifier System Based on CIDIM

We have divided this section in two parts. Firstly, we briefly present the CIDIM
algorithm in Subsection 2.1. Then, we describe a simple multiple classifier system
that uses CIDIM as the basic classifier in Subsection 2.2.

2.1 CIDIM

CIDIM (Control of Induction by sample DIvision Methods) [11] was developed
to induce accurate and small decision trees. It divides the training set into two
subsets and uses them to define an internal bound condition for expansion. Let
us comment these characteristics with more detail:

— The top down induction of decision trees (TDIDT) algorithms [2,3], gener-
ally, divides the set of examples into two subsets: the training subset (used
to induce the tree) and the test subset (used to test the results). CIDIM
makes an additional division. It divides the training subset into two new
subsets with the same class distribution and similar size: the construction
subset (called CNS) and the control subset (called CLS). Every node has its
corresponding CN.S and C'LS subsets. When an expansion is made, CN .S
and C'LS subsets of the parent node are divided into multiple CNS and
CLS subsets, each one corresponding to the appropriate child node. Thus,
the size of CN S and C'LS decreases as the node is deeper in the tree. CN S
and C'LS are used in the expansion process.

— Usually, the expansion of the tree finishes when all examples associated with
a node belong to the same class, yielding too large trees. In order to avoid
this overfitting, external conditions are considered by different algorithms
(C5, an updated version of C4.5, demands that at least two branches have



140 G. Ramos-Jiménez, J. del Campo—Avila, and R. Morales-Bueno

at least a pre-configurable number of examples). CIDIM uses the following as
an internal condition: a node is expanded only if its expansion improves the
accuracy calculated on C'LS. Tree expansion supervision is local for every
node and it is driven by two indexes: the absolute index I4 and the relative
index Ir (see equations (1)). For every step, a node is expanded only if one
or both indexes are increased. If one index decrease, expansion is not made.
The absolute and relative indexes are defined as

_ Zz]\il CORRECT (e;) sz\il Pc(ez‘)(ei) (1)
N N N ’
where N is the number of examples in CLS, e a single example, C(e) the

class of the e example, P, (¢e) the probability of m class for the e example, and
CORRECT (e) = 1 if Po(e,) = max{Pi(e), Px(e), ..., Px(e)} or 0 otherwise.

I and I =

A description of CIDIM can be seen in Figure 1.

1. CNS (ConstructioN Subset) and CLS (ControL Subset) are obtained
by a random division of the set of examples used to induce the tree
2. for each non-leaf node do:
2.1. Select the best splitting (considering a given disorder measure)
2.2.if splitting does not improve prediction
then Label node as a leaf-node
2.3. if splitting improves prediction
then Expand node

Fig. 1. CIDIM algorithm

Decision trees generated by CIDIM are usually smaller than those obtained
with other TDIDT algorithms. This allows the induction of more general trees,
more understandable for human experts. At the same time, accuracy of the
induced trees keeps similar to decision trees induced by other TDIDT algorithms.

CIDIM can be applied to any problem with a finite number of attributes.
These attributes must be nominal and can be ordered or not. If the problem
has continuous attributes, they can be discretized, resulting ordered nominal
attributes. The class attribute must have a finite number of unordered classes.

These advantages have been used to solve real problems, such as system
modelling [12] or modelling of prognosis of breast cancer relapse [13].

2.2 Simple Multiple Classifier

Improving the generalization of classifiers is an aim of Machine Learning. Voting
methods tries to achieve this improvement. Many algorithms have been devel-
oped [14,15,16,6] and numerous studies have been made about them [17,18,19].

We can divide these algorithms into two categories: those that change the
dataset distribution depending on the previous steps of the algorithm and those
that do not change the cited distribution.
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Algorithms in the first group are usually called boosting algorithms [14,15,16].
Breiman uses a least known term: Arcing (Adaptively Resample and Combine)
[20]. Some algorithms in this group are AdaBoost (Adaptive Boosting) [16] also
known as AdaBoost.M1, and Arc-x4 [16].

The second group is usually called bagging algorithms (Bootstrap Aggregat-
ing) [6], although Breiman sets it into a larger family P&C (Perturb and Com-
bine). One variant of bagging is wagging (Weight aggregation) [18] that makes
a random variation of weights instead of a simple resampling perturbation.

Our simple multiple classifier system is based on the bagging scheme. It uses
CIDIM as the basic classifier, and it induces a pre-configured number of decision
trees to make the ensemble. CIDIM — as a the algorithm that makes a random
division of the training set into two subsets (CNS and CLS) — suits very well
with the bagging scheme. Our multiple classifier uses uniform voting to predict.

3 ML-CIDIM

Once we have described the multiple classifier system that it is used by ML-
CIDIM, we explain in this section how it tries to improve the performance of the
multiple classifier system.

Layered learning is a machine learning paradigm defined as a set of principles
for construction of a hierarchical, learned solution to a complex task [21]. The
key principles of layered learning (also known as many-layered learning [22]) are:
breaking a problem down into several layers following a bottom-up strategy; and
learning each of them separately, but using contents of one layer in a next one.

Systems that use layered learning usually have different layers to model dif-
ferent tasks, and they are applied in the context of robots and agents [23,24,25].
We are interested in only one task: classification; and the layered learning is used
to produce successive refinements of multiple classifier systems.

ML-CIDIM is composed of a number (1) of multiple layers (Layers). Each of
them consists of a multiple classifier system based on CIDIM. For the construc-
tion of the first layer, examples in the training set are used to induce a multiple
classifier. Then, while constructing the second layer, every example in the train-
ing set is modified incorporating new induced attributes. These new attributes
describe the classification given by every CIDIM tree in the first layer. Once
we have the training set with the modified examples, ML-CIDIM induces the
multiple classifier system based on CIDIM for the second layer. This process is
iterative and it continues until no improvement is possible (it can be improved
if the last layer misclassifies examples and there are discrepancies in the voting
produced by the multiple classifier system) or until a pre-configured number of
layers (Maximum number of layers) are induced. Thus, every layer is built
using the examples in the training set plus the classification information con-
tained in the previous layers. A description of ML-CIDIM can be seen in the
Figure 2.
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1. Layers it is initialized with the first multiple classifier system based on CIDIM
=1
3. while (Layers can be improved) and
(I < Mazimum number of layers ) do:
3.1. A new multiple classifier system based on CIDIM is built using
new examples. These examples incorporate information of
the classification made in the last layer (new induced attributes)
3.2.  Add the new multiple classifier system based on CIDIM into Layers
33. 1l=1+1

[\

Fig. 2. ML-CIDIM algorithm

Although we have used ML-CIDIM to improve the performance of a multiple
classifier system based on CIDIM, the basic idea can be used to improve any
other multiple classifier system based on other classifiers.

The prediction process used in ML-CIDIM is very simple. The prediction
given for an example is the prediction given by the first layer in which there
is no discrepancy about the classification. If all layers disagree, the prediction
given is the one of the last layer.

4 Experimental Results

The experiments we have done and the results we have obtained are now exposed.
Before we go on to deal with particular experiments, let us explain some issues:

— The five datasets we have used are summarised in Table 1 that shows the
number of examples, the number of attributes, and the number of values for
the class. All these datasets have been taken from the UCI Machine Learning
Repository [26] and are available online. All the datasets used have a com-
mon feature: all variables are nominal variables. We have used these because
CIDIM is designed for dealing with these kinds of variables. Discretizing real
variables to nominal variables is a way for using any dataset, but we have
opted to use the datasets exactly as they are.

— ML-CIDIM has been compared with other well-known methods: bagging
[6], boosting [7] and a rough set based method [27]. For the experiments, we
have used the implementation of bagging and boosting implemented in Weka
[28]. These two algorithms have been executed using J48 (implementation of
C4.5 in Weka) as the their basic classifier. We have configured bagging and
boosting with 10 iterations (default configuration). Considering this, ML-
CIDIM has been configured to induce multiple classifier systems with 10
trees. Rose2 [29,30] has been the implementation that we have selected to do
the experiments with a rough set based method and it has been configured
with the default configuration.

— For every experiment, the presented values for accuracy have been obtained
from a 10 x 10 fold cross-validation. Average and standard deviation values
are given. To compare results, a statistical test must be made [31]. A t-test
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Table 1. Summary table for the datasets used in experiments

Name UCI Repository Name Examples Variables Classes
Cancer Breast Cancer 286 9 2
Car Car Evaluation 1728 6 4
KR-vs-KP Chess (king-rook-vs-king-pawn) 3196 36 2
Mushroom Mushroom 8124 22 2
Nursery  Nursery 12960 8 5

Table 2. Comparison between bagging, boosting, rough set based method (Rose2) and
ML-CIDIM. Average values and standard deviations are given for accuracy. Significance
tests are with respect to ML-CIDIM with two layers (ML-CIDIM-2).

Cancer Car KR-vs-KP Mushroom Nursery
BAGGING T72.98 £+ 106D 93.27 £ 048 ® 99.38 + 0.08 ® 100.00 + 0.00 ® 97.33 + 0.06 S
BOOSTING 66.73 £ 1975 95.83 £ 0.26 B 99.62 + 0.07D 100.00 £ 0.00 ® 99.53 + 0.06 B
ROSE2 68.90 + 1.036 94.33 £ 034 P 99.51 + 0.11® 100.00 £ 0.00 ® 98.75 + 0.00 P
ML-CIDIM-1 69.96 + 0.49® 89.56 + 089S 98.76 + 0476 99.998 £ 0.01® 97.52 + 0.11 S
ML-CIDIM-2 70.01 £ 114  93.40 £ 033  99.41 + 0.0s  100.00 + 0.00 98.38 £ 0.11
ML-CIDIM-3 70.05 + 080 ® 94.50 £ 031D 99.46 + 0.10® 100.00 + 0.00 ® 98.64 + 0.12P
ML-CIDIM-4 69.40 + 262® 94.81 £ 028 99.50 + 0.10H 100.00 £ 0.00 ® 98.78 + 0.13 B
ML-CIDIM-5 69.36 + 2.48® 95.04 £ 032 99.53 + 0.00D 100.00 £ 0.00 ® 98.79 + 0.14 B

has been conducted using the results of the cited 10 x 10 fold cross-validation.
The t-test values have been calculated using the statistical package R [32].
A difference is considered as significant if the significance level of the t-test
is better than 0.05. We have selected the results obtained by ML-CIDIM
with two layers as the reference value. Thus, in Table 2, & indicates that the
accuracy is significantly better than the accuracy of ML-CIDIM with two
layers. & signifies that the accuracy is significantly worse than the accuracy
of ML-CIDIM with two layers and © signifies that there is no significant dif-
ference. In addition to this comparisons, the best result for each experiment
has been emphasized using numbers in boldface.

Once we have established the datasets and the configuration used for each
algorithm we can continue talking about the experiments. Having obtained the
results shown in Table 2, we can reach some conclusions:

— Accuracy reached with ML-CIDIM is comparable with accuracy reached by
bagging and boosting. Neither of them (bagging or boosting) is always better
than ML-CIDIM. In none dataset, ML-CIDIM gets the worst accuracy, and
its results are always between the results achieved by bagging and boost-
ing (when ML-CIDIM uses two or more layers). Results of rough set based
method is usually better than the results of ML-CIDIM with one layer, but,
when ML-CIDIM uses more layers, the results change and ML-CIDIM fin-
ishes getting more accurate results than rough set based method.
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Fig. 3. Accuracy of bagging, boosting and ML-CIDIM with different number of layers

— In almost every dataset, ML-CIDIM performs better when the number of
layers is increased. When it has only one layer, it can be worse than bagging
and boosting at the same time (car, kr-vs-kp or mushroom for example),
but, when we increase the number of layers, the accuracy gets better and it
approximates to the best accuracy achieved by bagging or boosting. Thus,
we can see that ML-CIDIM improves the performance of an isolated multiple
classifier system. It combines some of these multiple classifiers in different
layers and add information to the process (new induced attributes).

— When there is no possible improvement, none layer is added. In mushroom
dataset, ML-CIDIM induces a maximum of two layers, although we have
configured a maximum of five. When ML-CIDIM classifies all the examples
correctly, no more layers are needed.
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5 Conclusions

This paper introduces ML-CIDIM, a method that improves the performance
of a multiple classifier system that uses CIDIM as its basic classifier. As we
have seen in experimental section, the performance of ML-CIDIM is stable for
every experiment that we have done: ML-CIDIM never gets the worst accuracy
and, although it never gets the best one, it usually approximates it to the most
accurate results by adding new layers. The algorithm we present uses CIDIM
because this classifier induces accurate and small decision trees, what can lead
to simpler multiple classifier systems.

The method we propose in this paper to improve multiple classifier systems
based in CIDIM can also be extended to any other system. Thus, one of our
future lines of research is the study of the improvement that can be achieved
by using this method in other multiple classifier systems. Our aim of improving
ML-CIDIM involves two issues:

— We are working to improve our algorithm CIDIM providing it the ability of
working with continuous attributes. In this way, we will not have to discretize
real variables to ordered nominal variables and an automatic execution of
CIDIM (or ML-CIDIM) will be possible.

— We are also working to automatically detect the best number of layers to
induce. Thus, it would not be necessary to configure the number of layers.
The method would induce layers as they are needed.
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Abstract. Decision forests are a type of classification paradigm which
combines a collection of decision trees for a classification task, instead
of depending on a single tree. Improvement of accuracy and stability
is observed in experiments and applications. Some novel techniques to
construct decision forests are proposed based on rough set reduction in
this paper. As there are a lot of reducts for some data sets, a series of
decision trees can be trained with different reducts. Three methods to
select decision trees or reducts are presented, and decisions from selected
trees are fused with the plurality voting rule. The experiments show that
random selection is the worst solution in the proposed methods. It is
also found that input diversity maximization doesn’t guarantee output
diversity maximization. Hence it cannot guarantee a good classification
performance in practice. Genetic algorithm based selective rough decision
forests consistently get good classification accuracies compared with a
single tree trained by raw data as well as the other two forest constructing
methods.

1 Introduction

Overfitting and stability are persistent problems in using tree-based learner or
classifier. It’s proven to be a promising technique to improve the classification
performance by training multiple trees and combining their decisions with a cer-
tain decision fusion scheme. This is called a decision forest. A decision forest is
a classifier consisting of a collection of tree-structured classifiers and each tree
casts a unit vote for the most popular class of the input [4]. Significant improve-
ment in classification accuracy was observed, independent of tree construction
algorithms. CART, ID3 and C4.5 were employed to train the component trees.
Ho [1,2] proposed that combining multiple trees, which were constructed in ran-
domly selected subspaces, can achieve nearly monotonic improvement in gener-
alization. Breiman presented a series of techniques to produce random forests.
Due to the good performance, decision forests are made to wide-range applica-
tions. Tong combined multiple independent decision tree models for prediction
of binding affinity of 232 chemicals to the estrogen receptor; consistent and sig-
nificant improvement in both training and testing steps was observed [5]. Hong
applied the decision forests to analyze microarray data and got a high accuracy
more than 95%. Applications such as handwritten word recognition [6], digital
photographs classification [7], and face recognition [8] were reported in papers.

D. Slezak et al. (Eds.): RSFDGrC 2005, LNAI 3642, pp. 147-156, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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Roughly speaking, there are two kinds of methods to construct a decision
forest for a given pattern recognition task. One is to generate multiple sample
subsets from the original samples. The other is to construct trees in distinct fea-
ture subspaces. We name the first one as sample subset method (SSM) and the
second feature subset method (FSM). As to SSM, the most prevailing techniques
are Bagging and Boosting. Bagging randomly produces several training subsets
from the original sample set [3] and train multiple trees with the subsets. While
boosting generates a sequence of trees, whose training sets are determined by
the performance of the former ones, where training samples misclassified will be
selected in the next training set with a great probability [9]. AS to FSM, Diet-
terich proposed a method based on random split selection, where at each node
the split is selected at random from among the K best splits [10]. As there are
some data sets with very high dimensionality and small size, Ho [1,2] presented
a series of random-subspace methods. These techniques randomly generate some
distinct subsets of the original feature set and train the classifiers in different
subspaces. SSM is applicable to the case there are a lot of samples and FSM
works in many-features cases. there exists a similar problem of the two methods,
namely, the methods cannot guarantee the diversity between the trained trees.
It is well-accepted that the performance of multiple classifier systems (MCS) de-
pends not only on the performance of individual classifiers in the system, but also
on the diversities between them. A multiple classifier system with diverse clas-
sifiers has a good potential to improve the classification performance compared
with the non-diverse ones [16].

As we know, in real-world applications a lot of data is with tens, even hun-
dreds of reducts when a rough-set based reduction is conducted. Each reduct
is considered as a minimal representation of the raw decision table without loss
of the information in the rough-set view of point. Therefore each reduct can be
utilized to train a decision tree. Then a series of decision trees will be built. Wu
[18] presented a scheme to make full use of the total reducts without selecting.
Here we will propose a selective solution for the reducts. Rough decision forests
are a kind of classification systems based on a team of decision trees, where
each tree is trained with a rough set based reduct of a decision table, and the
decisions from the trees are combined with plurality voting or majority voting.
In essence, rough decision forests are a kind of multiple classifier system based
on feature subset method. Compared with random forests, one advantage of the
proposed method is that training trees with reducts can guarantee good per-
formance of all of the trees, for reducts are the minimal presentations of data
without information loss.

As Zhou [13] pointed out that selectively ensembling some of the trained clas-
sifiers will lead to a good performance, instead of ensembling all of the classifiers.
Especially when there are a lot of classifiers at hand, combining some of them
will get a perfect performance compared with combing all of the classifiers. Ex-
periments show that selective ensemble not only reduces the size of classification
systems, but also gets higher accuracies with neural network and decision tree
based classifiers. Here we will present three solutions to building rough decision



Constructing Rough Decision Forests 149

forests with a philosophy that selective ensemble of some trained trees is better
than the ensemble of all trees. Some numeric experiments will show the prop-
erties of the techniques. The rest of the paper is organized as follows. Section 2
will show three techniques to building a rough decision forest. Experiments will
be presented in section 3. Conclusions and future work are given in section 4.

2 Three Techniques to Construct Rough Decision Forests

There are four main procedures in constructing a selective rough decision forest:
reduction, training decision trees, selecting trees and combining the selected
trees. Dimensionality reduction based on rough set theory is a mature technique.
Several greedy reduction algorithms were proposed to search a minimal reduct
or a reduct set.An extensive review about rough set based reduction and feature
selection was given in [12,17]. There are several algorithms to train a decision
tree. CART, ID3, C4.5, Seeb.0 etc perform well in different applications. Here
we use CART to train decision trees. As to decision fusion, plurality voting
is employed. In this paper we will focus on the techniques to select classifiers.
Three methods will be presented in this section: random selection, input diversity
maximization and genetic algorithm.

2.1 Random Rough Decision Forests

Ho [2] constructed decision forests in randomly selected subspaces. This tech-
nique produces diversity between classifiers by training trees with different fea-
ture vectors. As there is an exponent combination of attributes, a great number
of decision trees trained in different subspaces can be built. However, how can
the accuracy of an individual be guaranteed? Obviously, the performance of a
decision forest depends on the individuals as well as the diversity between the
trees.

Reducts of a decision table are the attribute subsets which have the same
discernibility as the whole attribute set. Theoretically, this property guarantees
that all of the reducts have sufficient information to build satisfactory classi-
fiers. Although good performance of the individuals is not a sufficient condition
for constructing a good decision forest, combining good individuals has more
chances to build a good ensemble system. Reduction presents a feasible solution
to producing multiple feature subsets.

As there are hundreds of reducts for some data sets, it is unnecessary, some-
times impossible, to train trees with all of the reducts and combine them. Ran-
dom Rough Decision Forests are a kind of multiple classifier system, in which
decision trees are trained by part of rough set based reducts randomly selected
from the whole reducts. Compared with existing random forests, random rough
decision forests are trained with rough set based reducts.

2.2 Rough Decision Forests with Input Diversity Maximization

Improvement of classification performance brought by a multiple classifier system
will be contributed to the diversity among the individuals in the system [16].
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The diversity makes them complement and leads to good generalization. It’s
observed that great diversity between individuals will make great improvement
in ensemble systems. Therefore, it is vital to build decision trees with great
diversity and little correlate for a successful decision forest. Bagging and boosting
belong to one kind of methods to produce diversity based on different training
samples. At another angle, we can make diversity among individual trees by using
different training attributes. Diversity in attribute sets will lead to diversity in
tree structures and then lead to diversity in decision. So finding a group of
reducts with great diversity in feature set may get improvement of classification
performance.

To get a great diversity in decision trees by input space diversity maximiza-
tion, a clustering algorithm is designed. The reducts with similar attribute sub-
sets are grouped into a cluster, and then some delegates of the cluster are chosen
from distinct clusters.

The similarity of reducts A and B is defined as

| AN B |
SIM(A’B)_|A\+\B\—|AOB|' (1)
where | o | denotes the number of elements in the set. The demonstration is
shown as figure 1. The metric of similarity has the following properties:

1) VA, B, SIM(A, B) € [0, 1];
2) Reflexivity : VA, SIM(A,A) =1,
3) Symmetry : VA, B,SIM(A,B) = SIM (B, A).

Assumed there are n reducts for a given data set, computing similarity
between each reduct pair, a fuzzy similar relation matrix is produced:M =
(8ij)nn-Here s;; denotes the similarity of reducts ¢ and j, and we have s;; = 1 and
s;j = 84:.A fuzzy equivalence relation will produce when a max-min transitivity
closure operation is performed on a fuzzy similarity relation. Performing a-cuts,
we will get a series of partitions of the reduct sets. Reducts from different clus-
ters have great diversity, so input space diversity maximization can be reached
by selecting reducts from different branches of the clustering tree.

2.3 Genetic Algorithm Based Rough Decision Forests

Searching the optimal ensemble of multiple classifier systems, here decision
forests, is a combinational optimization problem. Genetic algorithms make a
good performance in this kind of problems. The performance of decision forests
not only depends on power of individuals, but also is influenced by the indepen-
dence between classifiers. The idea of genetic algorithms is to survive the excel-
lent individuals with a great probability during evolution. Some excellent popu-
lation will be produced after a number of inheritance, crossover and mutation.

GA rough decision forest is a selective decision tree ensemble, where in-
dividual trees are trained by a rough set based reduction, and only parts of
trained trees are included in the ensemble system with a genetic algorithm based
selection.
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Simple genetic algorithms can be defined as an 8-tuple:
SGA = (C,E,Py, M, o, "W, T)

where C' is the coding method for individual, F is the evaluating function for
a gene, Py is the initiation population; M is the size of population;® is the
selecting operator,l” is crossover operator, ¥ is mutation operator and T is the
terminating condition.

In this application, the binary coding is used, namely, the classifier selected is
labeled with 1, otherwise 0. And the accuracy of ensemble system on validation
set is taken as the fitness function, M = 20. The number of maximal generation
is 100. The program stops when the maximal generation reaches or improvement
is less than a predefined little number. Computation of finding optimal decision
forests with genetic algorithm is not time-consuming in practices.

GA based rough decision forest

Input: decision table T, reducer R, learner L

Output: ensemble C

. reduce decision table T with R, and get N reducts

. train N classifiers with N reducts based on learner L

. initialize genetic algorithm (GA), generate a population of bit strings

. evolve the population with GA, and the fitness is the accuracy of the forest
. output the best individuals and ensemble C

T W N =

It requires less than 20 generations when there are 20 decision trees to be
selected.

3 Experiments

Some experiments were conducted to test and compare the proposed methods.
The data sets used are from UCI databases (www. Ics.uci.edu / ~ mlearn / ML-
Summary.html). The description of data is shown in table 1. There are numeric
attributes in some data sets. To discretize the numeric features, a clustering oper-
ations based on FCM are conducted on each numeric attribute, and the numeric
attributes are divided into three intervals. Some forest construction methods
are compared. All the trees are trained with CART algorithm and two thirds
samples in each class are selected as training set, the rest are test set.

The numbers of attributes of the selected data sets vary from 13 to 35, and
the numbers of reducts range between 24 and 229 in table 1, which show that
there are a great number of reducts for some data sets in practice. If we just
make use of one of the reducts, much useful information hidden in other reducts
will do no favor for the classification task. Multiple classifier system will improve
classification by combining a series of classifiers.

Here, for simplicity, 20 reducts are randomly extracted from the reduct sets
of all data sets at first, respectively. Subsequent experiments are conducted on
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Table 1. Data set and their numbers of reducts

Data Name Abbreviation Size Attributes reducts
Dermatology Database Der. 366 34 44
Heart Disease Databases Heart 270 14 24
Tonosphere database Tonos 351 35 194
Wisconsin Diagnostic Breast Cancer WDBC 569 32 211
Wine recognition data Wine 168 13 135
Wisconsin Prognostic Breast Cancer WPBC 198 34 229

Table 2. Randomly select five reducts for ensemble

Basel Base2 Base3 Base4 Baseb Ensemble

Der 0.88793 0.75862 0.7931 0.65517 0.66379 0.8448
Heart  0.84286 0.82857 0.85714 0.74286 0.8 0.8286
Tonos 0.84158 0.9802 0.9604 0.83168 0.90099 0.9604
WDBC 0.91716 0.90533 0.95858 0.89941 0.91716 0.9290
Wine 0.70833 0.75  0.72917 0.70833 0.72917 0.8958
WPBC 0.61765 0.55882 0.58824 0.55882 0.44118 0.5882

the extracted 20 reducts. The first method is randomly to choose some of the
reducts and train trees with them. In my experiments, five reducts are included
in ensemble systems. The accuracy of individuals and the forests are shown in
table 2.

Compared the decision forests with their individuals; it is easy to find that
there is not significantly improvement at angle of classification accuracy except
data wine. We can conclude that a fine decision forest should be elaborately
constructed. Roughly combining some classifiers will even produce performance
decrease. Therefore, it is important to select a number of appropriate classifiers
to build an effective decision forest.

Table 3 shows the classification accuracy of decision forests with input space
diversity maximization. Three, five or seven reducts are selected from the clus-
tering trees, respectively.

Size and accuracy of three kinds of rough decision forests are shown in table 4.
The first one is size and accuracy of ensemble system combining all decision trees
at hand. The second are with genetic algorithms and the third are with n top
classifiers, n is the corresponding size of GAS decision forests.

We can get that GA rough decision forests make a good performance not only
compared with the forests combining all trees, but also with the forests combining
the several best classifiers. Moreover, consistent improvement is observed for each
data set.

Accuracy of individual classifiers and the selected classifiers are showed as
figures 2,3,4. We find that genetic algorithms don’t choose all of the classifiers
with best performance. While some bad decision trees are included in the forests,
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Table 3. Select reducts with input diversity maximization

Basel DBase2 Base3 DBase4d Baseb Base6 Base7 Ensemble

Der  0.7155 0.8017 0.7155 0.6207 0.8966 - - 0.8362
Heart 0.8429 0.7714 0.8571 0.8429 0.8143 0.7857 0.8286 0.8571
Ionos 0.8317 0.8614 0.9406 0.9208 0.9901 - - 0.9307

WDBC 0.8935 0.8935 0.9053 - - - - 0.9349
Wine 0.7917 0.8125 0.8542 - - - - 0.9583
WPBC 0.5588 0.5294 0.6765 0.5441 0.5588 0.6765 0.6176 0.6324

Table 4. Comparison of decision forests

All GAS Top

size accuracy size accuracy size accuracy

J—

Der 20 0.9052 0 0.9310 10 0.91379

Heart 20 0.8429 6 0.8857 6 0.85714
Ionos 20 0.9406 8 0.9901 8 0.94059
WDBC 20 0.9349 7 0.9704 7 0.94675
Wine 20 0.7292 7 1 7 0.97917
WPBC 20 0.5882 9 0.75 9 0.70588

Aver. 20 0.8235 7.8333 0.9212 7.8333  0.8906

Table 5. Comparison of classification accuracy based on different methods

Original Min-reduct Forest 1 Forest 2 Forest 3 All-reducts GAS

Der  0.9483 0.7155  0.8448 0.8362 0.91379  0.9052  0.9310
Heart  0.8429 0.7429  0.8286 0.8571 0.85714  0.8429  0.8857
Ionos  0.8119 0.8317  0.9604 0.9307 0.94059  0.9406  0.9901

WDBC 0.8757  0.8757  0.9290 0.9349 0.94675  0.9349  0.9704
Wine  0.7083 0.7083  0.8958 0.9583 0.97917  0.7292  1.0000
WPBC 0.5735 0.5147  0.5882 0.6324 0.70588  0.5882  0.7500
Aver. 0.7934  0.7315  0.8411 0.8583 0.8906 0.8235  0.9212

which shows the performance of individuals can not guarantee the performance
of decision forests.

The comparison of all classification accuracy is shown in table 5. Original
denotes classification accuracy with a single decision tree trained by the original
data set. Min-reduct denotes the results with a single tree trained by the mini-
mal reduct. Decision forest with random reduct selection is labeled as forest 1;
decision forest with input space diversity maximization is labeled as forest 2,
decision forests with some top classifiers is labeled as forest 3 and forests with
GA selective ensemble is labeled as GAS. All-reducts denotes the performance of
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Fig. 1. Left: Der data set; ten trees are included in the decision forest. Right: Heart
data set; seven trees are included in the decision forest.
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Fig. 2. Left: Ionos data set; 8 decision trees are included in the decisionforest. Right:
WDBC data set; 7 decision trees are included in the decision forest.
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Fig. 3. Left: Wine data set; 7 decision trees are in included in the decision forest. Right:
WPBC data set; 9 decision trees are included in the forest.
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the decision forests combining all decision trees. We can find the decision trees
trained with minimal reducts make a worst performance as for all of data sets.
The best classification paradigm is GA rough decision forest, which get nearly
20% improvements relative to the minimal reducts. The second is decision forests
constructed with the best decision trees, which means that the performance of
individuals has great influence on the forests, but is not a sufficient condition.
The average accuracy of the forests made up of all trees is worse than that of
other ensemble, which shows selective ensemble is a good solution for MCS.

4 Conclusion and Future Work

Some techniques to construct rough decision forests are proposed in this paper.
On one hand, as a generalization of random forests, rough decision forests can
guarantee the performance of individual trees; on the other hand, rough decision
forests can make full use of the output of reduction algorithms. Multiple trees are
trained with different reducts and a decision forest is constructed by combining
some of the trained trees. Three methods are proposed to construct a selective
rough decision forest. Random selection, input space diversity maximization and
genetic algorithms are tried and compared. The experimental results show that
the selective decision forests are better than the decision forests combining all
classifiers. GA rough decision forests get the best performance relative to the
other forests.

Although good performance is produced in the experiments, the explanation
of GA rough decision forests as good multiple classification systems is not clear.
There are several diversity measures to analyze the properties of multiple classi-
fier systems. We will cover a way to understand the behaviors of rough decision
forests and try to propose a method for getting a consistent improvement.
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Abstract. As an effective tool for knowledge discovery, concept lattice
has been successfully applied to various fields. One of the key problems
of knowledge discovery is knowledge reduction. This paper studies at-
tribute reduction in concept lattice. Using the idea similar to Skowron
and Rauszer’s discernibility matrix, the discernibility matrix and func-
tion of a concept lattice are defined. Based on discernibility matrix, an
approach to attribute reduction in concept lattice is presented, and the
characteristics of core attribute are analyzed.

1 Introduction

Concept lattice stems from the so-called formal concept analysis proposed by
Wille in 1982 [1]. A concept lattice is an ordered hierarchical structure of formal
concepts that are defined by a binary relation between a set of objects and a set
of attributes. Each formal concept is an (objects, attributes) pair, which con-
sists of two parts: the extension (objects covered by the concept) and intension
(attributes describing the concept). As an effective tool for data analysis and
knowledge processing, concept lattice has been applied to various fields, such as
data mining, information retrieval, software engineering, and so on.

Most of the researches on concept lattice focus on such topics as [2]: construc-
tion of concept lattice [3,4,5], pruning of concept lattice [6], acquisition of rules
[4,5], relationship with rough set [7,8,9,10,11], and applications [6,12]. Although
rough set theory [13] and formal context analysis are different theories, they have
much in common, in terms of both goals and methodologies. In this paper, we
study attribute reduction in concept lattice. The attribute reduction in concept
lattice is to find the minimal sets of attributes, which can determine a concept
lattice isomorphic to the one determined by all attributes while the object set
remains unchanged. It makes the discovery of implicit knowledge in data easier
and the representation simpler, and extends the theory of concept lattice.
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© Springer-Verlag Berlin Heidelberg 2005
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The paper is organized as follows. Section 2 recalls basic definitions in formal
concept analysis. Section 3 gives the definitions and properties about attribute
reduction in concept lattice. Section 4 introduces the discernibility matrix and
function of concept lattice, and then discusses the approach to reduction as well
as the characteristics of core attribute. Finally, Section 5 concludes the paper.

2 Basic Definitions of Formal Concept Analysis

To make the paper self-contained, we introduce the basic notions of formal con-
cept analysis [14].

Definition 1. A triple (U, A, I) is called a formal context, if U and A are sets
and I C U x A is a binary relation between U and A. U = {x1,...,2,}, each
z;(i < n) is called an object. A = {ai,...,an}, each a;j(j < m) is called an
attribute.

In a formal context (U, A, I), if (z,a) € I, also written as xIa, we say that the
object = has the attribute a, or that a is possessed by x. In this paper, (z,a) € T
is denoted by 1, and (z,a) ¢ I is denoted by 0. Thus, a formal context can be
represented by a table only with 0 and 1.

With respect to a formal context (U, A, I), a pair of dual operators are defined
by: for X CU and B C A,

X*={a€ Al(x,a) €I for all z € X}, (1)

B* = {z € Ul(x,a) € I for all a € B}. (2)

X* is the set of all the attributes shared by all the objects in X, and B* is the
set of all the objects that possess all the attributes in B. We write {z}* as z*
for x € U, and write {a}* as a* for a € A.

Definition 2. Let (U, A, I) be a formal context. A pair (X, B) is called a formal
concept, for short, a concept, of (U, A,I), if and only if,

XCU, BCA X*=B, and X =DB"
X is called the extension and B is called the intension of the concept (X, B).
The concepts of a formal context (U, A, I) are ordered by
(X1,B1) < (X32,B2) & X1 C Xs(< By 2 By), (3)

where (X1, B1) and (X2, Ba) are concepts. Furthermore, (X7, By) is called a sub-
concept of (Xa, Bs), and (X2, Bs) is called a super-concept of (X1, B1). The set
of all concepts form a complete lattice called the concept lattice of (U, A, I) and
denoted by L(U, A, I). The infimum and supremum are given by:

(X1, B1) A (X2, B2) = (X1 N Xa, (B1 U Ba)"™), (4)

(Xl,Bl)\/(XQ,BQ) = ((Xl UXQ)**7Bl ﬂBz). (5)

With respect to a formal context (U, A, I), the following properties hold: for
all X1, X2, X C U and all By, By, B C A,
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X1 CXo=X;CX;, By CBy= B;CBjf.
X CX*,  BC B*.

X* :X***’ B* :B***.

XCB*& BCX*

(X1UuXo)*=XinX;, (Bi1UBy)*=BiNB;.
(XiNnXy)* D XTUXs, (BinNB2)*2BfUB;.
(X**, X*) and (B*, B**) are all concepts.

IR e e

3 Definitions and Properties of Attribute Reduction in
Concept Lattice

Definition 3. Let L(U, Ay,11) and L(U, As, I3) be two concept lattices. If for
any (X, B) € L(U, Ag, I5) there exists (X', B') € L(U, A1, 1) such that X' = X,
then L(U, Ay, 1) is said to be finer than L(U, As, I2), denoted by:

L(U, A, 1I) < L(U, Az, I5). (6)

If L(U, Ay, ) < L(U, Az, I) and L(U, Ay, I5) < L(U, Ay, 1), then these two
concept lattices are said to be isomorphic to each other, denoted by:

L(U, Ay, I) = L(U, Az, I3). (7)

Let (U, A, I) be a formal context. For any D C A and Ip = I N (U x D),
(U,D, Ip) is also a formal context. For any X C U, X* is represented by X*
in (U A, I) and by X*° in (U,D,Ip). It is clear that I = I, X*4 = X*,
X*o =X*AND=X*ND, and X*P C X*.

Theorem 1. Let (U, A, I) be a formal context. For any D C A such that D # (),
L(U,A,I) < L(U,D, Ip) holds.

Proof. Suppose (X, B) € L(U, D, Ip). We have (X**, X*) € L(U, A, I) by prop-
erty 7. By property 2, we have X** O X. On the other hand, X* O X*» = B
implies that X** C B* = X. It follows that X** = X and (X, X*) € L(U, A, I).
Thus L(U, A, I) < L(U, D, Ip).

Definition 4. Let (U, A,I) be a formal context. If there exists an altribute set
D C A such that L(U,D,Ip) = L(U, A, I), then D is called a consistent set of
(U, A, I). And further, if L(U, D — {d},Ip_ay) 2 L(U, A, I) for all d € D, then
D is called a reduct of (U, A, I). The intersection of all the reducts of (U, A, I)
is called the core of (U, A,T).

The following result can be easily verified.

Theorem 2. Let (U, A, I) be a formal context, D C A and D # (). Then,
D is a consistent set < L(U,D,Ip) < L(U, A, I).

Similar to the rough set theory proposed by Pawlak [13], we define three
types of attributes in a formal context.
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Definition 5. Let (U, A,I) be a formal context, the set {D;|D; is a reduct, i €
T} is an index set) includes all reducts of (U, A,I). Then A is divided into the
following three parts:

1. Absolute necessary attribute (core attribute) b:b € () D;.
1ET
2. Relative necessary attribute c: c € |J D; — () D;.
€T €T
3. Absolute unnecessary attribute d:d € A— |J D;.

1ET

The attribute not in the core is called unnecessary attribute e : e € A— (| D;,

1ET
which is either a relative necessary attribute or an absolute unnecessary at-
tribute. Let b be an absolute necessary attribute, ¢ a relative necessary attribute,

and d an absolute unnecessary attribute, it is clear that b* # ¢*, ¢* # d*,b* # d*.
Theorem 3. The reduct exists for any formal context.

Proof. Let (U, A, I) be a formal context. If L(U, A — {a}, Ta_;q}) 2 L(U, A, 1)
for all a € A, then A itself is a reduct. If there exists an attribute a € A such
that L(U, A — {a},Ia_(a}) = L(U, A, I), then we study By = A — {a}. Further,
if L(U, By — {b1},1p,—,y) 2 L(U, A, 1) for all by € By, then B is a reduct,
otherwise we study By — {b1}. Repeating the above process, since A is a finite
set, we can find at least one reduct of (U, A, I).

Generally speaking, it is possible that a formal context has multiple reducts.
Let (U, A,I) be a formal context. Clearly, we have the following results.

Corollary 1. The core is a reduct < there is only one reduct.

Corollary 2. a € A is an unnecessary attribute < A — {a} is a consistent set.
Corollary 3. a € A is a core attribute < A — {a} is not a consistent set.
Ezample 1. Table 1 shows a formal context (U, A, I), in which,

U=1{1,2,3,4}, A={a,b,c,d,e}.

The concept lattice of (U, A,I) is showed in Fig. 1. There are 6 concepts:
(1,abde), (24,abc), (13,d), (124,ad), (U,D), (B, A), which are labelled as FCi
(i=1,2,...,6) respectively. (U, A,I) has two reducts: D1 = {a,c,d} and Dy =
{b,c,d}. Thus, ¢,d are absolute necessary attributes, a,b are relative necessary
attributes, e is absolute unnecessary attribute, and a,b,e are unnecessary at-

tributes. The concept lattice of (U, D1, Ip,) is showed in Fig. 2. It is easy to see
that the two concept lattices are isomorphic to each other.
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Table 1. A formal context (U, A, I)

a b c d e
1 1 1 0 1 1
2 1 1 1 0 0
3 0 0 0 1 0
4 1 1 1 0 0
res (U, D) res (U, D)
rc3 (13,d) (124, ab) Fcs rc3 (13,d) (124, a) rca
rc1 (1, abde) (24, abc) rc2 rel (1,ad) (24,ac) rc2
ree (D, A) rcs (J,D,)

Fig. 1. The concept lattice of (U, A,I) Fig. 2. The concept lattice of (U, D1, Ip,)

4 Approach to Attribute Reduction in Concept Lattice

Using an idea similar to Skowron and Rauszer’s discernibility matrix [15], this
section introduces the discernibility matrix and discernibility function of a con-
cept lattice, gives an approach to attribute reduction, and discusses the charac-
teristics of core attribute.

Definition 6. Let (U, A, I) be a formal context, (X;, B;), (X;,B;) € L(U, A, I).
Then
DISro((Xi, Bi), (X, Bj)) = Bi U Bj — Bi N B; (8)

is called the discernibility attributes set between (X;, B;) and (X;, B;), and
Arc = (DISpc((Xi, Bi), (X, B))), (X, Bi), (X;, Bj) € L(U, A, 1))~ (9)
is called the discernibility matriz of the concept lattice L(U, A, I).

In the discernibility matrix Ag¢, only those non-empty elements are useful to
reduction. We also denote the set of non-empty elements in the matrix by Agc.
It is easy to see the meaning of Apc. In fact, DISpc((X;, B;), (Xj, Bj)) # 0 is
equivalent to (X;, B;) # (X, Bj).

Example 2. Table 2 gives the discernibility matrix of the concept lattice showed
in Fig. 1.
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Table 2. The discernibility matrix of the concept lattice in Fig. 1

FC1 FC2 FC3 FC4 FC5 FC6
FCci1 0
FC2 {c,d,e} 0
FC3  {a,b,e} {a,b,c,d} 0
FC4 {d,e} {c} {a,b,d} 0
FC5  {a,b,d,e} {a,b,c} {d} {a,b} 0
FCce  {c} {d, e} {a,b,c,e} {c,d,e} A 0

Theorem 4. Let (U, A,I) be a formal context, (X;,B;),(X;,B;), (Xk, Bi) €
L(U, A, I). The following properties hold:

1. DISpc((X;, By), (X5, B;)) = 0.
2. DISrc((Xi, Bi), (Xj, Bj)) = DISrc((X;, By), (Xi, Bi))-
3. DISpc((Xi, By), (X, Bj))
C DISpc((Xi, Bs), (Xk, Bi)) U DISpc((Xk, Bi), (X, Bj)).

Proof. 1t is clear that the first two hold. Now, we prove the last one. Sup-
pose a € DISpc((X;, B;), (X;, Bj)). We have a € B; UB; and a ¢ B; N B;.
Without loss of generality, suppose ¢ € B; and a ¢ B;. If a ¢ DBy, then
a < D.[Spc((_X“Bi)7 (X}g,Bk)); ifae Bk, then a ¢ .DISFC'(()Q,Bi)7 (Xk:,Bk))7
but a € DISrc((Xk, Bi), (X;, Bj)). Thus,

a € DISFc((XZ', BZ')7 (Xk;, Bk)) U -DISFC((X]C) Bk)v (Xja BJ))

Theorem 5. Let (U, A, ) be a formal context. For any D C A such that D # (),
the following assertions are equivalent:

1. D is a consistent set.

2. For all (Xi7Bi), (Xj,Bj) € L(U,A7I), Zf(XZ,BZ) 75 (Xj,Bj), then BZ‘QD 75
Bj ND.

3. For all (Y, Chn), (Y, Cp) € LU, A I), if DISFc (Yo, Cm), (Y, Cr)) # 0,
then DN DISFc((Ynu Cm)7 (Yna Cn)) a 0.

4. Forall BC A, if BND =0, then B ¢ Apc.

Proof. 1 = 2. Suppose (X;, B;), (X;,B;) € L(U, A, I) and (X;, B;) # (X;, B;).
Since D is a consistent set, we have L(U,D,Ip) < L(U,A,I). There exist
CZ‘,OJ' C D such that (Xi,C’i), (Xj,Cj) S L(U,D,ID) and (X7,C7) 75 (Xj,C’j).
Hence, C; = X/ = X ND =B;,ND, C; = X;‘D = X;ND = B;ND and
C; # Cj. Thus, B;N D #Bj NnD.

2= 1.Iffor all (X,B) € L(U,A,I), (X,BnD) e L(U,D,Ip) hold, then
L(U,D,Ip) < L(U,A,I). Thus, D is a consistent set. We need only to prove
that for all (X,B) € L(U,A,I), X*» = BN D and (BN D)* = X hold. First,
we have X*P2 = X* N D = BN D. Second, suppose (B N D)* # X. Since
(BND)*,(BNnD)*) e L(U,A,I), we have (X, B) # ((BN D)*, (BN D)**),
which implies that BN D # (BN D)** N D. On the one hand,
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BNDCB= (BND)*2>B*=X
= (BND)* CX*=0B
= (BND)y*NDCBND.

On the other hand, BND C (BND)* = BND=BNDND C (BND)*ND.
Thus, BN D = (BN D)* N D, which is a contradiction. So (BN D)* = X.
2 = 3. For (Yin,Cn), (Yn,Cn) € L(U, A, I), if DISpc((Yim,Crm), (Yn,Ch))
# 0, then (Y,,,Cy,) # (Y, Cy), which implies that C,,, N D # C,, N D. We have
CnnND-C,ND=DNC,NC,#bor C,ND—-C,,ND=DNC,NC,, # 0.
Thus,
DN DISpc((Yin, Crm), (Ya,Ch))
=DN(Cr,UC, —CpnNCy)
=DN(C,UC,)N(C,UCy,)
=(DNC,NCLYU(DNC,LNC,) # 0.

3= 2. Suppose (X,,BJ, (Xj,Bj) S L(U,A,I) If (X,,B7) 7& (Xj,Bj), then
DISrc((Xi, Bi), (Xj, Bj)) # 0, which implies D N DISrc((Xi, Bi), (Xj, B))
# (). Hence, there exists a € D such that a € DISpc((Xi, B;), (Xj, Bj)), which
implies that ¢ € B; U B; and a ¢ B; N B;. Thus, if a € B; and a ¢ By, then
a € DNB;anda ¢ DNBj;ifa € Bjand a ¢ B;, thena € DNBj and ¢ ¢ DNB;.
It follows that B; N D # B; N D.

3 < 4. Obvious.

Theorem 6. Let (U, A,I) be a formal context, a € A. Then,
a is a core attribute < there exist (X;, B;), (X, B;) € L(U, A, I) such that
DISrc((Xi, Bi), (X, By)) = {a}.

Proof. By Corollary 3 and Theorem 5, we have,

a is a core attribute

< A —{a} is not a consistent set

& there exist (X;, B;), (X;, B;) € L(U, A, I) such that
DISFc((XZ‘, Bi), (Xj, Bj)) 75 @ and
DISpc((Xi, Bi), (X, Bj)) N (A—{a}) =0

& there exist (X5, B;), (X;, B;) € L(U, A, I) such that
DISpc((Xi, Bi), (X, B;)) = {a}.

Theorem 5 shows that to find a reduct of a formal context is to find a minimal
subset D of attributes such that D N H # ) for all H € Apc. Theorem 6 shows
that if some H € Apc has only one element a then a is a core attribute.

Example 3. We can find the reducts of the formal context in Table 1 based on
the discernibility matrix in Table 2. Specifically:

Are = {{c},{d},{a,b},{d, e}, {c,d,e},{a,b,e}, {a,b,c}, {a,b,d},
{a,b,d,e},{a,b,c,d},{a,b,c e}, {a, b c,d,e}}.

Consider Dy = {a,c,d}. It satisfies Dy N H # O(VH € Apc). In addition, for
any set Z C D1, there is an element W in Apc such that ZNW = (). For instance
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consider {a,c}, {a,d}, {c,d}, there exist corresponding elements {d}, {c}, {a, b}
in Apc such that the intersection is empty, respectively. Thus, D; is a reduct.

Consider Dy = {b,c,d}. It also satisfies Do N H # O(VH € Apc). On the
other hand, for its subsets {b, c}, {b, d}, {c, d}, there exist corresponding elements
{d},{c},{a,b} in Apc such that the intersection is empty, respectively. Hence,
D5 is a reduct.

Definition 7. Let (U, A,I) be a formal context. The discernibility function of
(U, A, 1) is defined as:

A = vV h). 10
fdrc) =, A (V. b) (10)

By absorption law and distributive law, the discernibility function f(Apc)
can be transformed to a minimal disjunctive normal form [15], whose items can

form all the reducts of (U, 4, I).

Example 4. We continue Example 3 and calculate the discernibility function.

f(AFC) - HG//\lFC(hé/H h)

=(dVe)NcA(cvVdVe)A(aVbVeVe)A(avVbVeVdVe)
ANaVbVeVvd)A(aVbVe)A(aVbVe)A(aVbVdVe)
AaVbVvd)A(aVb)Ad

cNdA(aVDb)

(anNecAd)V (DA cAd).

In the final minimal disjunctive normal form, there are two items (a AcAd) and
(bAcAd). So the formal context has two reducts, they are {a, ¢, d} and {b, ¢, d}.

5 Conclusion

The theory of concept lattice is an effective tool for knowledge representation
and knowledge discovery, and is applied to many fields. This paper examined
the attribute reduction in concept lattice. The attribute reduction in concept
lattice is to find a minimal attribute set, which can determine all concepts and
their hierarchy in a formal context. The attribute reduction in concept lattice
makes the representation of implicit knowledge in a formal context simpler. The
results of this paper extend the theory of concept lattice. The introduced notions
of discernibility matrix and function of a formal context are useful in knowledge
discovery. In fact, an approach to reduction is introduced and the characteristics
of core attribute are studied.
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Abstract. The methods for extending binary support vectors machines
(SVMs) can be broadly divided into two categories, namely, 1-v-r (one
versus rest) and 1-v-1 (one versus one). The 1-v-r approach tends to
have higher training time, while 1-v-1 approaches tend to create a large
number of binary classifiers that need to be analyzed and stored during
the operational phase. This paper describes how rough set theory may
help in reducing the storage requirements of the 1-v-1 approach in the
operational phase.

1 Introduction

While support vector machines (SVMs) improve traditional perceptrons [6,10]
by using a higher dimensional space and identifying planes that provide max-
imal separation between two classes, they are essentially binary classifiers. In
order to increase the applicability of SVMs, it is necessary to extend them to
multi-classification. Vapnik [11] proposed the 1-v-r (one versus rest) approach,
which involves constructing a binary classifier for each class that separates ob-
jects belonging to one class from objects that do not. If we assume that there
are N classes, the 1-v-r approach will create N binary classifiers. Knerr, et al. [4]
suggested the use of 1-v-1 (one versus one) approach, whereby a separate SVM is
constructed for every pair of classes. This approach has been further investigated
by many researchers. The 1-v-1 approach involves creating binary classifiers for
each pair of classes, thus creating N x (N — 1)/2 classifiers. Platt, et al. [9]
proposed the use of directed acyclic graphs, referred to as DAGSVM, to reduce
the number of computations when deciding classification of objects during the
testing and operational phases. Similar to the classical 1-v-1 approach, however,
DAGSVMs need to store N x (N —1)/2 SVMs [1]. Lingras and Butz [5] provided
interpretation of the binary classification resulting from a SVM in terms of inter-
val or rough sets. This paper extends the formulation proposed by Lingras and
Butz for multi-classification using the 1-v-1 approach. The paper also explores
the advantages of such a formulation, which include the same time complex-
ity during operational phase as the DAGSVM, but significantly lower storage
requirements.

D. Slezak et al. (Eds.): RSFDGrC 2005, LNAI 3642, pp. 166-173, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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This paper is organized as follows. Section 2 reviews support vector machines
for binary classification. A rough sets approach to support vector machine bi-
nary classification is given in Section 3. In Section 4, we present a rough set ap-
proach to 1-v-1 support vector machine multi-classifiers. Conclusions are made in
Section 5.

2 Support Vector Machines for Binary Classification

Let x be an input vector in the input space X. Let y be the output in ¥ =
{+1,-1}. Let S = {(x1,¥1), (x2,y2)s- -, (i, ¥:),...} be the training set used
for supervised classification. Let us define the inner product of two vectors x
and w as:

<X, W > = E Tj X Wy,
J

where x; and w; are components of the vectors x and w, respectively. If the
training set is linear separable, the perceptron learning algorithm will find the
vector w such that:

yx[ <x,w>+b] > 0, (1)

for all (x,y) € S. SVMs overcome the shortcomings of linear separability in the
perceptron approach by using a mapping @ of the input space to another feature
space with higher dimension. Equation (1) for perceptrons is then changed as
follows:

y x| <Bx),8(w)>+b] > 0, (2)

for all (x,y) € S. Usually, a high dimensional transformation is needed in or-
der to obtain reasonable classification [2]. Computational overhead can be re-
duced by not explicitly mapping the data to feature space, but instead just
working out the inner product in that space. In fact, SVMs use a kernel func-
tion K corresponding to the inner product in the transformed feature space
as: K(x,w) =< &(x),P(w) >. Polynomial kernel is one of the popular ker-
nel functions. Let us derive the polynomial kernel function of degree 2 for two
dimensional input space. Let x = (z1,z2) and w = (w1, ws):

Kx,w) = <x,w>?

(1w + 3521112)2

(I%'UJ% + x%w% + 2%111)11’211)2)
= <zitai+ V21119, w? + wi + V2w wy >
= <P(x),P(w) >.
The dimensionality rises very quickly with the degree of polynomial. For

example, Hoffmann [3] reports that for an original input space with 256 dimen-
sions, the transformed space with second degree polynomials was approximately



168 P. Lingras and C.J. Butz

33,000, and for the third degree polynomials the dimensionality was more than
a million, and fourth degree led to a more than billion dimension space. This
problem of high dimensionality will be discussed later in the paper.

The original perceptron algorithm was used to find one of the possibly many
hyperplanes separating two classes. The choice of the hyperplane was arbitrary.
SVMs use the size of margin between two classes to search for an optimal hyper-
plane. The problem of maximizing the margin can be reduced to an optimization
problem [2,11]: minimize < x, w > such that

yx[ <x,w>+b] > 0, (3)

for all (x,y) € S. SVMs attempt to find a solution to such an optimization
problem.

The problem of multi-classification, especially for systems like SVMs, does not
present an easy solution [9]. It is generally simpler to construct classifier theory
and algorithms for two mutually-exclusive classes than it is for N mutually-
exclusive classes. Platt [8] claimed that constructing N-class SVMs is still an
unsolved research problem. The standard method for N-class SVMs [11] is to
construct NV SVMs. The ith SVM will be trained with all of the examples in the
1th class with positive labels, and all other examples with negative labels. Platt
et al. [9] refer to SVMs trained in this way as 1-v-r SVMs (short for one versus
rest). The final output of the N 1-v-r SVMs is the class that corresponds to the
SVM with the highest output value. Platt et al. [9] list the disadvantages of 1-v-r
approach as follows. There is no bound on the generalization error for the 1-v-r
SVM, and the training time of the standard method scales linearly with V.

Another method for constructing N-class classifiers from SVMs is derived
from previous research into combining two-class classifiers. Knerr et al. [4] sug-
gested constructing all possible two-class classifiers from a training set of NV
classes, each classifier being trained on only two out of N classes. Thus, there
would be N x (N — 1)/2 classifiers. Platt et al. [9] refer to this as 1-v-1 SVMs
(short for one-versus-one). Platt et al. [9] proposed DAGSVM, which uses di-
rected acyclic graphs to reduce the number of SVMs that need to be used during
the testing and operational phase. Chang et al. [1] studied one-against-one and
DAGSVM. In the training phase, both methods require solving N x (N —1)/2 bi-
nary classification problems. In the testing phase, the one-against-one technique
conducts N x (N —1)/2 classifications, while the DAGSVM technique employs a
directed acyclic graph that has N x (N —1)/2 nodes and N leaves, reducing the
number of classifications to N — 1. Both methods are subject to the drawback
that, when the number of classes N is large, they incur exhaustive amount of
training time and produce an extremely large set of support vectors [1].

The 1-v-r approach creates N SVMs as opposed to N x (N — 1)/2 SVMs
created and stored for 1-v-1 and DAGSVM methods. The training of 1-v-1 is
computationally less expensive, since only a subset (corresponding to the pair
of classes involved) of the training sample is used. This paper describes a rough
set based scheme that makes it possible to reduce the training set size, provides
a possible semantic description for the multiclassification, and makes the testing
and operational phase more streamlined.
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3 Rough Sets Based on Binary Support Vector Machine
Classification

This section describes a rough set interpretation of SVM binary classification
proposed by Lingras and Butz [5]. A certain familiarity with rough set theory [7] is
assumed. We will first consider the ideal scenario, where the transformed feature
space is linear separable and the SVM has found the optimal hyperplane by
maximizing the margin between the two classes. There are no training examples
in the margin. The optimal hyperplane gives us the best possible dividing line.
However, if one chooses to not make an assumption about the classification of
objects in the margin, the margin can be designated as the boundary region.
This will allow us to create rough sets as follows.

Let us define by as: y x [ < x,w > + b | > 0, for all (x,y) € S, and
there exists at least one training example (x,y) € S such that y = 1 and
yx|[ <x,w >+ by ] =0. Similarly, by is defined as: y x [ <x,w >+ b2 | >0,
for all (x,y) € S, and there exists at least one training example (x,y) € S such
that y = -l and y x [ < x,w > + by | = 0. It can be easily seen that b; and
ba correspond to the boundaries of the margin. The modified SVM classifier can
then be defined as follows:

If < x,w >+ by > 0, classification of x is +1. (R1)
If < x,w > + by > 0, classification of x is —1. (R2)
Otherwise, classification of x is uncertain. (R3)

The proposed classifier will allow us to create three equivalence classes, and
define a rough set based approximation space. This simple extension of an SVM
classifier provides a basis for a more practical application, when the SVM trans-
formation does not lead to a linear separable case. Cristianini [2] list disadvan-
tages of refining feature space to achieve linear separability. Often this will lead
to high dimensions, which will significantly increase the computational require-
ments. Moreover, it is easy to overfit in high dimensional spaces, i.e., regularities
could be found in the training set that are accidental, which would not be found
again in a test set. The soft margin classifiers [2] modify the optimization prob-
lem to allow for an error rate. The rough set based rules given by (R1)-(R3) can
still be used by empirically determining the values of b; and by. For example,
b1 can be chosen in such a way that, for an (x,y) € S, if <x,w >+ by >0,
then y must be +1. Similarly, by can be chosen such that, for an (x,y) € S, if
< xX,Ww >+ by <0, then y must be —1. Assuming there are no outliers, such
a choice of b; and by would be reasonable. Otherwise, one can specify that the
requirements hold for a significant percentage of training examples. For example,
b1 can be chosen in such a way that, for an (x,y) € S, if <x,w >+ by >0,
then in at least 95% of the cases y must be +1. Similarly, by can be chosen in
such a way that, for an (x,y) € S, if < x,w > + ba <0, then in at least 95%
of the cases y must be -1.

The extension proposed by Lingras and Butz [5] can be easily implemented
after the soft margin classifier determines the value of w. All the objects in the
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training sample will be sorted based on the values of < x,w >. The value of
b1 can be found by going down (or up if the positive examples are below the
hyperplane) in the list until 95% of the positive examples are found. The value
of by can be found by going up (or down if the positive examples are below the
hyperplane) in the list until 95% of the negative examples are found.

4 Rough Sets Based on the 1-v-1 Approach

The terminologies for rules (R1)-(R3) from the previous section need be slightly
modified for pairwise classifications between classes ¢ and j. Let us assume that
+1 corresponds to class ¢ and -1 corresponds to class j. We can define equiv-
alence classes corresponding to rules (R1)-(R3). Let E;;(i) be the set of x (or
region) that follows rule (R1), E;;(j) be the set of x that follows rule (R2), and
E;;(BND) be the set of x that follows rule (R3). The lower bound for class ¢ will
be E;;(i) and the upper bound will be E;; (i) U E;; (BN D). Similarly, the lower
bound for class j will be E;;(j) and the upper bound will be E;;(j)UE;; (BND).
In some cases, this would mean the use of soft margin classifiers.

Figure 1 shows a classification problem with three classes. It is assumed that
the objects have already been mapped using the same mapping @ to transform
the problem to a linear separable case. Figure 2 shows the 1-v-1 classification
for classes (1,2). Similarly, Figures 3 and 4 show the 1-v-1 classifications for the
pairs (1,3) and (2,3), respectively. The equivalence classes for each pair (4, ) will
be used to calculate the overall lower bounds of N classes as shown in Eq. (4).

N
Alclass;) = () Ei(), (4)

j=1

where j # 4.
We now show that the lower bounds of every class are mutually exclusive.
Consider any pair of classes (i, 7). By definition, E;;(i) N E;;(j) = 0. By Eq. (4),

»
»

Fig. 1. A classification problem involving three classes 1, 2 and 3
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»
»

Fig. 4. A rough set approach to 1-v-1 classification for classes 2 and 3

we can conclude that A(class;) C E;;(i) and A(class;) C E;;(j). Therefore,
A(class;) N A(class;) = 0.
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The boundary region for each class will be a union of boundary regions from
each pairwise classification. However, such a boundary region will include lower
bounds of other classes. Therefore, it is necessary to delete the union of lower
bounds from such a boundary class. Hence, the boundary region, A(class;) —
A(class;), for each class i is given by:

N N
A(class;) — A(class;) U ;i (BN D) U A(classy), (5)
j=1 k=1

where j # i. From Eq. (5), the upper bound, A(class;), for a class i is given by:

N N
A(class;) = U E;;(BND) — U A(classy) + A(class;)
j=1 k=
N N1
= |JEy(BND) - | ] A(class;)
J;l Jj=1
= U (E;j(BND) — A(class;)), (6)

Jj=1

where j # .

The approach proposed in this paper uses the same training time as the
classical 1-v-1 approach or DAGSVM. However, only two rules need to be stored
for each class, one corresponding to the lower bound A(class;), given by Eq.
(4), and another corresponding to the upper bound A(class;), given by Eq. (6).
Therefore, a total of 2N rules are stored for the testing and operational phases,
as opposed to N x (N —1)/2 SVMs stored by 1-v-1 and DAGSVM approaches.
Moreover, during the operational phase, the determination of membership of an
object in a class will involve simply testing which lower and/or upper bounds
the object belongs to. The time requirement for classification in the operational
phase will be O(NV), the same as DAGSVM. The rough set representation also
provides the possibility of specifying an uncertainty in the classification. For
example, it will be possible to say that while precise classification of the object
is not known, it belongs to the upper bounds of a list of classes, i.e., a list
of possible classifications. Finally, the rules corresponding to lower and upper
bounds may be able to provide better semantic interpretations of the multi-
classification process than the other SVM approaches, which have been regarded
as black-box models.

5 Conclusion

The approaches for extending binary classifications obtained from support vector
machines (SVMs) to multi-classification can be divided into two categories, 1-
v-r (one versus rest) and 1-v-1 (one versus one). 1-v-r classification technique
involves creating a separate SVM for every class using the members of the class
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as positive instances and non-members as negative instances. This approach
requires a large training time. The 1-v-1 approach involves creating and storing
N x (N —1)/2 SVMs. The time requirement in the operational phase for 1-v-1
approach can be reduced using directed acyclic graphs leading to DAGSVMs.
However, the storage requirement for DAGSVM is still the same as the classical
1-v-1 approach, i.e., N x (N — 1)/2. This paper describes an extension of 1-v-1
approach using rough or interval sets. The use of rough sets may make it possible
to provide a semantic interpretation of the classification process using rule-based
approach, which may be an advantage over the black-box SVM models. It is
shown that during the operation phase, the proposed approach has the same
O(N) time requirement as DAGSVM. However, it only requires storage of 2N
rules as opposed to N x (N —1)/2 SVMs stored by the DAGSVM and the classical
1-v-1 approach. Our approach also makes it possible to introduce uncertainty in
describing classifications of objects.
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Abstract. Clustering techniques have always been oriented to solve
classification and pattern recognition problems. This clustering tech-
niques have been used also to initialize the centers of the Radial Basis
Function (RBF) when designing an RBF Neural Network (RBFNN) that
approximates a function. Since classification and function approximation
problems are quite different, it is necessary to design a new clustering
technique specialized in the problem of function approximation. In this
paper, a new clustering technique it is proposed to make the right ini-
tialization of the centers of the RBFs. The novelty of the algorithm is
the employment of a possibilistic partition of the data, rather than a
hard or fuzzy partition as it is commonly used in clustering algorithms.
The use of this kind of partition with the addition of several components
to use the information provided by the output, allow the new algorithm
to provide better results and be more robust than the other clustering
algorithms even if noise exits in the input data.

1 Introduction

The function approximation problem can be formulated as, given a set of obser-
vations {(xx;yx), k = 1,...,n} with y,, = F(z;) € R and z;, € R?, it is desired
to obtain a function G so yx = G (xx) € R with x; € IR%. To solve this prob-
lem, Radial Basis Function Neural Networks (RBFNN) are used because of their
capability as universal approximators [5,11].

The design of a RBFNN is performed by following several steps, in which the
initialization of the centers of the RBFs is the first one. The use of a clustering
algorithm is a common solution for a first initialization of the centers [9,15]. These
clustering algorithms were designed for classification problems [8] instead of for
the function approximation problem so the results they provide can be improved
significantly. Clustering algorithms try to classify the set of input data assigning
a set of predefined labels, however, in the function approximation problem, the
output of the function belongs to a continuous interval. Clustering algorithms do
not use the information provided by the function output ignoring the variability
of the function. In the function approximation problem, the information provided
by the output of the function to be approximated is needed to obtain a correct
placement of the centers. Centers must be placed in the areas where the function
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is more variable and therefore, it will be needed more RBFs to be able to model
the variations of the function, meanwhile, in the areas where the function is not
that variable, less centers will be needed to approximate the function.

It is necessary to design a clustering algorithm oriented to the function ap-
proximation problem in order to make a right initialization of the RBF's centers.
In this paper, a new algorithm to solve this task is proposed. It is based on a mixed
fuzzy-possibilistic approach improving results, as it will be shown in the experi-
ments section, in comparison with traditional clustering algorithms and clustering
algorithms designed specifically for the function approximation problem.

2 RBFNN Description

A RBFNN F with fixed structure to approximate an unknown function F' with
n entries and one output starting from a set of values {(xk;yr);k =1,...,n}
with y, = F(z;) € R and x5 € IRY, has a set of parameters that have to be
optimized:

m

F(@p;C, R, 2) = dlar;cj,ry) - 2 (1)
j=1

where C' = {e¢y, ..., ¢, } is the set of RBF centers, R = {rq, ..., 7, } is the set of val-
ues for each RBF radius, 2 = {{2, ..., {2, } is the set of weights and ¢(zx; ¢, ;)
represents an RBF. The activation function most commonly used for classifica-
tion and regression problems is the Gaussian function because it is continuous,
differentiable, it provides a softer output and improves the interpolation capa-
bilities [3,13]. The procedure to design an RBFNN for functional approximation
problem is shown below:

1. Initialize RBF centers c;
2. Initialize the radius r; for each RBF
3. Calculate the optimum value for the weights (2;.

The first step is accomplished by applying clustering algorithms, the new
algorithm proposed in this paper will initialize the centers, providing better
results than other clustering algorithms used for this task.

3 Previous Clustering Algorithms

This section will describe several clustering algorithms that have been used
to determine the centers when designing RBFNN for functional approximation
problems.

3.1 Fuzzy C-Means (FCM)

This algorithm uses a fuzzy partition of the data where an input vector be-
longs to several clusters with a membership value. The objective function to be
minimized is:
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n m

Jn(U, C; X) Z gl — e 2)

=1:i=1

where X = {x1,x2,...,x,} are the input vectors, C = {e1,ca, ..., ¢} are the
centers of the clusters, U = [u;] is the matrix where the degree of membership
is established by the input vector to the cluster , and h is a parameter to control
the degree of the partition fuzziness. After applying the minimum square method
to minimize the function in Equation 2 [2], we get the equations to reach the
solution trough and iterative process:

= zm: (D@A) et 3)

=1 ngA
n
£ the
=", (4)
£
where Djia = ||zs — ¢;||?, and || - || is the inner product norm in IR?. Using

this iterative process we calculate matrix U from matrix C' or vice versa starting
from a random initialization of any of the matrices: (Cy—1 — Uy — Cy or Uy—1 —
Cy — Uy). The stop criteria is usually considered as ||Ci—1 — C|| < threshold,
this is, when the centers do not move significantly.

3.2 Improved Possibilistic C-Means (IPCM)

The Possibilistic C-means [10] determines a possibilistic partition of the data,
in which a possibilistic membership measures the absolute degree of typicality
of a point to a cluster. This approach is robust because noisy points will not
affect significantly the possibilistic partition as they would in a fuzzy partition.
This algorithm tends to find identical clusters [1] so an improved version of this
algorithm is proposed in [14]. This new approach combines a fuzzy partition with
a possibilistic partition determining the following function to be minimized:

Jh(U(p), U(f)’C;X):ZZ (f) hf (p) +Zm Z (f) hf(l _ ugz))hp
k=1 i=1 i=1 k=1
()
where:
— (p ) is the possibilistic membership of zj in the cluster .
— E,{) is the fuzzy membership of z in the cluster .

hp, and hy are the weighting exponents for the possibilistic and the fuzzy
membership functions.
— n; is a scale parameter that is calculated using:
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2 (il )y,

(ug}:))hf (UEZ))}L”

(6)

ni =
As in the previous algorithms, an iterative process drives to the solution.

3.3 Clustering for Function Approximation (CFA)

This algorithm uses the information provided by the objective function output
in such a way that the algorithm will place more centers where the variability of
the output is higher instead of where there are more input vectors.

To fulfill this task, the CFA algorithm defines a set O = {o1,...,0,,} that
represents a hypothetic output for each center. This value will be obtained as a
weighted mean of the output of the input vectors belonging to a center.

CFA defines an objective function that has to be minimized in order to con-
verge to a solution:

m

> X e - ellPw;

j=lareC;
m (7)
2. D Wy
j=lzpeCy

where wy; weights the influence of each input vector in the final position a center.

The CFA algorithm is structured in three basic steps: Partition of the data,
centers and estimated output updating and a migration step.

The partition is performed as it is done in Hard C-means [4], thus, a Voronoi
partition of the data is obtained. Once the input vectors are partitioned, the
centers and their estimated outputs have to be updated, this process is done
iteratively using the equations shown below:

D ThWij Y. F(xr)wr;
c. — kaCj 0: — mkGCj (8)
’ > owk > Wiy

mkGCj mkGCj

The algorithm, to update centers and estimated outputs, has an internal
loop that iterates until the total distortion of the partition is not decreased
significantly.

The algorithm has a migration step that moves centers allocated in input
zones where the target function is stable, to zones where the output variability
is higher. The idea of a migration step was introduced in [12] as an extension of
Hard C-means and the objective is to find an optimal vector quantization where
each center makes an equal contribution to the total distortion [5].
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3.4 Fuzzy Clustering for Function Approximation (FCFA)

The FCFA algorithm [6,7] is based in the CFA and FCM. The main difference
between CFA and FCFA is the application of fuzzy logic to the algorithm. FCFA
performs a fuzzy partition of the data and iterates in the same way as FCM
does, thus, it improves the speed of the algorithm in comparison with CFA
because it only needs one step of actualization instead of an internal loop. The
algorithm considers the input data as the input data vectors concatenated with
their outputs. Proceeding like this, the expected output of a center correspond
with its last coodinate. FCFA also makes a modification in the migration process
performing a pre-selection of the centers to be migrated modifying the criteria
used to decide if a center should be migrated or not. This pre-selection is based
on a fuzzy ruled system.

4 Possibilistic Centers Initializer (PCI)

The new algorithm proposed uses a possibilistic partition and a fuzzy parti-
tion, combining both approach as it was done in [14]. The objective function
J(U® U ¢ W; X) to be minimized is defined as:

n m

Z llf pD2 _1_2,’712 (f) hf( EZ))IL,) (9)

k=11=1 i=1 k=1

where:

— (p ) is the possibilistic membership of z in the cluster i.

- E,{) is the fuzzy membership of z; in the cluster i.

— Djrw is the weighted euclidean distance.
— n; is a scale parameter that is calculated using:

> (“Eg))hf d?k
k=1

This function is obtained by replacing de distance measure in the FCM al-
gorithm by the objective function of the PCM algorithm, obtaining a mixed
approach. The scale parameter determines the relative degree to which the sec-
ond term in the objective function is compared with the first. This second term
forces to make the possibilistic membership degree as big as possible, thus, choos-
ing this value for n; will keep a balance between the fuzzy and the possibilistic
memberships. When calculating 7;, the distance is not weighted because the es-
timated outputs, in the initialization of the algorithm, are not appropriate to
calculate w.
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4.1 Weighting Parameter

To make the output of the target function to be approximated influence the
placement of the centers, it is necessary to change the similarity criteria in the
clustering process. The combination of the possibilistic and the fuzzy approach
has to be influenced by the output of the function to be minimized. In order to
do this, the euclidean distance used as the similarity criteria will be weighted
using the parameter w. The calculation of w is obtained by:

wij = [F(zr) — 0] (11)

where o; represents the expected output of a center, this is, the hypothetic
position of the center ¢; in the output axis. The euclidean distance d;; between
a center 7 and an input vector will be weighted using the following equation:

DijW = dij . wij. (12)

Proceeding this way, D;;w will be small if the center is near the input vector
and they have similar output values. Thus a center can own input vectors that
are far from him if they have similar output values, and will not own input
vectors that, even though are near the center, have a big difference in the output
values. This will allow the algorithm to place more centers where the output of
the target function to be approximated is more variable.

4.2 TIterative Process

As in all the previous algorithms based on a fuzzy or a possibilistic partition,
the solution is reached by an alternating optimization approach where all the
elements defined in the function to be minimized (Equation 9) are actualized
iteratively. For the new algorithm proposed in this paper, the equations are:

UZ(Z) = ’ . 171 (13)
14 (P
1
ulf) = o s (14)
(ug) P =D/2Dpy \ ST
ng ((“ﬁ))(h'p_l)/QDjkw

Z (UEZ))(}LP) (ugl{:))(hf)ka?k
G = &=L (15)
> (i) ) (u)) ) w3,

3 (uff) ") (i) i
=" ®) o) (16)
kzl(uiz )(hp)(uik )(hf)dizk:
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These equations are obtained by differentiating J,(U®) UV C,W; X)

(Equation 9) with respect ul(-],z), uE,{ ), ¢; and o;. This approach is the same followed

in FCM, IPCM and the convergence is guaranteed.

4.3 General Scheme

The PCI algorithm follows the scheme shown below to place the centers:

Initialize C7 using Fuzzy C-means
Initialize O; using fuzzy membership function
Do
Calculate w
Calculate the distance between C; and X
Calculate the new U;
Calculate the new C; from Uj;
Calculate the new O; from C;
i=i+1
While(abs(C;_1-C;<threshold)

As in [14], the FCM algorithm is used to find a proper start point, making
the algorithm much more robust. In the first step, the expected output o; of each
center ¢; will correspond with the output value of the input vector that belongs
to ¢; with the highest membership value.

5 Experimental Results

The experiment will consists in the approximation of the function f; repre-
sented in Fig. 1, that has been generated using an RBFNN with the following
parameters:

centers radii  weights
119.029 15.595 -3.748
175.106 4.279 -1.016
39.796 16.350 3.855
71.087 9.164 1.857
93.030 37.518 4.095

200 points uniformly distributed were generated between the interval [1,399]
using the RBFNN described above with a gaussian activation function . The
function has been designed to show the importance of the output variability on
the target function. In this function there is an interval where the variability of
the output is high and another interval where the function is almost constant.
This fact will make the initialization of the centers very important because the
centers will have to be concentrated in the areas where the function is more
variable.
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Fig. 1. Target Function (blue line) and training set (red dots)

Table 1. Mean and Standard Deviation of the approximation error (NRMSE) for
function f;

Clusters FCM IPCM CFA FCFA PCI

4 0.633(0.002) 0.592(2E-4) 0.595(0.022) 0.361(0.035) 0.444(1E-4)
5 0.619(0.001) 0.584(0.001) 0.515(0.035) 0.345(0.034) 0.343(0.001)
6 0.544(0.003) 0.537(0.001) 0.412(0.041) 0.312(0.046) 0.287(3E-4)

Table 2. Mean and Standard Deviation of the approximation error (NRMSE) for
function f; after local search algorithm

Clusters FCM IPCM CFA FCFA PCI
4 0.182(0.011) 0.187(0.015) 0.186(0.012) 0.149(0.030) 0.100(1E-4)

5 0.308(0.001) 0.256(0.026) 0.178(0.045) 0.104(0.043) 0.048(0.022)
6 0.187(0.069) 0.125(0.045) 0.098(0.071) 0.082(0.019) 0.0002(3E-4)

Once the clustering algorithm were executed and the corresponding RBFNNs
were generated, the normalized root mean squared error (NRMSE) has been used
in order to determine the quality of the approximation.

The radii of the RBFs were calculated using the k-neighbors algorithm with
k=1. The weights were calculated optimally by solving a linear equation system.

FCM, TPCM, CFA, FCFA and PCI were executed several times providing
the results shown in Table 1. In this table it is shown the approximation error
right after the initialization procedure. In Table 2 are shown the results after
applying a local search algorithm (Levenberg-Marquardt) to make a fine tune of
the RBF centers and radii. The results are depicted in Fig. 2.

The results show how there is a need of using specific clustering algorithms
to initialize the centers when designing an RBFNN for the functional approxi-
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Fig. 2. Mean and Standard Deviation of the approximation error (NRMSE) before and
after local search algorithm

mation problem. Classical clustering do not use the information provided by the
output of the target function to be approximated. Thus they are not able to
detect the areas where the output is more variable, providing poor results. The
approximation error decreases significantly when specific clustering algorithms
designed for this task are employed.

The new algorithm proposed in this paper has shown that can performs better
than all the previous clustering. PCI not only performs better, but is more robust
because the standard deviations of the solutions are very small, indicating that
it finds the same configuration on each execution of the algorithm. The previous
clustering algorithms for functional approximation were not too robust, so it can
be appreciated how a mixed fuzzy-possibilistic approach can solve that problem.

6 Conclusions

RBFNNs provides good results when they are used for functional approximation
problems. The first step in the design of those RBFNNs was performed by clus-
tering algorithms. In this paper, a new clustering algorithm designed specifically
for the center initialization task has been presented. The novelty of this algorithm
in comparison with other clustering algorithms designed for this task, is the use
of a mixed possibilistic and fuzzy approach when making the partition of the
data. The results shown how this approach allow to make a better initialization
of the centers, providing better results when approximating functions.

References

1. M. Barni, V. Capellini, and A. Mecocci. Comments on ’A posibilistic approach to
clustering’. IEEE Transactions on Fuzzy Systems, 4:393-396, June.

2. J. C. Bezdek. Pattern Recognition with Fuzzy Objective Function Algorithms.
Plenum, New York, 1981.



10.

11.

12.

13.

14.

15.

A Possibilistic Approach to RBFN Centers Initialization 183

A. G. Bors. Introduction of the Radial Basis Function (RBF) networks. OnLine
Symposium for Electronics Engineers, 1:1-7, February 2001.

. R. O. Duda and P. E. Hart. Pattern classification and scene analysis. New York:

Wiley, 1973.

A. Gersho. Asymptotically Optimal Block Quantization. IEEE Transanctions on
Information Theory, 25(4):373-380, July 1979.

A. Guillén, I. Rojas, J. Gonzalez, H. Pomares, and L. J. Herrera. Clustering based
algorithm for rfbs centers initialization. In XI SIGEF Congress, Techniques and
Methodologies for the Information and Knowledge Economy, pages 44-63, Reggio
Calabria-Messina, November 2004.

A. Guillén, I. Rojas, J. Gonzalez, H. Pomares, L.J. Herrera, and A. Prieto. Using
a new clustering algorithm to design rbf networks for functional approximation
problem. In Proceedings of the Learning’04 International Conference, pages 19-24,
Elche, October 2004.

J. A. Hartigan. Clustering Algorithms. New York: Wiley, 1975.

N. B. Karayannis and G. W. Mi. Growing radial basis neural networks: Merg-
ing supervised and unsupervised learning with network growth techniques. IFEE
Transactions on Neural Networks, 8:1492-1506, November 1997.

R. Krishnapuram and J. M. Keller. A Possibilistic Approach to Clustering. IEEE
Transactions on Fuzzy Systems, 1(2):98-110, May 1993.

J. Park and J. W. Sandberg. Universal approximation using radial basis functions
network. Neural Computation, 3:246—-257, 1991.

G. Patane and M. Russo. The Enhanced-LBG algorithm. Neural Networks,
14(9):1219-1237, 2001.

I. Rojas, M. Anguita, A. Prieto, and O. Valenzuela. Analysis of the operators
involved in the definition of the implication functions and in the fuzzy inference
proccess. Int. J. Approximate Reasoning, 19:367-389, 1998.

J. Zhang and Y. Leung. Improved possibilistic C—means clustering algorithms.
IEEE Transactions on Fuzzy Systems, 12:209-217, 2004.

Q. Zhu, Y. Cai, and L. Liu. A global learning algorithm for a RBF network. Neural
Networks, 12:527-540, 1999.



Intelligent Information Retrieval Based
on the Variable Precision Rough Set Model
and Fuzzy Sets

Ming He and Bo-qin Feng

Department of Computer Science and Technology,
Xi’an Jiaotong University, Xi’an 710049, China
ming_hel314@163.com

Abstract. In this paper, an information retrieval methodology and mo-
del based on variable precision rough set model (VPRSM) are proposed
through combining rough sets and fuzzy sets. In the methodology, the
documents are represented as fuzzy index terms, the queries are defined
with a rough set and that each document has an approximation in this
set. The experimental results compared with vector space model (VSM)
are presented.

1 Introduction

With the explosive growth and widespread of the Internet and World Wide
Web, there is great increase in interest in information retrieval. The three classic
models in information retrieval are called Boolean, vector, and probabilistic re-
spectively [1]. Among the information retrieval techniques developed in the past,
the rough sets-based, non-pattern matching approach proposed by Das-Gupta
[2] deserves particular attention and further investigation. The theoretical basis
for Gupta’s approach is developed around the original rough sets (RS) theory
as proposed by Pawlak [3,4]. Advantages offered by the theory are: the implicit
inclusion of Boolean logic; term weighting; and the ability to rank retrieved doc-
uments. However, the main limitation of this ranking procedure is that it ranks
documents into very few rank levels thus making it impossible to determine the
differences in relevance status between many documents belonging to the same
rank level.

The classic models in information retrieval consider that each document is
described by a set of representative keywords called index terms, which are used
to index and summarize the document contents. Given a set of index terms for a
document, however, not all terms are equally useful for describing the document.
In fact, there are index terms which are simply vaguer than others, namely,
distinct index terms have varying relevance when used to describe document
contents. Consequently, it is an important issue to decide the importance of a
term for summarizing the contents of a document.

In this paper, we propose a rough fuzzy information retrieval model (RFIRM)
that can retrieve needed documents more promptly and accurately by replacing
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common index terms with fuzzy index terms, which can represent the semantics
of document more precisely. Furthermore, instead of using the original equiva-
lence RS model based on using equivalence relations, we use variable precision
rough set model (VPRSM) [5], which can produce finer ranking and more accu-
rate relevance judgments. Related work on applying RS theory to information
retrieval was reported in [6,7,8,9].

2 Information Retrieval Model Based on VPRSM

Let X C U be a subset of the universe U and let R be an equivalence relation
on U with the equivalence classes (elementary sets) E C U. We assume that
all sets under consideration are finite and non-empty. Each elementary E can
be assigned a measure of overlap with set X by the function P(X|E) = |)TE|E|,
referred here as conditional probability function.

The VPRSM [5] is an extension of the RS model aimed at increasing its
discriminator capabilities by using parameter-controlled grades of conditional
probability associated with the elementary sets. The asymmetric VPRS general-
ization [10] is based on the lower and upper limit certainty threshold parameters
I and u, which satisfy the constraints 0 <1 < P(X) < u < 1.

The u-positive, I-negative and (I, u)-boundary regions are given, respectively,
by

POS.(X) = U{E : P(X|E) > u} (1)
NEG(X) = U{E : P(X|E) < u} 2)
BNDy.(X) = U{E: P(X|E) € (I,u)} (3)

In the context of information retrieval VPRSM ability to flexibly control
approximation regions’ definitions allows for capturing probabilistic relations
existing in information. It is clear that the original RS model is a special case
of VPRSM, for [=0 and u=1. Usually, however, more interesting results are
expected for non-trivial settings, tuned to particular data and satisfying the
constrains 0 <! < P(X) <u <1

Definition 1. A generalized information retrieval model is a quadruple [1] R =
D, Q, F, R(q;, d;)] where

1. D is a set composed of representations for the documents in the collection.

2. Q is a set composed of representations for the user information needs, such
representations are called queries.

3. Fis a framework for modelling document representation, queries, and their
relations.

4. R(qi,d;) is a ranking function which associates a real number with a query
ordering among the documents with regard to the query q; € Q and a docu-
ment representation d; € D.
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Definition 2. On this basis, the information retrieval model based on VPRSM
may be defined by R=[U,A,X,V,, f,] where

1. U is a finite set of documents, which is the universe of discourse.

2. A is a finite set of attributes, which composed of index terms of documents
in a collection.

3. X denotes set of documents to be retrieved, which for the user information
need.

4. Vg is the range of value of the attribute q and represents the documents that
contain the index term, where q € A.

5. Vge A, 3f,: X xU = V,.

Using the query index terms X in information retrieval, POS,(X) denotes se-
lected documents, BN Dy, (X) represents optional documents and NEG;(X)
means the documents fail to be selected.

3 Document and Query Representation

To build a model, we think first of representation for the documents and query
for the user information need. In traditional information retrieval, representing
documents in a collection and queries through index terms descriptions, which
are only partially related to the real semantic contents of the respective docu-
ments and queries. Moreover, the matching of a document to the query terms
is approximate (or vague). Any collection of semantic indexes corresponds to a
family of sets of respective defining index terms. It can be assumed, without loss
of generality, that all these sets are disjoint as otherwise more basic semantic
indexes corresponding to atoms of the algebra of sets can be used for document
and query representation.

In this paper, we adopt fuzzy index terms based on fuzzy sets theory [10,11]
to represent documents, which can represent the semantics of original documents
more precisely and facilitate information retrieval. In addition, we consider that
each query term defines a rough sets and that each document has an approxima-
tion in this set. Assembling index terms into index terms set is a feasible way to
reduce the time complexity of the information retrieval system which computing
expense maps to the number of the index terms increases.

Definition 3. A thesaurus is constructed in this paper by defining a term-term
correlation matriz € (called keyword connection matriz in [12]) whose rows and
columns are associated to the index terms in the document two term k; and k;
can be defined by
Uz

Cil = ’ 4

T 4y — iy @
where n; is the number of document of documents which contain the term k;,
ny is the number of documents which contain the term k;, n;; is the number of
documents which contain both terms. Such a correlation metric is quite common
and has been used extensively with clustering algorithms [1].
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Definition 4. We can use the term correlation matriz € to define a fuzzy
index terms, which can be comprised of a monotonic decreasing sequence by
their fuzzy membership function values. Assume that there are N index terms,
[Indexy, Indexs, , Indexy], in one document and their memberships are defined

by .
. Dim1 Cil

pp(indz;) =~ ()
Let A = (U, R) be an approximation space on the universe U of fuzzy index terms
used for defining semantic indexes and for indexing documents. The equivalence
relation R represents the partition of U into disjoint sets corresponding to se-
mantic indexes. In rough sets theory terminology, each semantic index is an
elementary set in A whereas each queries () is a rough set in A. A query @ ini-
tially expressed as a set of index terms is a rough sets in the same approximation
space A. What it means is that the original query, the subset of index terms,
can be represented by standard semantic indexes as defined in the approxima-
tion space A. In this representation, the query is perceived as a pair (RQ, RQ)
of rough approximations of the original set of index terms forming the query.
The query is considered to be with certainty about subjects corresponding to
semantic indexes included in the lower approximation of the query terms and
it is possibly about subjects corresponding to semantic indexes included in the
upper approximation of the query terms. In particular, the query can be ex-
pressed by specifying some semantic indexes rather than index terms. In such
case, the query is a precise set in the approximation space A and it is with cer-
tainty about subjects corresponding to semantic indexes contained in the query
definition [13].

4 Information Retrieval Architecture Based on VPRSM

Given above representation, we then conceive the framework in which they can
be modeled. Architecture of RFIRM is described in Figure 1.

First of all, each document and a query are represented as collections of higher
order, composite semantic indexes each of which reflects some information about
the meaning of the document. With very large document collections, however,
even modern computers might have to reduce the set of representative index
terms. This can be accomplished through the elimination of stop words, the
use of stemming, and the identification of noun groups. Further, compression
might be employed. Finally, we use fuzzy index terms to represent semantics
of document. These operations procedure are called document pre-processing,
which reduce the complexity of the document.

Given that the document collections are indexed, the retrieval process can
be imitated. The user first specifies a user need which is then parsed and trans-
formed by the same document operations applied to the document. Then, query
operations might applied before the actual query, which provides a system rep-
resentation for the user need, is generated. The query is then processed to obtain
the retrieved documents. Fast query processing is made possible by the index
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Fig. 1. RFIRM architecture

structure previously built. Before been sent to the user, the retrieved documents
are ranked according to a likelihood of relevance. The user then examines the set
of ranked documents in the search for useful information. At this point, he might
pinpoint a subset of the document seen as definitely of interest and initiate a
user feedback cycle.

5 Key Algorithms

The key algorithms constructing the rough fuzzy information retrieval are listed
as follows:
Algorithm 1: Fuzzy index terms selected algorithm.
Input: Document collections U, index terms of each document and threshold 6.
Output: The universe ¥ of fuzzy index terms.
1. Let N = |U| denote the number of document collections, ¥ = ) and j = 1;
2. Calculate degree of membership of each index term and construct term-term
correlation matrix ¢;
3. While j < n add the index terms whose degree of membership > 6 to ¥,
J=i+1L;
4. Return ¥.
Algorithm 2: Approximation query algorithm.
Input: A= (U,R),l,u(0 <1< wu<1)and Query Q.
Output: Approximation sets of query Q.
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1. Calculate equivalence class (partitions) U of with R: {Eq, Ea, ..., E;, (0 <m <
UD}i=1;

2. While (: < m) Calculate lower and upper approximation set of ¢ respec-
tively:
R(Q)=U{E;: P(X|E;)) > u}, R(Q) = U{E; : P(X|E;) <1},i=1i+1;

3. Return R(Q) and R(Q).

Algorithm 3: Rough fuzzy information retrieval algorithm.
Input: A= (U,R),l,u (0 <l<u<1),Sy (similarity threshold) and Query Q.

Output: The retrieved document collections Rp.

1. Let N = |U| denotes the number of the document collections, Rp = () and
1 =1;

2. While(i < N) calculate similarity S between @ and document candidate
document D; € U:

" di - d;
S = cos(D;, Dj) = 2= it~ i (6)

OV (dir)? - (dg)?

3. If (S > Sp) then add the current retrieval results R; to Rp, Rp := Rp +
Ri,i=14+1;
4. Return Rp.

Algorithm 4: Retrieved document collections approximate ranking.

Input: The retrieved document collections Rp. equivalence relation R, parame-
ters Lu(0 <1 <u<l).

Output: The ranked document collections R,.

1. Let N = |Rp| denotes the number of the Retrieved document collections;
2. Calculate similarity between D;, D; € Rp(1 <4,j < N):

SIM = SIM, ., (D;, D;) = SIM(D;, D;) + SIM,(D;, D;) (7)

Ry (D;)NRy(D; _ (R, (Di)NR,(Dj) .
where SIM(Di, D;) = | g (D90 M) |, SIM,,(Di, Dy) = | 5 (D905 ()|
3. Return R/,.

The higher value of the similarity SIM leads to a higher rank for the corre-
sponding fetched document. These similarity measures can be used only after
the retrieved.

The time complexity of the rough fuzzy information retrieval algorithm is
O(loga| M), where | M| is the number of rough fuzzy sets instead of the number
of the document collections.



190 M. He and B.-q. Feng

6 Experiments

In the experiments conducted for this project, the value of the parameter u is
set arbitrarily to 0.5 and the value of [ is 0, which are same as [13]. With these
settings, the original definition of upper approximation was preserved whereas
the lower approximation included all elementary sets (semantic indexes) which
contained no less than 50% of its defining terms in common with the document
or query index terms [13].

We have implemented the whole model of rough fuzzy information retrieval
based on Java/XML Web Service and tomcat 4.0 for rough fuzzy information
retrieval platform which is a test bed for performance evaluation and internal use,
after integration testing we will publish the whole system for scientific researchers
to receive useful and fresh information. The system treats each Web page as a
document. Fig.2 is the new and refresh retrieved information results.

28t e e s e 4y e o e g— miE
e EEE SRy W DR S =
e Rl - O B T LR | B e

[ LT e ———— -
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Fig. 2. RFIRM Experimental Platform: New and Refresh Retrieval Results

The VSM is used as an experimental benchmark to compare it with the
RFIRM for Web page ranking. The dataset used in our experiment is taken
from the website http://www.research.att.com/ lewis/reuters21578.html. Based
on the experiments we noted the following:

First, when proceeding with our examination of the ranking generated, we
can plot a curve of precision versus recall as illustrated in Fig.3. The RFIRM-
ranked query results demonstrate better recall-precision performance than the
VSM-ranked query at each recall level.

Second, Table 1 shows that when the number of retrieved Web pages is small,
the recall-precision is approximate to the RFIRM and VSM. As the number of
retrieved Web pages increases, the RFIRM produces better results than the VSM
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Fig. 3. Recall-precision performance comparison between VSM and RFIRM

Table 1. Recall-precision performance comparison between VSM and RFIRM

The Number of Recall(%) Average Precision(%)
Retrieved Web Page VSM RFIRM VSM RFIRM

20 89 91 31 33

40 80 82 55 62

500 60 62 58 79

1250 35 40 70 89

2000 20 26 75 91

queries, since the RFIRM has a higher precision value than the VSM for a fixed
recall value. The average precision improvements range from 2% to 21% for the
sample query.

7 Conclusions

In this paper we combine rough sets with fuzzy sets to propose a new information
retrieval model, in which a new algorithm is used to improve the effectiveness of
information retrieval. The results of experiments indicated better performance
of the rough fuzzy sets-based method over VSM. With the rapid increase of
electronic documents and development of information science, there is a wide
foreground for application of the rough fuzzy information retrieval.
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Abstract. When a query is passed to multiple search engines, each search
engine returns a ranked list of documents. The problem of result merging is to
fuse these ranked lists such that optimal performance is achieved as a result of
the combination. In this paper, our primary contribution is a result merging
method, based on fuzzy set theory that adapts the quantifier-guided, Ordered
Weighted Averaging (OWA) operators introduced by Yager. The proposed
framework is more comprehensive than the existing OWA operator based
method, as our investigation evaluates alternative heuristics for missing
documents (those existing exist in some, but not all, ranked lists) in order to
place such documents into the ranked lists before merging. It shows that the
effectiveness of the merging process is improved over the based strategy known
as Borda-fuse.

1 Introduction

A metasearch engine is a system that supports unified access to multiple existing
search engines. When a query is passed to a metasearch engine, it dispatches the
query to a set of search engines, extracts results from the returned pages, and merges
them into a single ranked list. In this paper we propose a result-merging algorithm for
the meta-search process. Our algorithm is unique as it handles missing documents
thereby dealing with one of the biggest challenges in the result-merging [7,8]. A
missing document is a document that has been retrieved by some search engines, but
not by others. Therefore they appear in some ranked lists, but not in others. A
document might be missing from a ranked list if the search engine (a) does not
retrieve it, (b) does not index it, (c) if it does not covered it. Handling missing
documents also involves a way to compute the position of missing documents in the
ranked lists where they are missing. This paves the way for inserting missing
documents into the ranked lists in an effort to come up with a more homogenous
environment for merging. In this paper we propose (1) a comprehensive method for
result-merging that is based on the OWA operators and (2) two different heuristics for
handling missing documents.

D. Slqzak et al. (Eds.): RSFDGrC 2005, LNAI 3642, pp. 193-201, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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2 Related Work

Data fusion techniques for result merging, in the context of metasearch, have been
well explored by researchers. Thompson [12], Fox & Shaw [5], Alvarez'[1] have all
explored this area. Other models include the Logistic Regression Model [6], and the
Linear Combination Model.

Aslam and Montague proposed two models [2]. The first model, Borda-Fuse,
(based on the political election strategy Borda Count) works by assigning points to
each document in each of the lists to be merged, is optimal [11, 17] in comparison to
standard voting methods but has demonstrated limitations[9] with respect to both the
Condorcet Principle and Order, and the Increasing and Decreasing Principles. The
second method, the Weighted Board-Fuse, a weighted version of Borda-Fuse requires
training to determine the best weights for the performance of the search engines but
performs better than Borda-Fuse.

Recently, Bordogna proposed a method, named SOFIA [3], which merges the lists
from the different search engines by using OWA operators and the fitness scores for
each search engine. However SOFIA does not attempt to estimate a value for missing
documents. On the contrary, it punishes a missing document by assigning a zero
value. Bordogna [3] while reporting the SOFIA method presents experimental results
based on only 15 search engines showing any type of comparison to other related
methods. Also in SOFIA the fitness scores for various search engines are based on
training by means of user feedback. Also SOFIA is a method that uses training to
determine the fitness scores of search engines.

3 Merging Approach

In this section we discuss the proposed method for merging documents; the OWA
method. We also describe two heuristic strategies for handling missing documents.

3.1 Positional Value and Heuristics for Handling Missing Document

The positional value (PV) of a document d; in the resulting list I, returned by a search
engine sy is defined as

(m—ry+ 1) ey

where, 1y is the rank of d; in search engine sy and n is the total number of documents
in the result.

Let PV, be the positional values for a document d in the i search engine. Let m be
the total number of search engines. Let r be the number of search engines in which d
appears. Let j denote a search engine not among the r search engines where d appears.

In heuristic H1 PV; for all j is denoted by the average of the positional values of the
documents in r search engines. Equation (2) denotes this.
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ZPVi (2)
PVj = 4=l
g PV i
pyj = ! 3)
m

In heuristic H2 PV; for all j is denoted by the average of the positional values of the
documents in m search engines in which d appears. Equation (3) denotes this.

3.2 OWA Operator

Our OWA approach is based on the OWA operators proposed by Yager. An OWA
operator, F, of dimension n is a mapping F: R" -> R which has an associated
weighting vector, W = [wy, Wa, ... W,] T ,given by

wi €[0,1] and ) w; =1 (4)
H
F(a, a,,..., a,) = ij b;, where b; is the jth largest a;. (5)
H

It can be seen that the OWA operators depend on the weighing function. A number
of special cases have been listed in the literature [16]. We point out three special cases
of the OWA operators, distinguished by the weighting vector W:

Max: F(aj, ay, a,) = max {aj, a,,..., a,} where W= [1,0,...,0]T (6)

Min: F (aj, a,,..., a,) = min {aj, a,,..., a, } where W =[0,0,...,1]" @)

a;+a, +..a, ®)

Average: F (aj, a,..., a,) =
n

where W = [

S |-

11
= — 1"
n n

OWA operators, introduced by Yager, can be characterized by three measures.
These are the “or”, the “and” and the “disp” operators.

1 n
orness (W) :EZI: (n-1)w;. 9)

andness (w) = 1 — orness(w;). (10)

disp (w) :_; w; In(w;). (1D
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3.3 Definition of Weights for OWA

The weights used for the aggregation using the OW A operator can be either generated
from a learning mechanism or be associated with a linguistic quantifier [4, 16]
according to the formula shown in equation 12. Here Q is the associated linguistic
quantifier and n is the number of criteria in the merging process.

. 1
wi=Q) ). 1<i<n. (12)
n n

Thus, if we have 4 search engines, then the weights for the quantifier Q (r) = r*

where o0 > 0, is calculated as:

oo [ B
S ER Rk

Thus, the process used in quantifier-guided aggregation is to use the quantifier Q to
generate a set of OWA weights, w;...w, where n is the number of alternatives and then

(2) for each alternative calculate the overall importance or satisfaction as F (dy, da, ...,
d ,)) where F is an OWA aggregation using the weights found in equation (5).

13)

3.4 Application of OWA for Result Merging

In this section we discuss our proposed application of the OWA operator to result
merging. We have a finite number of search engines (m) each of which returns a
ranked list of documents for a query. We merge the lists into a single ranked list by
representing a document d as a set of positional values, S as shown in equation 14.

S= {PV,IVj1<j <m} (14)

Here m is the number of search engines and PVjis the position of document d in the
ranked list returned by search engine j. We define an OWA operator F for a document
d as shown in equation 15. Here w; is the weight derived from equation (12).

F(d)=z;ile*PVj (15)

The OWA operator, from equation (15), provides an overall PV for any document
d in the merged list. Four steps must be followed for aggregating the results from
different search engines. (1) Calculate the position values (PV’s) for each document
in different search engines, based on the rank of the document as defined in this
section. Consider one of the alternatives as stated above for calculating the position
values (PV’s) of a missing document in the list of results returned by a search engine.
(2) For each search engine, arrange the position values (PV’s) of each of the
documents in descending order to obtain an m tuple for each document. (3) Calculate
weights for each search engines from the formula as given in equation (12). (4) Apply
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the OWA operator F on the tuples to get a rank for each document and arrange the
documents in the descending order of their ranks.

Example: OWA with Missing Document Heuristic: H1

Table 1(a) shows the results from four search engines for a query q. The rows in the
table represent the documents retrieved by these search engines in the descending
order of their local similarity. M indicates that the particular document is missing in
the search engine. In the first step, the PVs of the documents returned by a search
engine are calculated based on their positional values as defined before. The results
are shown in Table 1(b). Each column in the table represents the PVs of a particular
document. In step 2 the PVs of each of the documents is arranged in descending order
as shown in Table 1(c). Each column in the table represents the PVs of a particular
document, in the descending order. In step 3 the weights for the algorithm are derived
from the equations (12) and (13). Table 1(d) shows the value when the weights of o =
0.5. In step 4 the OWA operator F, defined as in equation 15 is applied on the tuples
in Table 1(e) to obtain an overall rank for each document.

Table 1. This table shows the five steps in computing the document weights and corresponding
document ranks using the OWA method

Table 1(a). Resulis from four Tahle 1(h). Positional Vales of ihe documents in the four search

search engines. engines.

SEl Dg D1 D3 D4 Ds D1 Dg D3 D4 Ds

Sez| Dy | Dz | Ds | M | M| [5e |4 T 3 7|1

Ses | Do | Ds| Du | Dy | M| [8ez | 20V) |3 |2 T | 3(M)

SE4 Dj D3 Dg D4 D1 SE3 1 4 3(M) 2 3
Geg |1 |4 2 5

Tahle 1ic). PVs of the documenis  Tahle 1{d). Weights calculated as perstep 3
in the four search engines sorted

i i W W2 W3 Wy
e — 03 021 018 013
Dy | Dy [Ds [ Dy | Dy
4 5 4 2 5
2 4 3 2 3
1 3 3 7 3 Tahle 1{e) Docurent ranks calrulated and sorted
! 3 2 ! ! ) D Dy I Ly
4.3 4 34 2 1.3

4 Experiments and Results

We used the data set TREC 3 obtained from TREC, (Text Retrieval Conference). The
data set contains 50 topics (analogous to queries) numbered 151-200 and 40 systems
(analogous to search engines). Thus, topics (queries) are passed onto a system (search
engine). The search engines then return a set of documents in the form of a ranked
list. Each document is either relevant (represented by 1), highly relevant (represented
by 2) or not relevant (represented by 0). Search engines return up to 1000 documents
when queried with a certain topic. We also used the recall based precision method for
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evaluation of each strategy. The theory for recall based precision can be found in [10].
We used recall values of 0.25, 0.5, and 1 to do our evaluations.
Below is a list the steps performed to obtain the experimental results.

1.

2.

AN L

Pick a number m [2, 12], where m is the number of search engines to be
searched/merged.

Pick a query q [151, 200] at random, and submit/dispatch q to the m search engines
selected in the previous step.

. Use either OWA/Borda-fuse for merging the results from the m search engines

employing a heuristic (either H1 or H2) for handling missing documents and a
value of o quantifier for the OWA method.

. Calculate the average precision for the documents in the merged list.
. Repeat steps 2 — 4 in order to replicate 200 times.
. Repeat steps 2 — 5 and obtain an average precision for each m.

We ran our experiments comparing the OWA method, with quantifier values of

0.5, 1, 2, and 2.5 to the Borda Method when both heuristic H1 and H2 we used to
handle missing documents.

Figure 1 shows the variation in RB-precision of the merged list when the number

of search engine result sets being merged increases from 2 to 12. The number of
search engines being merged is represented in the X-axis while RB-precision is
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Fig. 1. The figure displays a graph that shows how the OWA method compares against the
BORDA method when using heuristic H1 for handling missing documents
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represented in the Y-axis. The graph shows variation in RB-precision of the merged
list with the number of search engines being merged for BORDA and OWA with
quantifiers of 0.5,1,2 and 2.5. Here heuristic H1 is used to handle missing documents
in case of both BORDA and OWA. RB-precision increases as the number of search
engine result sets being merged increases from 2 to 4. A peak value is reaches at this
point. Following this the value decreases and increases somewhat periodically. Also
in this case the OW A methods do significantly better than the BORDA method.

Figure 2 shows a graphical plot similar to Figure 1. The only difference in this case
is that the heuristic H2 is employed. Notice that as the number of search engines
increases, the BORDA method does worse while the OWA method with different
quantifiers does better. When more than 8 search engines are merged the OWA
method with different quantifiers do better than the BORDA method.
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Fig. 2. This figure shows a graph that compares the OWA and Borda when using heuristic H2
to handle missing documents

Table 2 summarizes the improvement of the OWA method, for quantifier values of
0.5,1,2 and 2.5, over the BORDA method when using each of the two heuristics H1
and H2 when merging between 2 and 12 search engine result sets.

In general OWA improves over BORDA mainly when eight or more search
engines are being merged, irrespective of what the quantifier value for OWA is and
what heuristic we are employing. The OWA method shows greater improvement over
the BORDA method when employing the heuristic H2. In case of heuristic H1 the
OWA method with quantifier value of 2.5 gives the best results, followed by OWA
with quantifier value of 2, 0.5 and 1. Similar results are observed for heuristic H2.
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Table 2. Improvement of OWA over BORDA for different heuristics when using different
values of alpha quantifier
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5 Conclusion and Future Work

In this paper we introduce a new method for merging result sets from multiple search
engines. This is the OWA method. We report results of our experiments comparing
the OWA method with the existing BORDA method. Our results clearly show how
the OWA method improves over the BORDA method. We also explore two different
heuristics for handling missing documents before result merging. These heuristics are
based on the rank or position of documents in the result sets. We also show how
employing our heuristics affect the two methods.

In future work we propose to explore how pre selecting search engines before
merging result sets from them affect the performance of the metasearch process. We
explore strategies for pre selecting search engines for result merging.
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Abstract. We address the problem of the similarity search in large mul-
tidimensional sequence databases. Most of previous work focused on sim-
ilarity matching and retrieval of one-dimensional sequences. However,
many new applications such as weather data or music databases need to
handle multidimensional sequences. In this paper, we present the efficient
search method for finding similar sequences to a given query sequence
in multidimensional sequence databases. The proposed method can effi-
ciently reduce the search space and guarantees no false dismissals. We
give preliminary experimental results to show the effectiveness of the
proposed method.

1 Introduction

A time series (or time sequence) database is a collection of data that are gener-
ated in series as time goes on. Typical examples include stock price movements,
financial information, weather data, biomedical measurements, music data, video
data, etc. The similarity search in time series databases is essential in many ap-
plications, such as pattern matching, data mining and knowledge discovery [1][2].

Although the sequential scanning can be used to perform the similarity
search, it is obvious that it would be time consuming and inefficient as the
size of time series databases increases. Therefore, it is important to reduce the
search space for efficient processing of the similarity search in large time series
databases. In general, an indexing scheme is used to support fast retrieval of

* This work is supported by the Korea Research Foundation Grant (KRF-2004-005-
D00198).
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similar sequences to a given query sequences. However, a naive indexing of high-
dimensional data such as sequences suffers from performance deterioration due
to the dimensionality curse [3][7] of the index structures. The general approaches
of the similarity search in time series databases performs the feature extraction
as dimensionality reduction to avoid the dimensionality curse, and index the fea-
tures using a spatial access method such as R-tree [5] or R*-tree [6] in the feature
space. The important issue in indexing time series using dimensionality reduc-
tion methods is that these methods must guarantee no false dismissals. That
is, the distance between dimensionality reduced sequences should be the lower
bound of the distance between original sequences (lower bound condition) [3].

Most of existing similarity models or search techniques in time series data-
bases does not consider multidimensional sequences where an element in a se-
quence is composed of two or more attributes. Many new applications need to
deal with multidimensional sequences. For example, we may want to find all re-
gions that have weather patterns similar to a given region. Such weather patterns
may refer to both temperature and humidity.

In this paper, we present the efficient search method to find all sequences sim-
ilar to a given query sequence. The proposed method uses the lower dimensional
transform to map multidimensional sequences into one-dimensional sequences
and extracts the features from those one-dimensional sequences. Our proposed
method can efficiently reduce the search space and guarantees no false dismissals.

The remainder of this paper is organized as follows. Section 2 provides a
survey of the related work. Section 3 explains the similarity model for multidi-
mensional sequences. Our proposed approach is described in Section 4. Section 5
presents preliminary experimental results for evaluating the effectiveness of the
proposed approach. Finally, several concluding remarks are given in Section 6.

2 Related Work

Various methods have been proposed for fast matching and retrieval of similar
sequences in one-dimensional time series databases. The main focus is to improve
the search performance. The search performance using spatial access methods
shows the rapid deterioration as the dimensionality of data increases, eventually,
it becomes worse than the sequential scanning. To avoid this problem, various
feature extraction methods have been used to reduce the dimensionality of se-
quences, including the Discrete Fourier Transform [3][4][15], the Discrete Wavelet
Transform [16][22], the Singular Value Decomposition [11], and the Piecewise
Aggregate Approximation [17]]20], etc.

Another important issue of the similarity search in time series databases is
to provide a more intuitive notion of the similarity between sequences to users.
The notion of the similarity can be subjective to the users’ perspectives. Vari-
ous transformations and similarity models have been proposed to satisfy users’
perspectives, including normalization [8][9], scaling and shifting [14], moving av-
erage [15], time warping [12][19][21], individual distance of the slope [13], and
landmark model [18], etc.
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Though there have been many methods to process the similarity search in
time series databases, most of the previous work focused on one-dimensional se-
quences. The similarity search for multidimensional sequences is not fully studied
in database communities. There are just a few works on such sequences.

In [23], the authors propose the indexing method of multidimensional se-
quences based on the sum of distances of multidimensional data objects. They
introduced the normalized distance D,,orm () for efficient processing of the sim-
ilarity search. However, the method using D,orm () can generate false alarms.
In [25], the authors address the problem of the similarity search considering the
shifting and scaling in multidimensional sequences. In [24], the authors propose
the indexing method of multidimensional sequences based on the LCSS (Longest
Common Subsequence) model used in [9]. The problem of the LCSS model is
that it requires high computational complexity.

The above similarity models for multidimensional sequences are essentially
based on the distance between two elements in sequences. That is, the similarity
models for multidimensional sequences are the sum of distance between two
elements [23] or its derivatives [25] and the LCSS model based on the distance
between two elements [24]. The similarity models of above approaches are only
suitable when the distance between elements has the meaningful notion of the
distance such as the trajectory matching [24].

The limitation of the current models for multidimensional sequences is that
there is no consideration for attributes’ sequences. The multidimensional se-
quences are composed of several attributes’ sequences. Since the users may want
to find the similar patterns considering attributes’s sequences, it is more ap-
propriate to consider the similarity between two multidimensional sequences in
the viewpoint of attributes’ sequences. For example, we may want to find similar
songs to the given song in music databases and the music data may be composed
of rhythms and intervals. In this case, the song would be classified as similar or
dissimilar by considering their rhythms and intervals.

3 Multidimensional Sequences and Similarity Model

The problem we focus on is the design of efficient retrieval of total-similar multi-
dimensional sequences in time series databases. The multidimensional sequence
S of length n is defined as follows: Each of S;[i] represents the i — th element of
the j — th attribute’s sequence.

Definition 1 (Multidimensional Sequences). The m-dimensional sequence
S of length n is defined as follows.

senstng time i1 to t3 tn
first attribute S} | Si2] | | S1l3] S1[n)
S = | second attribute| | S2[1]| | S2[2] | | S2[3] | -+ | Sa[n]

m — th attribute| | Spn[1]| [ Sm[2]| | Sm[3] S [n]
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Fig. 1. Example of two-dimensional sequences

Figure 1 shows the example of two-dimensional sequences. Sequences S2 and Q2
are displayed in sensing time - attribute x - attribute y space, respectively.

The multidimensional sequences are composed of several attributes’
sequences and it is more appropriate to consider the similarity between two
multidimensional sequences in the viewpoint of attributes’ sequences. We de-
fine the total-similarity between two multidimensional sequences by using the
weighted sum of Euclidean distances for attributes’ sequences. Specifically, the
total- similarity model between two multidimensional sequences Dyotq1(S, @) is
defined as follows.

Definition 2 (Total-similarity model). The total-similarity between two m-
dimensional sequences QQ and S of length n is defined by the weighted sum of
Euclidean distances for attributes’ sequences as follows.

Dirar(.Q) = - A3 551 = Q1)

A; denotes the weighting factor for j — th attribute since it is necessary to
normalize the effect of each attribute on the total-similarity above defined. Two
multidimensional sequences are said to be total-similar if their weighted sum of
Euclidean distances for attributes’ sequences is within a user-defined threshold
€total- Using the total-similarity model, we can process the similarity-based query
in multidimensional sequence databases

4 Proposed Approach

The naive and obvious method for multidimensional sequences may be to use the
individual index for each attribute’s sequences. This method is to construct the
individual index structure for each attribute’s sequences. We call this approach
as the Individual Index Method. The critical problem of the above approach
is that it cannot deal with k-nearest neighbor query or ranking query such as
find 10 nearest neighbor song similar to the given song considering both their
rhythms and intervals in music databases or show me the top-10 songs ranked by
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Fig. 2. Example of mapping two-dimensional sequence into one-dimensional sequence

the similarity to the given song. Since the individual index for each attribute’s
sequences is independent from each other and the closeness for one attribute
does not always mean the closeness for another attribute, so it is hard to retrieve
all sequences which are total-similar to a given query sequence. Moreover, this
method may be impractical and inefficient in space and processing since we have
to build m index structures for m-dimensional sequences. This method would
be a straightforward solution when the query conditions are given for attributes
separately. However, this type of queries is not our focus and we do not consider
this approach any more in this paper.

To overcome the shortcomings of the Individual Index Method, it is highly
required to build the unified framework for multidimensional sequences. We
propose the Unified Index Method (UIM) for multidimensional sequences. It
uses lower dimensional transform L() mapping high-dimensional sequences into
low-dimensional ones. For example, Figure 2 shows the case of mapping two-
dimensional sequence into one-dimensional sequence. Note that the dimension-
ality reduction in this method means the reduction of the number of sequence’s
attributes and the length of a sequence is maintained after the lower dimensional
transformation. Various methods can be used to reduce the number of attributes
if they satisfy the lower bound condition. In this paper, we used the summation
of attributes’ elements in a sequence as a lower dimensional transform L().

After the lower dimensional transformation, feature vectors are extracted
from dimensionally reduced sequences to construct a unified index structure
using a spatial access method such as the R-tree. The similarity search can be
performed against the query sequence using the unified index structure.

In order to guarantee no false dismissals, we must construct a distance mea-
sure Djo (L(S), L(Q)) defined for dimensionality reduced sequences, which has
the following property.

Dlow(L(S)a L(Q)) S Dtotal(Sa Q)

The distance measure between dimensionally reduced sequences is defined as

Dlow(L(S)a L(Q)) =

= D 1Sl + -+ AnSli]) — (M@uli] + - - + AmQun[i]) [P}/
i=1
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We must show that the distance between dimensionality reduced sequences is the
lower bound of that of between original multidimensional sequences as follows.

Theorem 1. The distance measure Dio(L(S), L(Q)) is the lower bound of the
total similarity Dioar(S, Q) and it guarantees no false dismissals.

N
Proof. Let the V; denote the vector of differences measures with respect to the
j — th attribute, j = 1,...,m. The unit vector e;,i = 1,...,n represents the
basis vector for i-dimension. We obtain:

Vi = X080 - Qsli)er)

i=1

By using the triangular inequality, Theorem 1 is proven as follows:

- = —
Vi4 Vot o+ Vi
— 5 — 5 S — —_ —
= V1" + -+ [V |* + 2|Vi|[Va| cos 01 + - - - + 2|Viy—1]||Vin| €08 Oy (im—1) /21
=09 =9 S — RN —
<SP+ Vil + 20 [Va] + -+ 2 Vi || Vi
— — =9
= (Vi + [Va| + -+ + [Vin]) O

After an index structure has been built, we can perform the similarity search
against a given query sequence. The search processing consists of two main
parts. The first is for candidate selection via the index traversal and the other is
for postprocessing to remove false alarms from candidate sequences. Some false
alarms may be included in the results of candidate selection. The actual distance
between a query sequence and candidate sequences are computed and only those
within the threshold are reported as the query results.

5 Performance Evaluation

In this section, we will present the some experimental results to analyze the per-
formance of the Unified Index Method (UIM). To verify the effectiveness of the
proposed method, we compared the Unified Index Method with the sequential
scanning in terms of the search space ratio to test the filtering effect of remov-
ing irrelevant sequences in the process of the index searching by varying the
threshold. The search space ratio is defined as follows.

. the number of candidate sequences
search space ratio = i
the number of sequences in a database

Note that the search space ratio is related to only the feature vectors and in-
dependent of implementation factors such as hardware-software platforms, etc.
This approach to evaluate the indexing scheme appears in [10][20].

For the experiments, we have generated two-dimensional and three-
dimensional sequences of length 64 using the random walk model following [3]
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Fig. 4. Search space ratio by varying threshold for 3d-sequences

for the lack of real multidimensional sequence dataset. More specifically, each
attribute’s sequence was generated by the following formula.

Smli] = Smli — 1] +a- 2
where  Sp[0] ~ U(-500,500), z; ~ N(—500,500),
and a = 0.05

The weighting factor A; for j — th attribute can be adjusted by considering
users’ preferences for certain attributes and the range of values in attribute’s
sequences, etc. For simplicity, all weighting factors for normalizing the effect of
each attribute on the total-similarity are set to 1 in our experiments. The size
of each dataset was set to 10,000. The Discrete Wavelet Transform is used for
feature extraction from dimensionality reduced sequences. An important para-
meter is the dimensionality of feature vectors and we used 4-dimensions in our
experiments. The query ranges were chosen such that the average selectivity of
query results be 0.5%, 1%, 2% and 3% for datasets. We ran 50 random queries
over synthetic dataset to find similar sequences and took the average of query
results. The query sequences were also generated in the same way of data se-
quences by the random walk model. The results show that our proposed method
can efficiently reduce the search space without false dismissals.
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6 Conclusion

Most of previous work on the similarity search in time series databases is con-
centrated on one-dimensional sequences and does not take into account more di-
mensions corresponding to two or more attributes. In this paper, we considered
the problem of efficient matching and retrieval of multidimensional sequences.
The proposed method uses the lower dimensionality transform to map multidi-
mensional sequences into one-dimensional sequences and extracts the features
from those one-dimensional sequences. To show the soundness of our approach,
we have proven that the proposed method does not produce any false dismissal.
We have performed the experiments on synthetic random work data, and evalu-
ated the search space ratio of our proposed method. The experiments show that
our approach can efficiently reduce the search space.
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Abstract. A useful concept called cover equivalence was proposed re-
cently. By using this concept, the size of data cube can be reduced, and
quotient cube was proposed. The scheme of ROLAP put forward in this
paper is called HQC, in which a cover window is set and hierarchical
dimensions are introduced. By using the concept of cover window, the
size of data cube can be reduced further. E.g, for the Weather dataset,
there are about 5.7M aggregated tuples in quotient table, but only about
0.18M in HQC when the cover window is 100. At the same time, the
query performance can be improved. By using hierarchical dimensions,
the size of HQC can be reduced without information being lost. This
paper also illustrates a construction algorithm and a query algorithm for
HQC. Some experimental results are presented, using both synthetic and
real-world datasets. These results show that our techniques are effective.

1 Introduction

Data cube [1] is an important operator for data warehousing and OLAP. Gen-
erally speaking, a data cube is a multi-level, multi-dimensional dataset with
multiple granularity aggregates. It is a generalization of the relational group-by
operator, and contains group-bys corresponding to all possible combinations of
a list of dimensions. If there is no hierarchy in any dimension, there will be 2™
group-bys in a n dimensional data cube. In practice, a data cube lattice is often
huge. Issues related to the size of data cubes have attracted much attention of
researchers. Various algorithms have been developed aiming at fast computation
of large sparse data cube [2, 3, 4, 5] and various structures have been put for-
ward for reducing the size of data cube, such as condensed cube [6] and Dwarf [7].
Recently, researchers began to focus attention on extracting more “semantics”
from a data cube. E.g., [8] studies most general contexts under which observed
patterns occur and [9] generalizes association rules to a much broader context by
using the cube structure. [10] and [11] put forward a data cube called quotient
cube and an efficient summary structure called QC-trees. Quotient cube can be
stored in a table called quotient table. [12] brings forward a data cube called
closed data cube. In summary, all of them compress the size of data cube by
sharing common tuples, and needn’t real-time aggregation.

D. Slezak et al. (Eds.): RSFDGrC 2005, LNAI 3642, pp. 211-220, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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This paper proposes a method for ROLAP with hierarchical dimensions called
HQC (Hierarchical Quotient Cube). This method fully utilizes the function of
relational database and reduces the size of data cube by sharing common tuples,
partially materializing and reducing the number of dimensions. And this method
improves the query performance.

The remainder of the paper is organized as follows. Section 2 gives some
related basic concepts. Section 3 presents our partially materializing strategy.
Section 4 and 5 give a construction algorithm and a query algorithm for HQC
respectively. Experimental results are presented in section 6. We discuss the
related work in section 7, and conclude the paper in section 8.

2 Basic Concepts

The size of data cube is closely relevant to the number of dimensions. It can
be reduced effectively by reducing the number of dimensions. E.g., we may use
three dimensions, i.e., country, province and city, to store area information. If
this information is stored in one hierarchical dimension having three levels, then
two dimensions will be reduced, and great mass of storage space will be saved. In

order to implement a hierarchy of dimension, a code format of dimension needs
to be defined.

Definition 1 (Code Format of Hierarchical Dimension). Let P;: (U1, V2,0 .., V)
18 the code of the ith level of the jth dimension. k; denotes the number of digits
of level i. P; can roll up to “*”, which denotes the special value “All” of level i.
“*74s less than any other value of this level. The code of hierarchical dimension
1s arranged by such code from higher level to lower level, namely, the code format

is (P, P;”_l, ce le) if the jth dimension has m levels.

According to the definition, for hierarchical dimension, it does not roll up to
“All” directly from the most detail level, but rolls up level by level. E.g., an area
dimension has three levels: country, province and city, then the roll up sequence
is city, province, country and “All”.

Example 1. Sales information. Area dimension has two levels: country and city.
Each level is presented by one digit. Time dimension has two levels: quarter and
month. The quarter level is presented by one digit while the other two digits.
Product dimension has no hierarchy. Shown as the following tables.

AID Area TID Time PID Product AID TID PID Sale
10  China 100 1st quarter 1 Product1 11 101 1 10
11  Beijing 101 Jan 2 Product2 11 102 2 7
12 Shanghai 102 Feb 3 Product3 12 101 2 12

The code of dimension can be different schemes. It is numeric in this example.
According to the highly relevance between every two levels, it is easy to see that
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the number of tuples in a data cube by using non-hierarchical dimensions is the
same as that by using hierarchical ones. Hence, the size of data cube can be
reduced. The data cube lattice produced from the base table in Example 1 is
illustrated in Fig. 1, where the aggregate function is sum.
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Fig. 1. Lattice of the data cube produced from Example 1. Cover equivalence classes
are shown in different broad-brush line and upper bounds in bold.

From Fig. 1 we can find that the tuples connected by different broad-brush
line must have the same aggregate measure value for they are aggregated from
the same set of base tuples. E.g., those tuples connected by broad solid line are
all aggregated from the base tuple (12,101,2,12).

In the following definitions, C' denotes the data cube produced from base table
R(dy,da,...,d,, M), where d;(1 < i < n) denotes dimensions and M denotes
measure items.

Definition 2 (Cover Relation). For t; € C, to € C, Vd;, 1 < i < n, ty covers
t1 orty is covered by to if they satisfy the following conditions: if t2(d;) is at the
lowest level, then t1(d;) = ta(d;); otherwise, t1(d;) can be any value which is at
lower level and belongs to t2(d;).

E.g., (11,100,1) covers (11,101,1). If there is another tuple (11,204,1), then
(11,100,1) does not cover it, for 204 belongs to the second quarter, not the first,
though it is at one level lower than that of 100 locates.

Definition 3 (Base Tuple Set, BTS). The base tuple set of tuple t € C is
BTS(t)=A{t'|t' e R, t € C, t covers t'}.
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E.g., in Example 1, BTS((10,101,*))={(11,101,1,10), (12,101,2,12)}. Accord-
ing to the definition, if o covers ¢; then BTS(¢1) C BTS(¢2).

Definition 4 (Cover Equivalence Relation). There exists cover equivalence re-
lation between t; and to if BTS(t1)=BTS(t2).

Definition 5 (Cover Equivalence Class). The tuples, which have cover equiva-
lence relation among them, are called cover equivalence class.

Definition 6 (Upper Bound). ¢ is called an upper bound of a cover equivalence
class if there does not exist to € C, t1 # ta, t1 covers ta, and BTS(t1 )=BTS(ts).

3 Partially Materializing Strategy

If we store all the upper bounds, just like the quotient cube does, the size of data
cube will still be much large. By analyzing, we find that the BTS of most upper
bounds only includes several tuples. Then, it will still be efficient if aggregating
these upper bounds in real time. Hence, we propose a partially materializing
strategy based on the following concept.

Definition 7 (Cover Window). The minimal number of tuples in the BTS of
aggregated upper bound that needs to be stored is called cover window.

Partially materializing can be implemented by setting an appropriate cover
window. Experimental results also show that the size of data cube can be reduced
greatly and the query performance can be improved efficiently by setting an
appropriate cover window.

4 Construction Algorithm of HQC

Definition 8 (Hierarchical Quotient Cube, HQC). HQC consists of two rela-
tional tables. They store base tuples and aggregated upper bounds which satisfy
the cover window requirement separately. And hierarchical dimensions are con-
sidered by using the code format defined by definition 1.

HQC stores the aggregated upper bounds and the base tuples in two separate
relational tables. For the base table in Example 1, HQC tables store 7 tuples
(the tuples in bold in Fig. 1), 3 base tuples and 4 aggregated tuples, where the
cover window is 2. Moreover, HQC can solve more general problems because the
hierarchical dimension is considered.

In order to construct HQC tables, the upper bounds need to be aggregated.
Since the tuples in base table must be upper bounds, only the aggregated upper
bounds need to be found. The rule of aggregating upper bounds is as follows:
aggregating the tuples in the BTS of a class, if those tuples in the BTS have
the same value on a certain dimension, then the upper bound has the same
value on the corresponding dimension; otherwise, the value of the upper bound
is set to the one that at the lowest possible level on condition that it covers all
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the tuples in BTS. E.g., in Fig. 1, (11,101,1,10) and (12,101,2,12) are tuples in
the BTS of certain class. They have different values on the first dimension, and
they have the same value 10 when being rolled up one level, so the value of the
upper bound on this dimension is set to 10; the value of the upper bound on
the second dimension is 101 because all the tuples in BTS have the same value
on this dimension; the value of the upper bound on the third dimension is “*”
for the tuples in BTS have different values on this dimension. Hence, the upper
bound of the class is (10,101,*,22).

The process of constructing HQC tables is an iterative procedure. The basic
concept is computing from (**,...,*), drilling down step by step, partitioning
the base table, and aggregating the upper bound, then checking if the upper
bound had been aggregated and storing it if not. The meanings of the pa-
rameters of the algorithm are as follows: ¢ is an aggregated tuple; B, is the
BTS of ¢ and it has been sorted in ascending order according to the field
denoted by parameter k& and those fields after k; k denotes the current solv-
ing field; w denotes the size of the cover window. The initial value of these
parameters are: c=(**... *), B, is the whole base table, k is 1 and w is a
number which is larger than 1. The algorithm is described in pseudo code as
follows.

Algorithm (Constructing HQC Tables from Base Table)
ConstructHQC(¢,B..,k,w)
1. Compute the upper bound d from B, include the measure value of d;
if (exists 1 < j < k, the level of ¢[j] is higher than that of d[j])
return; // for tuple d must have been aggregated
Save tuple d to HQC table;
for(each dimension k < i < n, d[i] is not at the lowest level)
{
if(exists k < j < 14, d[j] is not at the lowest level)
Sort B, in ascending order by the ith dimension and those after ith;
9.  for(each = belonged to d[i] and x is one level lower than d[i])
10. {
11. Produce e = d, other than e[i] = z, produce its BTS B.;
12. if(the number of tuples in B, is not less than w)
13. ConstructHQC (e, Be,i,w);
4. )
15. }

© NSO WD

For the base table in Example 1, the stored aggregated tuples are
(10,100,*,29), (11,100,*, 17), (10,101,*,22) and (10,100,2,19) when the cover
window is 2. When the cover window is 3, the stored aggregated tuple is only
(10,100,*,29).

According to the algorithm, it is easy to understand that the stored tuples
will not duplicate. The virtue of this algorithm is that the constructing speed
and the size of data cube can be adjusted by adjusting the size of the cover
window.
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5 Query Performance

For answering query, the method of finding the upper bound of the class that
the given tuple belongs to is needed. Firstly, a method of retrieving upper bound
is described as follows.

If the upper bound of the class that the given tuple ¢ belongs to exists in
HQC tables, the upper bound tuple can be retrieved by the following method:
generate query conditions according to the value of every dimension of tuple
t, then sort the satisfied tuples which in the table storing aggregated tuples in
ascending order, and if there exists any tuple, the upper bound must be the
first tuple; otherwise, query satisfied tuples in the table storing base tuples and
aggregate the upper bound in real time. Note that the special value “*” is less
than any other value. The method of generating query conditions is as follows: if
the value of the 7th dimension is “*”, then there is no condition on this dimension;
if the value of the ith dimension is not “*” and not at the lowest level, suppose
at level k and the code is (P, ..., P¥ %, ... ), then the query condition is the

2

pattern of “d; > (P™, ..., P¥ % ... %) and d; < the largest code which belongs

K3
to (P™,..., PF x, ... )" if the value of the ith dimension is at the lowest level,

K3
then the query condition is “d; = (P, ..., P!)”". The full query conditions can
be formed by connecting these conditions by using operator “and”.

E.g., when the cover window is 2, for tuple (10,102,*) in Example 1, the query
conditions are the pattern of “AID > 10 and AID < 12 and TID = 102”. There is
no satisfied tuple in the the table storing aggregated tuples, then perform another
query in the table storing base tuples and get the result tuple (11,102,2,7). When
querying the upper bound of tuple (10,101,*), where the cover window is 3, the
result (10,101,*,22) can be aggregated in real time.

The query can be classified into point query and range query. There are three
cases when performing a point query in HQC tables: (1) the upper bound can be
found in the table storing aggregated tuples; (2) the previous case is not satisfied,
but the upper bound can be aggregated in real time; (3) the BTS of the given
tuple is empty, so the query result is null. The query strategies can be formed
easily for these three cases, and detailed algorithm is omitted here.

For range query, the difference compared with point query is that the query
conditions on some dimensions are given in enumerative pattern. E.g., the given
tuple is t = ({vi1, ..., v}, {var, ... v25 b oo {vkt, oo vk b a1, .., an—k). The
idea of the range query algorithm will be illustrated through an example and the
detailed algorithm will be omitted here. E.g., for tuple t=({10,11},{101, 102},*),
there can be generated four point queries, (10,101,*), (10,102,*), (11,101,*) and
(11,102,*), and these tuples form a query list. The upper bound being found ac-
cording to the first tuple in the query list is (10,101,*,22). For the values on each
dimension of these two tuples are equal, we only need to delete tuple (10,101,*)
from the query list. The upper bound being found according to tuple (10,102,*)
is (11,102,2,7). Because the values on certain dimension of these two tuples are
not identical, those tuples cover (11,102,2) and covered by (10,102,*) are deleted
from the query list, that is, tuple (10,102,*) and (11,102,*) are deleted. The tuple
left in the query list is (11,101,*) now. Query the upper bound according to it and
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the result is tuple (11,101,1,10). Now sort these results and delete duplicate tu-
ples. The result of this range query is {(10,101,*,22),(11,101,1,10),(11,102,2,7)}.
As we can see, tuple (10,102,*) and (11,102,*) have common upper bound, so it
is enough to query only once.

6 Experimental Results

In order to verify the validity of HQC data cube, we carry out a series of experi-
ments, using synthetic data and real world data. The aggregate function is sum.
The experiments are conducted on a Pentium IV 2.8G PC with 512M main mem-
ory and running windows 2000 server version. All algorithms are implemented
in C++4 and the database is SQL Server 2000. Only the size of HQC tables with
different cover windows is compared here, because [11] has compared the size of
quotient table with that of complete data cube, and the size of HQC tables is
equal to that of the quotient table when the cover window is 2. Moreover, the
time of constructing HQC data cube and query performance with different cover
windows are also compared. The synthetic dataset are generated by random.
It includes 6 dimensions. Each dimension has 99 different values. The first and
second dimension are highly relevant and can be replaced by one hierarchical
dimension with two levels. The third and fourth dimension, the fifth and sixth
dimension are in the same case. There are no duplicate tuples in the synthetic
dataset and the number of tuples in the base table is increased from 2M to 8M
at 2M interval. The real world dataset is Weather [13].

The first experiment uses synthetic data. Fig. 2 illustrates the construction
time on condition that each dimension has no hierarchies (d = 6) and on condi-
tion that each dimension has hierarchies (d = 3), where the cover window is 2,
while Fig. 3 illustrates the corresponding results where the cover window is 15.
From Fig. 2 and Fig. 3, we can see that the construction time is reduced dra-
matically while the cover window is set to a larger number. The reason is that
the number of aggregated tuples in the data cube is reduced dramatically. Fig. 4
and Fig. 5 illustrate the number of aggregated tuples in the data cube where the
cover window is set to 2 and to 15 respectively. We can see that the aggregated
tuples in HQC while the cover window is set to 15 is much fewer than that in
quotient table. E.g., when there are 2M tuples in the base table, there will be
about 4.4M aggregated tuples in the quotient table (from Fig. 4, note that the
size of HQC is equal to that of quotient table when the cover window is 2), while
only about 0.059M in HQC when the cover window is 15 (from Fig. 5). Moreover,
we can see that the construction time is reduced greatly by using hierarchical
dimensions from Fig. 2 and Fig. 3.

The real world dataset Weather is adopted by many experiments. It has
1,015,376 tuples, 9 dimensions. We examined the effect of different cover windows
on the construction time. Fig. 6 illustrates the changing trend of construction
time with the change of the cover window. Fig. 7 illustrates the changing trend
of the number of aggregated tuples in HQC with the change of the cover window.
From Fig. 6 we can see that the reducing of the construction time is slowed down
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with the increasing of the cover window. The reason is that the Weather dataset
has some skew, and with the increasing of the cover window, the reducing speed
of aggregated tuples in HQC is slowed down, as shown in Fig. 7. Also, we can
see from Fig. 7 that the aggregated tuples in quotient table is about 5.7M, while
only about 0.18M in HQC when the cover window is set to 100.
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In order to verify query performance, we generate 1000 point queries for
synthetic data and Weather data respectively. Fig. 8 shows the maximum and
average query time on the synthetic data where the hierarchy of dimensions is
considered (the number of dimension is 3) on condition that the cover window
is set to 2 and to 15 separately. Cover window is denoted by w, maximum query
time is denoted by max and average query time is denoted by avg. The maximum
query time fluctuates quite much in experiments, and a representative group of
data are used in this figure. The Weather data is used in Fig. 9. It illustrates the
effect of different cover windows on the query performance. We can see that the
query performance can be improved by setting an appropriate cover window.
Also, we can see that, from Fig. 9, the query performance is quite bad when
storing too many aggregated tuples.

7 Related Work

The work presented in this paper is relevant to [6,7], and highly relevant to
[10,11,12]. [6] presents a concept of BST (Base Single Tuple), and the size of data
cube based on this concept is reduced. The concept of cover equivalence presented
by [10] puts this still further and the quotient cube stores only upper bounds.
Actually, the data cube based on BST stores the upper bounds where the number
of tuples in BTS is one and all other aggregated tuples. The Dwarf structure
presented by [7] compresses the data cube by using prefix and suffix coalescing.
The Dwarf structure is a special chain and it is difficult to be implemented. The
QC-trees structure presented by [11] is also a special chain. The HQC presented
by this paper is simply two relational tables.

Definition 2, 4, 5 and 6 are relevant to the concepts presented by [11] and
[12]. Definition 3 is relevant to [12]. Our definitions expand their content, and
they are suitable for dimensions with hierarchies.

The algorithm of constructing HQC table is highly relevant to the algorithm
presented in [11]. Our research is that the new algorithm can solve hierarchical
dimensions and the cover window is considered, so it can solve more general
problems more efficiently. The algorithm of query bears little relation to [12].
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8 Conclusions

This paper presents the concept of HQC data cube, an algorithm of construct-
ing HQC, and an algorithm of query, also describes the concept of hierarchical
dimension and the concept of cover window. No efficient incremental mainte-
nance algorithm has been developed yet, but we can reconstruct the data cube
in a short period of time by setting a little larger cover window on condition
that the query performance is still acceptable. The theoretical analysis and the
experimental results show that the methods proposed in this paper are quite ef-
fective. Moreover, the simplicity and maturity of ROLAP make the scheme more
practicable. Our further work is to develop an efficient incremental maintenance
algorithm, and automatically selecting an appropriate cover window is also an
interested problem.
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Abstract. The paper concerns failing queries in incomplete Distributed
Autonomous Information Systems (DAIS) based on attributes which are
hierarchical and which semantics at different sites of DAIS may differ.
Query g fails in an information system S, if the empty set of objects
is returned as an answer. Alternatively, query ¢ can be converted to
a new query which is solvable in S. By a refinement of ¢, we mean a
process of replacing ¢ by a new relaxed query, as it was proposed in [2],
[7], and [8], which is similar to ¢ and which does not fail in S. If some
attributes listed in g have values finer than the values used in S, then
rules discovered either locally at S or at other sites of DAIS are used
to assign new finer values of these attributes to objects in S. Queries
may also fail in S when some of the attributes listed in g are outside the
domain of S. To resolve this type of a problem, we extract definitions of
such attributes at some of the remote sites for S in DAIS and next use
them to approximate ¢ in S. In order to do that successfully, we assume
that all involved information systems have to agree on the ontology of
some of their common attributes [14], [15], [16]. This paper shows that
failing queries can be often handled successfully if knowledge discovery
methods are used either to convert them to new queries or to find finer
descriptions of objects in S.

1 Introduction

Distributed Autonomous Information System (DAIS) is a system that connects
a number of information systems using network communication technology. Some
of these systems have hierarchical attributes and information about values of at-
tributes for some of their objects can be partially unknown. Our definition of
system incompleteness differs from the classical approach by allowing a set of
weighted attribute values as a value of an attribute. Additionally, we assume
that the sum of these weights has to be equal 1. If we place a minimal threshold
for weights to be allowed to use, we get information system of type A. Its def-
inition and also the definition of a distributed autonomous information system
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used in this paper was given by Ra$ and Dardziriska in [15]. Semantic inconsis-
tencies among sites are due to different interpretations of attributes and their
values among sites (for instance one site can interpret the concept young differ-
ently than another one). Ontologies ([1], [6], [9], [10], [17], [18], [19], [21]) can
be used to handle differences in semantics among information systems. If two
systems agree on the ontology associated with attribute young and its values,
then attribute young can be used as a semantical bridge between these systems.
Different interpretations are also due to the way each site is handling null val-
ues. Null value replacement by a value predicted either by statistical or some
rule-based methods [3] is quite common before queries are answered by QAS. In
[14], the notion of rough semantics was introduced and used to model semantic
inconsistencies among sites due to different interpretations of incomplete values.

There are cases when a classical Query Answering System (QAS) fails to
return an answer to a submitted query but still a satisfactory answer can be
found. For instance, let us assume that an information system S has hierarchical
attributes and there is no single object in S which description matches a query gq.
Assuming that a distance measure between objects in S is defined, then by
generalizing ¢, we may identify objects in S which descriptions are nearest to
the description ¢q. Another example of a failing query problem is when some of
the attributes listed in a query are outside the domain of S. The way to approach
this problem, proposed by Ras [13], is to extract definitions of such attributes
at remote sites for S (if S is a part of a distributed information system) and
next used them in S. This problem is very similar to the problem when the
granularity of an attribute value used in a query ¢ is finer than the granularity
of the corresponding attribute used in S. By replacing such attribute values
in ¢ by more general values used in S, we retrieve objects from S which may
satisfy ¢. Alternatively, we can compute definitions of attribute values used in
q, at remote sites for S, and next use them by QAS to enhance the process of
identifying objects in S satisfying ¢q. This can be done if collaborating systems
also agree on the ontology of some of their common attributes [14], [15], [16].
Additionally, the granularity level of the attribute which definition is remotely
computed should be the same at the remote site and in ¢q. This paper presents a
new methodology, based on knowledge discovery, for the failing query problem.

2 Query Processing with Incomplete Data

Information about objects is collected and stored in information systems which
are usually autonomous and reside at different locations. These systems are of-
ten incomplete and the same attribute may have different granularity level of its
values at two different sites. For instance, at one information system, concepts
child, young,middle-aged, old, senile can be used as values of the attribute age.
At the other system, only integers are used as the values. If both systems agree
on a semantical relationship among values of attributes belonging to these two
granularity levels (their ontology), then they can use this attribute to commu-
nicate with each other. It is very likely that an attribute which is missing in
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one information system may occur at many others. Assume that user submits a
query ¢ to a Query Answering System (QAS) of S (called a client) and some of
the attributes used in ¢ either are not present in S or their granularity is more
specific than the granularity of the same attributes at .S. In both cases, S may
look for a definition of each of these attributes at other information systems in
DAIS assuming that the granularity level of these attributes in these systems
is matching their granularity level in ¢. All these definitions are stored in the
knowledge base for S and next used to chase (see [4]) the missing values and,
if needed, to refine the current values of attributes at S. Algorithm Chase for
DAIS, based on rules, was given by Dardziniska and Ra$ in [5]. This algorithm
can be modified easily and used for refinement of object descriptions in S.

Definition 1:
We say that S = (X, A, V) is a partially incomplete information system of type
A, if the following four conditions hold:

— X is the set of objects, A is the set of attributes, and V = J{V, : a € A} is
the set of values of attributes,

— (Vz € X)(Va € A)fas(z) € V, or ag(z) = {(vi,pi) : 1 <i<m}],
~ (Vo € X)(Va € A)(as(@) = {(vi,ps) 1< < m}) = Xy pi = 1],
~ (V€ X)(Ya € A)l(as(x) = {(vipi) : 1 < i <m}) — (Vi)(ps > V]

An example of an information system of type A = }1 is given in Table 1.

Table 1. Information System S

X a b c d e
zr (e, 5), (a2, 5)F {(b1,3), (b2, 3)} d {(e1, ), (e2, 1)}
x2 {(az,}), (a3, )} {(b1,3), (b2, 3)} d2 e
Z3 b2 {(c1,3),(c3,3)} d2 e3
T4 a3 co di {(en, 5)7(62’ ;)}
x5 {(a1,3),(az, 5)} b c2 el
Te Q2 bo cs3 ds  {(ea, 5)7(63’ g)}
T7  az {01, 3), (02, )} {(e1,5)(e2,3)} d2 ez
xs ba c1 dy es

Assume now that the set {S;,7 € J}, where S; = (X;, A;,V;), represents
information systems at all sites in DAIS. Query language for DAIS is built, in
a standard way (see [16]), from values of attributes in (J{V; : ¢ € J} and from
the functors or and and, denoted in this paper by + and #, correspondingly.
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To be more precise, by a query language for DAIS we mean the least set )
satisfying the following two conditions:

—ifvel|{Vi:i€ J}, thenv e Q,
— if t1,t0 € Q, then ty xto, t1 + 12 € Q.

For simplicity reason, we assume that user is only allowed to submit queries
to QAS in Disjunctive Normal Form (DNF).

The semantics of queries for DAIS used in this paper was proposed by Ras
& Joshi in [16]. It has all the properties required for the query transformation
process to be sound [see [16]]. For instance, they proved that the following dis-
tributive property holds: t1 * (t2 + t3) = (t1 * t2) + (t1 * t3).

To recall their semantics, let us assume that S = (X, A, V) is an information
system of type A and ¢ is a term constructed in a standard way (for predicate
calculus expression) from values of attributes in V' seen as constants and from
two functors + and *. By Ng(t), we mean the standard interpretation of a term
t in S defined as:

— Ng(v) = {(x,p) : (v,p) € a(x)}, for any v € V,,
— Ng(t1 +t2) = Ns(t1) @ Ng(t2),
— Ns(tl * tg) = Ns(tl) ® Ng(tz),

where, for any Ng(t1) = {(xi, p:) bier, Ns(t2) = {(xj,q;)}jes, we have:

— Ns(t1) @ Ns(t2) =
{(xi,pi) Vier—0) UL(x5,05) }jer—1) U (zi, max(pi, ¢i)) Yie1na,
— Ns(t1) ® Ns(t2) = {(zi, pi - ¢i) Yie(1n)-

So, it means that the interpretation Ng is undefined for queries outside the
domain V. To have such queries processed by QAS, they have to be converted
to queries built only from attribute values in V.

Assume now that two information systems S1 = (X, A4,V1), Se = (X, A, V)
are partially incomplete and they are both of type A. Although attributes in S,
So are the same, they may still differ in granularity of their values. Additionally,
we assume that the set {a1; : 1 < i < m} contains all children of a; which means
that semantically a; is equivalent to the disjunction of a1;, where 1 < i < m.
Saying another words, we assume that both systems agree on the ontology related
to attribute a and its values which is represented as a tree structure in Fig. 1.

Two types of queries can be submitted to S;.

The first type is represented by query ¢1 = q1(as, b1, ce) which is submitted
to S7 (see Fig. 1). The granularity level of values of attribute a used in ¢; is
more general than their granularity level allowed in S7. It means that Ng, (q1) is
not defined. In this case ¢; can be replaced by a new query g2 = ¢(> {ag; : 1 <
i <mgs},b1,c2) which is in the domain of Ng, and the same can be handled by
QAS for 5.

The second type is represented by query g = g(as1, b1, c2) which is submitted
to S (see Fig. 1). The granularity level of values of the attribute a used in ¢
is finer than their granularity level allowed in S,. It means that Ng,(q) is not
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Solution for resolving query q
submitted to S2 - —
make a3 finer in S2

Part of a Semantical Bridge between S1 and S2

Attributes Level in System S2

all al2 alml a3l a3 a3m3

Attributes Level in System S1

a3l is finer than a3

a3 is more general than a31

Query q=q(a31, bl, c2) submitted to S2

Query ql =ql(a3, bl, c2) submitted to S1

Fig. 1. Hierarchical attribute a with two levels of granularity

defined. The problem now is more complex but still it can be solved. Namely,
it is sufficient to learn definitions of a3; at other sites of DAIS in terms of by
and c; or in terms of values which are finer than b; and ¢;. When this is done,
the objects in S5 having property as; can be identified by following the query
processing strategy similar to the one presented in [16].

3 How to Handle Failing Queries in DAIS

In this section, the problem of failing queries in DAIS is presented in a more
detailed way. Namely, let us assume that a query ¢(B) is submitted to an infor-
mation system S = (X, A, V), where B is the set of all attributes used in ¢ and
AN B # (. All attributes in B — [AN B] are called foreign for S. If S is a part of
DAIS, then for definitions of foreign attributes for S we may look at its remote
sites (see [14]). We assume here that two information systems can collaborate in
solving q only if they agree on the ontology related to attributes used in both of
them. Clearly, the same ontology does not mean that a common attribute has



226 Z.W. Ra$, A. Dardzinska, and O. Giirdal

values of the same granularity at both sites. Similarly, as we have seen in the
previous section, the granularity of values of an attribute used in a query may
differ from the granularity of its values in S. In [14], it was shown that query
q(B) can be processed at site S by discovering definitions of values of attributes
from B — [AN B] at any of the remote sites for S and use them to answer ¢(B).
With a certain rule discovered at a remote site, a number of additional rules
(implied by that rule) is also discovered. For instance, let us assume that two
attributes age and salary are used to describe objects at one of the remote sites
which accepts the ontology given below:

— age( child(<17),
young(18,19,...,29),
middle-aged(30,31,...,60),
0ld(61,62....,80),
senile(81,82,...,>100))

— salary( low(10K,20K,30K,40K),
medium (50K,60K,70K),
high(80K,90K,100K),
very-high(110K,120K,>130K))

Now, assume that the certain rule (age, young) — (salary,40K) is extracted
at a remote site. Jointly with that rule, the following certain rules are also
discovered:

— (age,young) — (salary, low),
— (age, N) — (salary,40K), where N = 18,19, ..., 29,
— (age, N) — (salary,low), where N = 18,19, ..., 29.

The assumption that the extracted rules have to be certain, in order to
generate from them additional rules of high confidence, can be relaxed to "al-
most” certain rules. Stronger relaxation is risky since, for instance, the rule
r =[(age, N) — (salary,40K)] may occur to be a surprising rule, as defined
by Suzuki [20]. If both attributes age and salary are local in S = (X, A, V) and
the granularity of values of the attribute salary in S is more general than the
granularity of values of the same attribute used in some rules listed above, then
these rules can be used to convert S into a new information system which has
finer information about objects in X than the information about them in S with
respect to attribute salary. Clearly, this step will help us to solve ¢(B) in a more
precise way. Otherwise, we have to replace the user query by a more general one
to match the granularity of values of its attributes with a granularity used in S.
But, clearly, any user prefers to see his query unchanged.

Assume now that Dg is a set of all rules extracted at a remote site S’ for
S = (X, A,V) by the algorithm ERID(S’, A1, A2) [4]. Parameters A1, Ao represent
thresholds for minimum support and minimum confidence of these rules. Addi-
tionally, we assume that L(Dg/) = {(t — v.) € Dg : ¢ € G(4,q(B))}, where
G(A, q(B)) is the set of all attributes in ¢(b) which granularity of values in S is
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more general than their granularity in ¢(B) and S’. The type of incompleteness
in [15] is the same as in this paper but we also assume that any attribute value
aj in S can be replaced by {(a1;,1/m) : 1 <1i < m}, where {as; : 1 <1i < m}
is the set of all children of a; in the ontology associated with a; and accepted
by S.

By replacing descriptions of objects in S by new finer descriptions recom-
mended by rules in L(Dg/), we can easily construct a new system ¢(.5) in which
q(B) will fail (QAS will return either the empty set of objects or set of weighted
objects with weights below the threshold value provided by user). In this paper
we propose an automated refinement process for object descriptions in S which
guarantees that QAS will not fail on @(S) assuming that it does not fail on
S. But before we continue this subject any further, another issue needs to be
discussed first.

Foreign attributes for S can be seen as attributes which are 100% incomplete
in S, that means values (either exact or partially incomplete) of such attributes
have to be ascribed to all objects in S. Stronger the consensus among sites in
DAIS on a value to be ascribed to z, finer the result of the ascription process
for = can be expected.

We may have several rules in the knowledge-base L(Dg:), associated with in-
formation system S, which describe the same value of an attribute
¢ € G(A,q(B)). For instance, let us assume that t; — v., to — v. are such
rules. Now, if the granularity of attribute ¢ is the same in both of these rules,
the same in a query ¢(B) = v, * t3 submitted to QAS, and at the same time
the granularity of ¢ is more general in S, then these two rules will be used to
identify objects in S satisfying ¢(B). This can be done by replacing query ¢(B)
by t3 * (t1 + t2). Then, the resulting term is replaced by (t3*t1) + (¢35 * t2) which
is legal under semantics Ng. If the granularity level of values of attributes used
in tg * (t1 + t2) is in par with granularity of values of attributes in S, then QAS
can answer ¢(B).

Let us discuss more complex scenario partially represented in Figure 2. As
we can see, attribute a is hierarchical. The set {a1, az2,a3} represents the val-
ues of attribute a at its first granularity level. The set {aj1 1), ap1,9), -+, @[1,m,]}
represents the values of attribute a at its second granularity level. The set
{a[3.11,a[3,2]; -, A[3,m,) } Tepresents the remaining values of attribute a at its sec-
ond granularity level. We assume here that the value a; can be refined to any
value from {a 1], a[1,2]; -+ G[1,n,] }- Similar assumption is made for value a3. The
set {a[s,1,1, @[3,1,2], @[3,1,3] } represents the values of attribute a at its third gran-
ularity level which are finer than the value a3 1.

Finally, the set {a[31,3,1],a[3,1,3,2], @[3,1,3,3], @[3,1,3,4 } Tepresents the values of
attribute a at its forth granularity level which are finer than the value a3 ; 3).

Now, let us assume that query ¢(B) = q(ajs,1,3,2), b1, c2) is submitted to Sz
(see Figure 2). Also, we assume that attribute a is hierarchical and ordered.
It basically means that the difference between the values a3 1,32 and aj3 1,33
is smaller than between the values a3 39 and a3 3.4). Also, the difference
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Query q=q(a3132,bl, c2) submitted to S2
Solution for solving q - make a3 finer in S2

Part of a Semantical Bridge between S1 and S2

Attributes Level in System S2

a312

Attributes Level in System S1

Fig. 2. Hierarchical attribute a with four levels of granularity

between any two elements in {a3 13,11, @[3,1,3,2]> @[3,1,3,3]> @[3,1,3,4] } is smaller than
between a3 1,3 and a3 1,9]-

Now, we outline a possible strategy which QAS can follow to solve ¢ = q(B).
Clearly, the best solution for answering ¢ is to identify objects in Sy which
precisely match the query submitted by user. If this step fails, we should try to
identify objects which match query g(a(31,3], b1, c2). If we succeed, then we try
queries q(a(3 1,311, b1, c2) and g(ag31,3,3], b1, c2). If we fail, then we should succeed
with q(as1,3,4], b1, c2). If we fail with g(as 1 3], b1, c2), then we try q(ags,1y, b1, c2)
and so on. Clearly, an alternate strategy is to follow the same steps in a reverse
order. We start with a highest generalization of ¢ which is ¢(b1, ¢2). If we succeed
in answering that query, then we try ¢ = q(a3), b1, c2). If we succeed again, we
try ¢ = q(aj3,1), b1, c2) and so on.

But before we follow the above process, we have to discover rules at these
sites of DAILS which are remote for Ss and which agree with Sy on the ontology
of attributes in {a,b,c}. These rules should describe values of any granularity
of attribute a in terms of values of attributes b, ¢ which granularity is consistent
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with their granularity in So. Clearly, if a rule 1 — a[3,1,3,4) is discovered, then
also the rules 1 — a3,1,3)), t1 — az,1)), t1 — apz)) are discovered as well.

4

Conclusion

This paper shows how to solve the failing query problem if queried information
system S is a part of DAIS. This is done by extracting certain groups of rules in
DAIS and next using them by QAS to make descriptions of objects in S finer
and the same way to get more precise match between them and a query.
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A Content-Based Image Quality Metric*

Xinbo Gao, Tao Wang, and Jie Li
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Xi’an 710071, P.R. China

Abstract. image quality assessment plays an important role in relevant
fields of image processing. The traditional image quality metric, such as
PSNR, cannot reflect the visual perception to the image effectively. For
this purpose, based on the fuzzy Sugeno integral a novel image quality
assessment measure, called content-based metric (CBM), is proposed in
this paper. It fuses the amount and local information into the similarity
of the image structural information and gives a comprehensive evaluation
for the quality of the specified image. The experimental results illustrate
that the proposed metric has a good correlation with the human subjec-
tive perception, and can reflect the image quality effectively.

1 Introduction

Image quality assessment plays an important role in relevant fields of image
processing. The problem of image quality evaluation is involved in many ap-
plications, such as image compression, communication, storage, enhancement,
watermarking and etc. A quality assessment metric can be used to guide the
construction and adjustment of image processing systems, or to optimize the
processing algorithms and the parameter settings. The most reliable way of as-
sessing the quality of an image is subjective evaluation, because human beings
are the ultimate receivers in most applications. The mean opinion score (MOS),
which is a subjective quality measurement obtained from a number of human
observers, has been regarded for many years as the most reliable form of qual-
ity measurement. But it is too inconvenient to apply for most applications. So,
an appropriate objective image quality assessment metric is demanded to be
designed for approximating the subjective perception.

According to the availableness of the original image, the objective image qual-
ity metrics can be classified into three types of models: full-reference model(FR),
no-reference model (NR) and reduced-reference model (RR)[1]. This paper fo-
cuses on the investigation of the full-reference image quality assessment. The
mean squared error (MSE), and peak signal-to-noise ratio (PSNR) are the most
widely used full-reference quality metrics, because they are simple to calculate,
have clear physical meanings, and are mathematically convenient in the context
of optimization. But they are not very well matched to perceived visual quality.

* This work was supported by the National Natural Science Foundation of China
(N0.60202004) and the Key project of Chinese Ministry of Education (No.104173).
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In the last three decades, a great deal of effort has gone into the devel-
opment of image quality assessment methods that take advantage of known
characteristics of the human visual system (HVS). The Daly visible differences
predictor and Sarnoff visual discrimination model are two of the leading im-
age quality models in these methods [2]. All of these methods are based on
error sensitivity and must rely on a number of strong assumptions and gen-
eralizations [3]. In fact, they are complicated, but none of them in the litera-
ture has shown any clear advantage over simple mathematical measures such
as PSNR under strict testing conditions and different image distortion envi-
ronments [4]. In view of this, Zhou Wang et. al. proposed a new philosophy
in designing image quality metrics. They mentioned that the main function of
the human eyes is to extract structural information from the viewing field, and
the human visual system is highly adapted for this purpose. Therefore, a mea-
sure of structural distortion should be a good approximation of perceived image
distortion. Based on the new philosophy, they constructed structural-similarity-
based (SSIM) image quality measure [3,5,6]. But, in [7], it was concluded that the
“amount of error”, the “location of error”, and the “structure of error” are three
essential factors of distortion. For this purpose, an image coding quality assess-
ment based on fuzzy integral (FE) is proposed, which inducts the participation
of human knowledge and experience by fuzzy integral [8]. Compared with the
available metric, the FE-based image quality assessment method achieved better
performance.

To fully incorporate more distortion information with human knowledge and
construct a more reasonable and sensitive image quality metric, we proposed
a new metric based on the content of images in this paper. In our approach,
an image is partitioned into three parts: edges, textures and flat regions as the
method proposed in [8]. Then Sugeno fuzzy integral is used to fuse the SSIM in
the three parts respectively. Finally, the measurements of three parts are weight-
ing averaged as the metric of the image quality, which is called content-based
metric (CBM). Obviously the CBM fully considers the effects of the “amount of
error”, “location of error”, and “structure of error” on the image quality. A lot
of experiments illustrate that the proposed metric approximates the MOS more
closely than the metrics of the SSIM and the FE.

2 Fuzzy Measure and Fuzzy Integral

The theory of fuzzy measures and fuzzy integrals was first introduced by Sugeno
[9]. A fuzzy measure is used to express an evaluation, which is heavily subject to
human perception as the “grade of importance”, or “grade of beauty”, and etc. In
mathematical terms, a fuzzy measure is a set functions with monotonicity but
not always additivity. Based on the notion of fuzzy measure, a fuzzy integral is
a functional with monotonicity, which is used for aggregating information from
multiple sources with respect to the fuzzy measure.

Definition 2.1: Let X be an arbitrary set and B be a Borel field of X. A set
function g defined on B is a fuzzy measure if it satisfies the following conditions.



A Content-Based Image Quality Metric 233

1) Boundary: g() = 0,¢9(X) =

2) Monotonicity: g(A1) < g(A ) if Ay C Ay and 41,42, € B

3) Continuity: if Ay C Ay C --- C A, C --+,A, € B, then g(U,_, 4,) =
lim,, o g(Ap)

While the conventional Lebesgue measures assume additivity, fuzzy measures
assume only monotonicity. The detailed discussion can be found in [10].

Definition 2.2: Let (X, B, g) be a fuzzy measure space and f : X — [0,1] be
a B-measurable function. Sugeno fuzzy integral over A C X of the function f
with respect to g a fuzzy measure is defined by

5) /A f(x)dg = sup e x [min(min, _  f(z), g(A N E))

= supyc(o min(e, (A4 N Fa(f))], (1)

where (S) denotes Sugeno fuzzy integral and F,(f) = {z|f(z) > a}. The fol-
lowing is the interpretation of the fuzzy integral that will be adopted in this
paper [11]. Suppose that an object is evaluated from the point of views of a set
of quality factors X. Let f(x) € [0, 1] denote the quality evaluation on the object
when quality factor is considered and let g({z})denote the degree of importance
of this quality factor x € X. Now, suppose an object is evaluated using quality
factors from A C X. It is reasonable to consider W (A) = minge 4 f(z) a quantity
as the best-secured quality evaluation that the object provides and g(A), which
is called importance measure in this paper, expresses the grade of importance
of this subset of quality factor. The value obtained from comparing these two
quantities in terms of the “min” operator is interpreted as the grade of agreement
between real possibilities f(x), and the expectations g. Hence fuzzy integration
is interpreted as searching for the maximal grade of agreement between the ob-
jective evidence and the expectation.

3 Content-Based Metric for Image Quality Assessment

For the applications of image coding, Miyahara et al. [7] proposed an objective
assessment metric, picture quality scale (PQS), and concluded that the “amount
of error”, the “location of error”, and the “structure of error” are three essential
factors of distortion. To construct a more reasonable and effective image quality
measure, we proposed a content-based metric (CBM) for objective image quality
assessment based on the above conclusion.

The new metric CBM is constructed on the basis of the SSIM measure.
First, the local structure similarity information is extracted for each pixel pair
from the original and the distortion images respectively. Then, by analyzing
the content of the original and distortion images, all the pixels of the given
image are partitioned into three parts: edges, textures and flat regions with the
method in [8]. Secondly the similarity measurement of each part is calculated
by synthesizing the SSIMs of all the pixels in corresponding region with Sugeno
integral. Finally, an overall image quality is evaluated with the weighting average
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of flat region

Fig. 1. Diagram of the proposed image quality assessment system based on CBM

of the similarities in above three regions. The new metric fuses the amount and
local information into the similarity of the image structural information. The
system diagram of the proposed image quality assessment system is shown in
Fig.1, which consists of three basic modules: structural information extraction,
region classification and amount information fusion.

3.1 Structural Information Extraction

Zhou Wang et al. proposed the SSIM metric [6]. They indicated that the lumi-
nance of the surface of an object being observed is the product of the illumination
and the reflectance, but the structures of the objects in the scene are indepen-
dent of the illumination. Consequently, the structural information is defined as
those attributes that represent the structure of objects in the scene, indepen-
dent of the average luminance and contrast. In [6], the luminance, contrast and
structure comparison function are respectively defined as follows.

2pgpy + Ch
p2 +p2 4+ Cy

20,0, + C
c(x,y) = v s(n,y) =

s Uwy—‘rCs
J%+UZ+CQ’

l =
(z,y) vacy + Cy

(2)

where (z,y) represents the corresponding point pair from the original and dis-
tortion images respectively. u, is the local mean intensity at z, which is an
estimation of the luminance at x; o, is the local standard deviation at x, which
is an estimation of the contrast at x; o, is the local correlation coefficient be-
tween x and y, which is an estimation of the similarity between z and y. The
constant Cy, Cy and C5 are included to avoid instability when the denominators
are very close to zero. Where Cy, Cy and C5 are small constants given by

C = (K L), Co = (KoL)?, Cs =Co/2 (3)

K; << 1,K5 << 1 and L is the dynamic range of the pixel values. The general
form of the structural similarity (SSIM) index between = and y is defined as

SSIM(z,y) = [I(z, )] - [e(a,y)]” - [s(z,y)]7, (4)
where @ > 0, 5 > 0,7 > 0. And the SSIM index satisfies the following conditions.
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1) Symmetry: SSIM(z,y) = SSIM(y, z);
2) Boundedness: SSIM(x,y) < 1;
3) Unique maximum: SSIM(z,y) = 1 if and only if x = y.

Specifically, we set @« = § =~ = 1, and the resulting SSIM index is given by

(2ppty + C1)(0wy + C2)

SSIM B = )
@9 = (2 4 21 ) (02 + 02 + Co)

()

In [6], an 11 x 11 circular-symmetric Gaussian weighting function w = {w;|
Zilil w; = 1,4 = 1,2,--- N} is used, with standard deviation of 1.5 samples,
which moves pixel-by-pixel over the entire image. At each step, the local statistics
and SSIM index are calculated within the local window. The estimations of local
statistics, ftz, 0, and o, are then modified accordingly as

N N 1 N
2
Mz = Zwﬂ% Oz = (sz(% - Mm)2> v Oy = Zwi(xi = pia) (Yi — Hy)
i=1 i=1 i=1

With above steps, a SSIM index map is obtained between the original and
the distortion images. Then a mean SSIM (MSSIM) index is used to evaluate the
overall image quality. Where, M represents the amount of points in the SSIM
index map. The source code of the SSIM algorithm is available online [12].

M
1
MSSIM =~ > SSIM(x;,y;) (6)

j=1

In the SSIM metric, we find that I(z,y), c¢(x, y) € [0,1], while s(x,y) € [-1,1],
which is not convenient for the following Sugeno integral. As shown in Fig.2, (b)
is the negative image of (a). In fact, according to (1), the structural information
similarity of them is s = —1, namely (b) negatively correlates with (a). From
the point of view of information representation, it can be considered that the
structural information which is represented in the two images is the same, and
the difference between them lies in their luminance and contrast. So we redefine
the structural information similarity as

" - [={w=——
(a) “couple” image (b) negative of “couple” image

Fig. 2. Comparison of the structural information of “couple” images
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(7)
Thus, §'(z,y) € [0,1]. The left two components in SSIM, I(z,y) and c(z,y)
are unchanged. Then we redefine (4) as

SSIM/(xvy) = [l(xvy)]a : [C((E, y)]ﬁ : [Sl(‘ra y)]’Y (8)

With (8), we can get the SSIM’ index map according to the above steps. In
this module, we mainly utilized the “structural information of error”.

3.2 Region Classification

In this module, an image is partitioned into three parts: edges, textures and flat
regions, according to their contents. The importance of edges, textures and flat
regions is gradually decreasing to human perception, which corresponds to their
gradual decline of gradient magnitudes in the image gradient field. So the three
parts can be determined by the gradient magnitudes. We also partition the above
parts based on the same way in [8].

1) Convolute the original image and the distortion one with Sobel mask in-
dividually to obtain two gradient fields, and pixel-by-pixel compute the gradient
magnitudes of the two gradient fields.

2) Compute the thresholds for partition 77 = 0.12¢;4, and T = 0.06¢mqz,
where g4z is the maximal gradient magnitude of the original image.

3) Determine the pixels of edges, textures, and flat regions. Assume that the
gradient of pixel at (z,y) of the original image is p,(z,y) and the gradient of
pixel at (z,y) of the distortion image is p4(z,y). The pixel classification is carried
out according to the following rules.

R1:if po(x,y) > T1 or pg(z,y) > 11, then it is considered as an edge pixel.
R2: if p,(x,y) < To and py(z,y) < T3, then it belongs to a flat region.
R3:if T1 > po(z,y) > To and pa(x,y) < Th,then it is a texture pixel.

As the above steps, the SSIM’ index map can be partition into the SSIM’
maps of the edge, texture and flat regions, which are denoted by E, T and
F. Here, we mainly utilized the “location information of error”, namely error
occurring in different regions is perceived differently by human eyes.

3.3 The Proposed Image Quality Metric

In this subsection, let X = {x;i = 1,2,--- N} and ¥ = {y;|i = 1,2,---,N}
denote two sets, which consist of the pixels correspond to an region A in the
original and distortion image. Let S = {s; = SSIM'(z;,v:)|i = 1,2,---, N}, then
the overall structural information similarity of A is computed as

SSIM'(A) = (S)ASSIM/(xi7yi)dg = sup,, ¢ g[min(s;, g(Fs, (5)))], (9)
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where Fg, (S) = {si|sk > si, s € S}, g(K) = |K|/N. |K| denotes the cardinality
of the set K. g denotes some importance of the set K, and reflects the distortion
degree in amount. Thus, we get the SSIM'(A), A € {E, T, F}.

Finally, the overall image quality CBM is computed as follows.

CBM= > wa-SSIM'(A), (10)
Ae{E,T,F}
where wg + wr + wp = 1. Obviously, CBM € [0, 1], and it gets the maximum 1,
just when the distortion image is the same as the original one.

4 Experimental Results and Analysis

To verify the rationality and validity of the proposed image quality metric CBM,
we conducted the following three experiments. (1) the consistency test experi-
ment of the CBM with the subjective quality measurement MOS; (2) the validity
test experiment; (3) the sensitivity test experiment. The parameters used in the
experiments are listed in Table 1.

Table 1. The Parameters Used in Experiments

K1 Ko L [e% B Y WE wr wr
0.01 0.03 255 1 1 1 0.462 0.337 0.201

4.1 The Consistency Test Experiment of the CBM with MOS

We test the consistency of CBM with MOS on LIVE quality assessment data-
base [13]. In the database, twenty-nine high-resolution RGB color images were
compressed at a range of quality levels using either JPEG or JPEG2000, produc-
ing a total of 175 JPEG images and 169 JPEG2000 images. The distribution of
subjective quality scores was approximately uniform over the entire range. The
subjective quality scores and other information of the database are also included
in the given Database.

First, variance-weighted regression analysis are used in a fitting procedure
to provide a nonlinear mapping between the objective/subjective scores. Then
three metrics are used as evaluation criterions [3]. Metric 1 is the correlation
coefficient (CC) between objective/subjective scores after variance-weighted re-
gression analysis, which provides an evaluation of prediction accuracy. Metric 2 is
the Spearman rank-order correlation coefficient between the objective/subjective
scores, which is considered as a measure of prediction monotonicity. Finally, met-
ric 3 is the outlier ratio (percentage of the number of predictions outside the range
of 2 times of the standard deviations) of the predictions after the nonlinear map-
ping, which is a measure of prediction consistency. We also calculated the mean
absolute error (MAE), and root mean square error (RMS) after the nonlinear
mapping. The evaluation results for all the objective image quality assessment
models being compared are given in Table 2 and Fig.3.
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Table 2. The Consistency Test of CBM with MOS

Model CC MAE RMS ROCC OR
PSNR 0.9265 6.883 8.978 0.8956 0.1424
FE 0.9269 5.445 6.799 0.8932 0.0860

MSSIM 0.9606 5.432 6.745 0.9447 0.0698
CBM 0.9756 4.129 5.100 0.9631 0.0116

1 0304 05 06 07 08 09
cBM

(c) (d)

1

3 04 05 06_ 07 08 09
SSIM.

Fig. 3. Scatter plots of subjective mean opinion score (MOS) versus model prediction

4.2 The Validity Test Experiment of the CBM

As shown in Fig.4, the CBM scores of “Lena” image with different types of distor-
tions: (a) blurring (with smoothing window of W x W); (b) impulsive salt-pepper
noise (density=D); (¢) additive Gaussian noise (mean=0,variance=V); and (d)
JPEG compression (compression rate=R), always drop with the increasing in-
tensity of the above distortions. It is accord with the tendency of the decreasing
image quality in fact.

09 0.9) 0.95
0.9)
= 85|

20.7) ;o 71 o ED
8 Cog

04 0.75}
05 0.5 o7l

(a) (b) (c) (d)

Fig. 4. the CBM scores of “Lena” with different types of distortions. (a) Blurring; (b)
Impulsive Salt-Pepper Noise; (¢) Additive Gaussian Noise; (d) JPEG Compression.

0.01 0,02 0.03 0.04 10 20 30 40 5t

4.3 The Sensitivity Test Experiment of the CBM

As shown in Fig.5, the PSNR of “couple” with different types of distortion
(Figh(b-h)) are almost the same (PSNR=26.08dB), but the perceived qualities
of them are various in fact. The metric CBM shown in Table 3 can distinguish
them more preferably.
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Fig. 5. “couple” image with different perceived quality and the same PSNR. (a) The
original “couple” image; (b) Contrast stretching; (c) Mean shift; (d) Impulsive salt-
pepper noise; (e) Additive Gaussian noise; (f) Multiplicative speckle noise; (g) JPEG
compression; (h) Blurring.

Table 3. The CBM Scores of The Images in Figh

IMAGE  (a) (b) (c) (d) (e) (f) (8) (h)
CBM  1.000 09614 0.9609 0.7486 0.7125 0.7100 0.6665 0.6434

5 Conclusion and Discussion

In this paper, the irrationality of the negative image structural similarity to rep-
resentation of the image structural information is first analyzed, and based on
which, the modified structural similarity (SSIM) is redefined for image quality
metric. Then, the specified image is partitioned into three parts: edges, textures
and flat regions, according to their contents. Next, in each part, the Sugeno
integral with the amount information is made as the fuzzy measure to get the
similarity of each part. Finally the weighted average of the fuzzy measures in
three parts is computed as a final image quality metric named CBM. Experi-
mental results illustrate that the proposed metric is more highly correlated to
the results of the human visual perception than the SSIM and FE.

The proposed CBM metric is mainly applicable to full-reference (FR) gray
image quality assessment. Whereas human is sensitive to color images. So the
novel quality metric for color images and the no-reference (NR) metric are the
following research topics.
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Abstract. A novel method of iterative fuzzy control-based filtering
(IFCF) is proposed in this paper. The proposed method has outstanding
characteristics of removing impulse noise and smoothing out Gaussian
noise while preserving edges and image details effectively. This filtering
approach is mainly based on the idea of not letting each point in the
area of concern being uniformly fired by each of the basic fuzzy rules.
The extended iterative fuzzy control-based filter (EIFCF) and the mod-
ified iterative fuzzy control-based filter (MIFCF) are presented in this
paper too. EIFCF is mainly based on the idea that in each iteration the
universe of discourse gets more shrunk and by shrinking the domains of
the fuzzy linguistics, i.e., by compressing their membership function the
number of fired fuzzy rules will be forced to keep unchanged in order to
preserve the ability of the filter. MIFCF aims to enhance the property
of the IFCF via increasing the iteration number without loosing edge
information. Experiment results show that the proposed image filtering
method based on iterative fuzzy control and its different modifications
are very useful for image processing.

1 Introduction

Any digitized image transmitted over a noisy channel cannot avoid degradation.
Removal of such degradation with preserving the completeness of the original
image is a very important problem in image processing[l]. The key to the set-
tlement of the problem lies in image filtering which aims at removing impulse
noise, smoothing non-impulse noise and enhancing edges or certain prominent
structures of the input image. So called noise filtering can be regarded as re-
placing the grey-level value of each pixel in the image by a new value relying on
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of University Science and Technology under Grant SWNU 2004006.
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the local context. An ideal filtering algorithm varies from pixel to pixel based
on the local context. For instance, if the local region is relatively smooth, the
new value of the pixel is determined by averaging adjacent pixels values. And,
if the local region holds within itself edge or impulsive noise pixels, a different
type of filtering should be applied. However, it is very difficult, if not impossible,
to set the conditions under which a certain filter should be chosen, because the
local conditions can be evaluated only vaguely in some parts of an image [2]. For
this reason, a filtering system should be capable of performing reasoning with
uncertain information, which is a common usage of fuzzy logic.

Edge enhancement and noise smoothing are considered as two inherently con-
flicting processes. Smoothing a region might ruin an edge while enhancing edges
might cause unnecessary noise. To resolve this problem, a number of techniques
have been presented in the research works [3],[4],[5]. In this paper, we propose
a novel image filtering method based on iterative fuzzy control. The proposed
method can remove impulse noise and smooth Gaussian noise while edges and
image details can be preserved effectively.

This paper consists of five sections besides introduction. In section 2 iterative
fuzzy control-based filter(IFCF) is presented. Section 3 shows the experimental
results, including the influence of Gaussian noise variance on the performance of
IFCF. Section 4 gives a brief description of extended IFCF'. In section 5 modified
IFCF is shown. Finally, in section 6 the conclusion is made.

2 TIterative Fuzzy Control-Based Filter

2.1 Fuzzy Control and Image Processing

Fuzzy logic-based fuzzy control is a new type of control method relying on the
fuzzy mathematical theory. The theory and implementation technique of this
method are totally different in comparison with traditional control theory and
technique. Fuzzy set theory is provided with great potential capability of effi-
ciently representing input/output relationships of dynamic systems, so it has ob-
tained popularity in many aspects. In the well-known rule-based method of image
processing [6], one may employ human intuitive knowledge expressed heuristi-
cally in linguistic terms. This is highly nonlinear in nature and cannot be easily
characterized by traditional mathematical modelling. Furthermore, this method
allows one to incorporate heuristic fuzzy rules into conventional methods, lead-
ing to a more flexible design technique. For example, Russo presented fuzzy
rule-based operators for smoothing, sharpening and edge detection [7],[8]. Refer-
ences [9],[10] presented an image enhancement method based on fuzzy rules. It
is necessary to point out that so called fuzzy control applies fuzzy mathematical
theory only in control methods, and the work that is done by fuzzy control yet
is certain. Fuzzy control can either implement successfully its purpose or imi-
tate human thought. It can run efficiently control over procedures for which it
is impossible to make mathematical modelling [11].
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2.2 Iterative Fuzzy Control-Based Filter

In this paper, in image processing system we adopt the general structure of fuzzy
if-then rule mechanism. The core of image filtering method based on iterative
fuzzy control lies in the idea of not letting each point in the area of concern being
uniformly fired by each of the basic fuzzy rules, such as:

Rule 1: IF (more of z; are NB) THEN y is NB
Rule 2: IF (more of z; are NM) THEN y is NM
Rule 3: IF(more of z; are NS) THEN y is NS
Rule 4: IF (more of z; are PS) THEN y is PS
Rule 5: IF (more of z; are PM) THEN y is PM
Rule 6: IF (more of x; are PB) THEN y is PB
Rule 0: ELSE yisZ

Here all the z;’s indicate the luminance differences between adjacent pixels (laid
in a window of size N x N ) and the central pixel I , i.e.,, z; = I; — I . The
output variable y is the quantity which is added to I for giving the resulting
pixel luminance I’.The term sets NB (Negative Big ), NM (Negative Medium),
NS (Negative Small), PS (Positive Small), PM (Positive Medium) and PB (Pos-
itive Big) are the fuzzy sets that represent the proper fuzzy dividing of input
and output spaces, whose fine choice of membership functions with the gen-
eral triangular shape is shown in Fig. 1. Fig. 1 indicates membership functions
of fuzzy quantity drawn with the elements in the universe of discourse as hor-
izontal coordinate and the membership degrees as vertical coordinate in the
universe of discourse after quantization. These values are the linguistic values of
the linguistic variables x; and y in the universe of discourse [-256,256]. The term
more represents a S-type fuzzy function and may be described by the following
formula:

t<a
Pmore(t) = < 0.5 {1 — cos {ﬂgf:aa)}} a<t<b (1)
1 t>b

The values used in the experiment are a = 0.2 and b = 0.8.

NM NS PS PM PB

X /\/ \/ \/
)\/\_/\ /\

256 256

Fig. 1. Membership function of NB,NM,NS,PS,PM and PB
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2.3 Degree of Activity of the If-Then Rules

Activity degree of Rule 1 is calculated by the following relationship (the other
if-then rules’ degrees of activity are computed similarly).

A1 = min[pNB(z;) : z; € support(N B)]
number of x; € support(NB)} (2)

X
Hmore { total number of x;

For the ELSE rule, i.e., Rule 0, the degree of activity is evaluated by the following

formula:
6
Ao—max{o,lz)\i} (3)

i=1

In order to reason the output numerically from the fuzzy rules, the correlation-
product inference mechanism is employed as follows [5]:

6
> CiWik;
y="" (4)

> Wik

i=0
Here C; and W; are respectively the center point and the width of the mem-
bership function used in the ith fuzzy rule. Because all the W;’s are equal and
Cp = 0, equation (4) can be simplified as the following:

6
y=> Ci\i (5)
i=1

2.4 Performance of IFCF

To show the performance of IFCF in a Gaussian noise case, Lena image is con-
sidered as a case study. Let the image first be corrupted by the Gaussian noise
with g = 0,02 = 400.Then, the proposed filter is used. The outcome of filtering
procedure is shown in Fig.2(a). It is easy to observe from this curve that the
more the number of iterations is, the better image restoration becomes in the
sense of mean square error(MSE).

In order to demonstrate the performance of the proposed filter in the mixed
noise environment, the image studied in this experiment is added by [%2.5,%2.5]
impulse noise (the notation [%p,%q] for impulse noise means that p% of the
image pixels were contaminated by positive noise and q% of the image pixels
were corrupted by negative impulse noise). The result is shown in Fig.2(b). From
these two results in cases of Gaussian noise and mixed noise we know that the
proposed filter has good ability of image restoration as the number of iterations
increases.
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Fig. 2. Performance of IFCF on 256 x 256 Lena image corrupted by Gaussian noise
with g =0, 0 = 400: (a)without impulse noise; (b)with[%2.5,%2.5]impulse noise.

3 Experimental Results

3.1 Influence of Gaussian Noise Variance on the Performance of
IFCF

In order to demonstrate how Gaussian noise variance affects the performance of
IFCF, Lena image corrupted by zero mean Gaussian noise with different vari-
ances (o2 = 0,100, 200, 300, 400) is used again in the experiment. The MSE of the
restored image as a function of the variance of Gaussian noise and comparison
of the performance of IFCF with that of fuzzy weighted median filter(FWMF)
[12] and edge-preserving smoothing filter (EPSF) [13] are shown in Fig.3. The
results indicate that the performance of IFCF is rather satisfactory.

"o * FREF
Y o e
100 o IFCF
&« /
]
w
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x
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80,
9

]
*CC 150 0 e m 350 o

Gaussian noise variance

Fig. 3. MSE as a function of Gaussion noise variance,calculated for Lena image
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3.2 Influence of Gaussian Noise Variance on the Performance of
IFCF in a Mixed Noise Environment

To show how IFCF would behave when the Gaussian noise variance changes in
a mixed noise case, Lena image used in previous experiment is mixed by [%2.5,
%2.5] impulse noise and applied as an input to the filter. The results in image
restoration shown in Fig.4 illustrate that IFCF in mixed noise case has the best
performance in comparison with that of the other filters.

Fig.4. MSE of restored image with different filters for Lena image contaminated by
mixed noise(Gaussian noise and [%2.5,%2.5]impulse noise)

4 Extended Iterative Fuzzy Control-Based Filter

EIFCF is mainly based on the idea that in each iteration the universe of dis-

course gets more shrunk, as shown in Fig.5. This allows the filter to preserve
its filtering performance during iterations. The core of this idea is that in each

_NB NMMSZISF [

2% 0 256
Fig. 5. Membership functions after several iterations

iteration the image gets more filtered. Hence, the amount of noise in the sense of
average and peak values will be decreased and by shrinking the domains of the
fuzzy linguistics, in other words, by compressing their membership functions, the
number of fired fuzzy rules will be forced to keep unchanged in order to preserve
the ability of the filter.

Let us do a new experiment, comparing the performance of EFICF with
that of IFCF as the number of iterations increases. Here both filters are ap-
plied to Lena image corrupted by Gaussian noise with variance o2 = 400 and
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Number of iterations

Fig. 6. Comparison of IFCF and EIFCF on the degraded Lena image for different
number of iterations

Gaussian noise variance

Fig. 7. MSE of restored image of different filters for Lena image corrupted by Gaussian
noise

[%2.5, %2.5] impulse noise, and the MSE of both filters in each iteration is
calculated. Fig.6 shows the experimental results. It is easy to find that at the
beginning both filters respond uniquely, but after several iterations only EIFCF
keep its capability of filtering. Further observation shows that running the fil-
tering algorithm more than 6 iterations does not give effect any more, for there
is no extra image enhancement. This experiment aims to demonstrate how the
noise variance affects performance of EIFCF. Lena image corrupted by zero
mean Gaussian noise with different variances (o2 = 100, 200, 300, 400, 500, 600)
is taken for the test study. Fig.7 illustrates the MSE of the restored image as
a function of Gaussian variance and compares the performance of EIFCF with
that of FWMF, EPSF, ENHANCE F[7] and IFCF. Results show that the per-
formance of EIFCF is satisfactory. In order to demonstrate how EIFCF would
behave during the changing of the Gaussian noise variance in a mixed noisy
case, the image in previous experiment is mixed by [%2.5,%2.5] impulse noise
and used as an input to the filter. The outcomes in image restoration shown in
Fig. 8 illustrate that EIFCF in a mixed noise case displays the best performance
in comparison with that of the other filters above-mentioned.



248 R.-h. Lu, M. Yang, and Y.-h. Qiu

160 -~
140 e
L S
120, ‘_,---/ /0/’ i
w s / =
@ 100} v
= P
® = + FEIF
A X YPSF
G0f = - ORI F
Wl + FF
o IIRF
0 ——

10 20 e 40 Si0 600

Gaussian noise variance

Fig. 8. MSE of restored image with different filters for Lena image contaminated by
mixed noise Gaussian noise and [%2.5,%2.5])impulse noise

5 DModified Iterative Fuzzy Control-Based Filter

It is a pity that observation from several test experiments shows that in each
iteration the output image edges get a little indistinct. Therefore, the more it-
eration number is, the more unsharp the image gets. In particular for low noise
cases, this makes the image, after some iterations, more degraded instead of get-
ting enhanced. To resolve this problem, the more function in each step should
be tuned in a way that it gets sharper at the boundaries as shown in Fig.9. The
range of activity becomes narrower as in each iteration the shape of the more
function gets distinct. Thus, the Rules 1-6 are fired only in those regions in which
they have higher possibility of firing and after several iterations these rules do
not activate for most image pixels. Such a characteristic allows us to raise the
number of iterations without having any edge vague problem. In this way we can
achieve the goal of enhancing the property of IFCF via increasing the iteration
number without loosing edge information. To demonstrate the better perfor-
mance of MIFCF in comparison with that of IFCF, in particular for low noise
cases, Lena image is considered as corrupted by additive Gaussian noise with
different variances (o> = 100,200, 300, 400, 500, 600). The MSE of the restored
image got by these two filters are illustrated in Fig.10. For a mixed noise case,
the [%2.5,%2.5] impulse noise is added to the previous image and the outcomes
are shown in Fig.11. Both two figures show that MIFCF has better performance
than that of IFCF, especially in a low noise environment.

more

the last iteration ) )
the first iteration

Fig. 9. The change of the shape of the more function during iterations



A Novel Method of Image Filtering Based on Iterative Fuzzy Control 249

e TFCF
wl 7 o MIFCF

“100 200 30 200 w00 em

Gaussian noise vanance

Fig.10. MSE as a function of Gaussian noise variance,calculated for Lena image by
IFCF and MIFCF with 3 x 3 window size
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Fig.11. MSE of restored image of IFCF and MIFCF with 3 x 3 window size for Lena
image contaminated by mixed noise(Gaussian noise and [%2.5,%2.5] impulse noise)

6 Conclusion

In this paper a novel method of image filtering based on iterative fuzzy control
is proposed. This method possesses the distinguishing properties of removing
impulse noise and smoothing out Gaussian noise while preserving edges and
image details effectively. The proposed method and its different modifications
are very useful for image processing. This method is suitable to other fields of
image processing. Now we are applying the proposed filtering thoughts to image
segmentation. And we are also working for the optimization of fuzzy rules using
some other aspects of computational intelligence.
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Abstract. We present the results of a study of performance of neuro-fuzzy
method derived from a generic model of a three-layer fuzzy perceptron, and
compare it with conventional statistical and artificial intelligent methods:
maximum likelihood and neural network. The land cover classification is
performed using multispectral IKONOS satellite data of the part of Daejeon
City in Korea. Land cover classification results of satellite image data are
usually summarized as confusion matrices. The results of the classification and
method comparison show that the neuro-fuzzy method is the most accurate.
Thus, the neuro-fuzzy model is more suitable for classifying a mixed-
composition area such as the natural environment of the Korean peninsula. And
the neuro-fuzzy classifier is superior in its suppression of classification errors
for mixed land cover signatures. The classified land cover information is
important when the results of the classification are integrated into a
geographical information system.

1 Introduction

The classification of aerial or satellite multispectral image data has become an
important tool for generating ground cover maps. Many classification techniques
exist. These include conventional statistical algorithms such as discriminate analysis,
and the maximum likelihood classification scheme, which allocates each image pixel
to the land cover class in which it has the highest probability of membership (Mather,
1997). The application of this type of conventional statistical classification to
problems, particularly in relation to assumed normal distributions, and also to the
integration of ancillary data, particularly if the data is incomplete (or acquired at low
measurement precision), has prompted the development of an alternative classification
approach (Peddle, 1993). Recently, there has been much research on remotely sensed
data sets processed by neural network-based classifiers that have included images
acquired by the Landsat MSS (Multispectral Scanner) (Lee et al., 1990), by the
Landsat TM (Thematic Mapper) (Yoshida and Omatu, 1994), by synthetic aperture
radar (Hara et al., 1994), by SPOT HRV(High Resolution Visible sensor) (Tzeng et
al., 1994), by AVHRR (Advanced Very High Resolution Radiometer data) (Gopal et
al., 1994) and by aircraft scanner data (Benediktsson et al., 1993). Although there are
many instances when both conventional and alternative classification techniques have

D. Slqzak et al. (Eds.): RSFDGrC 2005, LNAI 3642, pp. 251-262, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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been used successfully in the accurate mapping of land cover, they are not always
appropriate for land cover mapping applications. As the number of successful
applications of neural network classifications increases, it seems increasingly clear
that neural network-based classification can produce more accurate results than
conventional approaches for remote sensing. The reasons for this include: 1) neural
network classifiers are distribution free, and can detect and exploit nonlinear data
patterns; 2) neural network classification algorithms can easily accommodate ancillary
data; 3) neural network architectures are quite flexible, and can be easily modified to
optimise performance; and 4) neural networks are able to handle multiple
subcategories per class. Much of the neural network classification work in remote
sensing has used multi-layer feed-forward networks that are trained using the back
propagation algorithm based on a recursive learning procedure using a gradient
descent search (Gopal, 1999).

In this study, for comparison and evaluation of neuro-fuzzy, neural network, and
maximum likelihood classifiers, a land cover classification was performed. For this
purpose, a neuro-fuzzy classifier program was developed by modification of an
existing program and applied to a land cover classification. The neuro-fuzzy classifier
program has a three-layer feed-forward architecture that is derived from a generic
fuzzy perceptron (Halgamuge and Glesner, 1994). Using the program, an IKONOS
image of the part of Daejeon City in Korea, was processed to acquire land cover
classification data. For the purpose of evaluating classifiers, three types - neuro-fuzzy,
neural network and maximum likelihood - were compared using the study area

2 Classification Methods

2.1 Maximum Likelihood

The maximum-likelihood classifier is a parametric classifier that relies on the second-
order statistics of a Gaussian probability density function model for each class. The
class probability density functions usually are assumed to be normal, then the
discriminant function becomes

i

g' = p(X |Wf)[7(Wi)
=pry " IL " oexp[—%(x —M,-)‘r,-‘(X—M)}

where n is the number of bands, X is the data vector, M, is the mean vector of class i,
and Z; is the covariance matrix of class i,
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In the maximum-likelihood classification, pixels are allocated to their most likely
class of membership. Given equal a priori probabilities, this can be achieved by
allocating each case to the class with the highest probability density function, or
equivalently, by allocating each pixel to the class with which it has the highest a
posteriori probability of membership. For equal a priori probabilities, the a posteriori
probabilities are assessed as the probability density of a case relative to the sum of the
densities (Roger, 1996).

2.2 Neural Network

Neural networks have recently become popular as pattern classification. Pattern
classification is usually accomplished by means of a feed-forward architecture which
has its processing elements organized in layers. Feed-forward neural networks are
often used as mapping mechanisms from the feature space to the category space
(Wassserman, 1989). In back-propagation neural networks (Rumelhart, 1986), there
are usually three layers of neurons. The bottom layer accepts the inputs and distributes
these to the next layer of processing elements. The units in the next layer typically
gather values from all input units and pass the net input an activation function which
calculates the output for each unit. In our research, the number of neurons in the first
layer equals the number spectral bands. The third layer, the output layer, represents
the category space. The optimal number of neurons in the second layer has to be
determined by training. In the training phase, feature vectors of training pixels are
presented to the network and propagate through it, one vector at a time. The weights
are adjusted so that eventually they represent the desired mapping. The weights
determine the activation levels of the neurons of the second layer. The entire training
set has to be presented, and weights have to be adjusted many times. In back-
propagation networks, the learning rules assure that, in the limit, the network will
function as a least squares classifier for the pixels of the training set, i.e. it will
minimize the value of S:

NC n
§= Z;Z;(Tﬁ -M;)’

J=bi=
where NC is the number of categories, n is the number of samples in the training set,
Tj; is the desired target of feature vector i, and Mj; is the actual mapping of the ith
feature vector. Since the weights and the activation laws of the neurons in this
network are continuous, new vectors, that closely surround an example vector in the
feature space, will point to the same category.

2.3 Neuro-fuzzy Approach

This theory facilitates analysis of non-discrete natural processes (or phenomena) using
mathematical formulas. In classical set theory, membership in a set is limited to either
1 or O (true or false, respectively), while membership in a fuzzy set can have any real
value between O (full non-membership) and 1 (full membership). A fuzzy set may be
viewed as a general form of a classical set whose membership only has two values
{0,1}. A fuzzy set, F, is represented as

F={u, |xe x}

f(x)
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where X is a collection of objects denoted generically by x, and u(x) maps X to the
membership space that is called the membership function of x. A fuzzy membership
function can be regarded as a possibility distribution function, where the possibility
distribution is similar to, but different from, the mathematical probability distribution.

The general concept of using “multi-layer neuro-fuzzy” as a pattern classification
is to create fuzzy subsets of the pattern space in the hidden layer, and then to
aggregate the subsets to form a final decision in the output layer. The proposed neuro-
fuzzy classification system has a three-layer feed-forward architecture that is derived
from a generic fuzzy perceptron (Fig. 1).

T,
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T
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Fig. 1. (a) A three layer feed-forward architecture of the neuro-fuzzy model, (b) Fuzzy rules
indicated in the corresponding fuzzy subspaces.

A fuzzy perceptron can be viewed as a normal three-layer perceptron that is
fuzzified to a certain extent. Only the weights, the net inputs and the activations of the
output units are modelled as fuzzy sets. A fuzzy perceptron is like the normal kind of
perceptron that is used for function approximation. The advantage lies within the
interpretation of its structure in the form of linguistic rules, because the fuzzy weights
can be associated with the linguistic terms. The network can also be created partly or
wholly from linguistic (fuzzy IF-THEN) rules. The neuro-fuzzy classifier considered
here is based on the technique of distributed fuzzy IF-THEN rules where grid-type
fuzzy partitions on the pattern space are used. To adapt its fuzzy sets, the learning
algorithm of the neuro-fuzzy classification system repeatedly performs through the
learning set by repeating the following steps until a given end criterion is reached.

1. Select the next pattern from the learning set R, and propagate it.
2. Determine the delta value ., = ¢, - a.;
3. For each rule unit R with agz >0

Sp=az(1—ay)) e, W(R. ),

a. Determine the delta value
b. Find x’ such that

W (x'.R)(a,)=min _, {W (x,R)(a,)}
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c. For the fuzzy set W(x’,R), determine the delta values for its
parameter a, b, ¢ using the learning rate 6 >0 :

0,=0-0, (c—a)-sgn(a, —b)
0=—0-0y-(c—a)+9,
0.=0-0y-(c—a)+0,

and apply the changes to W(x’,R).

4 If an epoch was completed, and the end criterion is met, then stop; otherwise
proceed with step

Using the neuro-fuzzy algorithm, a classifier program was developed by modification
of an existing program and applied to the land cover classification (Fig. 2).

i
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Fig. 2. Neuro-fuzzy classification program developed in this study

3 Data Processing and Comparison

The satellite image used in our research was acquired with the IKONOS satellite. It is
imaged over the part of Daejeon city, Korea, and selected for the primary comparison
of the neuro-fuzzy, neural network and maximum-likelihood classification methods.
Familiarity with this area is allowed for accurate class training and test site
identification. The image used consists of 399 lines, with 550 pixels per line, a pixel
size of about 4 X 4 m, and the three visible and the one near-infrared band. The
spectral ranges of IKONOS are listed in Table 1, and the image of channel 1, 2, 3 and
4 used in this research shows in Fig. 3 respectively. Fig. 4 presents two-dimensional
scatter plots between spectral channels for the IKONOS image, which mean spectral
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correlation between channels. It is used for selection of training data for land cover
classification. For the comparison of accuracy, the same training sites are used by the
neuro-fuzzy, neural network and maximum-likelihood classifier. We determine that
nine classes covered the majority of land cover feature in the test image. Fig. 5 shows
training sites for getting training data set. A set of similar-sized training regions are
defined by visual interpretation of the image. Ground field survey data such as
topographic map(Fig. 6) compiled by geographer are also used for calculation of
classification accuracy. Table 2 shows the separability betweens classes of training
data. The separability measure is calculated using the following formula.

SM(,j) = 2*[1-exp(-a(i,j))]
a(i,j) = 0.125*T[M®1)-MQ)*Inv[AG,)*[M(1)-M(j)]
+0.5 *In{det(A(i,))/SQRT[det(S(1))*det(S(}))]}

where, M(i) is the mean vector of class i, where the vector has the number of channel
elements, S(i) is the covariance matrix for class i, which has the number of channel,
Inv[] is the inverse of matrix, T[] is the transpose of matrix, A(i,j) is 0.5*[S(1)+S()],
det() is the determinant of a matrix, In{} is the natural logarithm of scalar value and
T[] is the square root of scalar value.

Table 1. Spectral range of IKONOS

Channel No. Spectral Range Spatial Resolution
1 0.45um ~ 0.52 ym (Blue) 4m/pixel
2 0.52 um ~ 0.60 pm (Green) 4m/pixel
3 0.63 um ~ 0.69 pm (Red) 4m/pixel
4 0.76 ym ~ 0.90 pm (Near-IR) 4m/pixel

Channel 1

Channel 3 Channel 4

Fig. 3. IKONOS satellite image used in this study
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Table 2. Separability measures betweens classes of training data

257

C1: Water, C2: Forest, C3: Dried Grass, C4: Green House with Vinyl, C5: Asphalt Road, C6:
Bare Soil, C7: Building, C8: Crop Land, C9: Shadow

Channg 2 varsus Channel 1

ST

C1 C2 C3 Cc4 [ Cé6 Cc7 C8
C2 1.9876
C3 1.9999 1.8343
C4 1.9995 1.9919 1.9841
C5 1.9544 1.9993 1.9882 1.7890
Co6 2.0000 2.0000 1.8365 2.0000 1.9999
Cc7 1.8346 1.7261 1.5045 1.4244 1.3899 1.9138
C8 1.9997 1.4565 0.9629 1.9045 1.9950 1.9864 1.4666
Cc9 1.4177 1.9969 1.9998 1.9984 1.8839 2.0000 1.8005 1.9996
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Fig. 4. Two-dimensional scatter plots between spectral channels of IKONOS image
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Fig. 6. Topographic map compiled from geographer
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Land cover classification is the procedure most often used for quantitative analysis
of remote sensing image data. It rests upon using suitable algorithms that label the
pixels in an image as representing particular ground cover types. The steps for land
cover classification are as follows:

Step 1. Decide on the set of ground cover types into which the image is to be classified.
These are the information classes, which for example could be water, grass, etc.

Step 2. Choose representative or prototype pixels from each of the desired sets of
classes. These pixels are said to form training data. Training sets for each class can be
established using site visits, maps, air photographs, or even from the photo-
interpretation of a colour composite product formed from the image data.

Step 3. Use the training data to estimate the parameters of the particular classifier
algorithm to be used. These parameters will be the properties of the probability model
used, or will be equations that define the partitions in the multispectral space. The set
of parameters for a given class is sometimes called the signature of that class.

Step 4. Using the trained classifier, label, or classify, every pixel in the image into
one of the desired ground cover types.

Step 5. Produce thematic (class) maps that summarize the results of the classification.

The maximum likelihood classification is applied to the IKONOS image, and the
land cover classification map is generated as Fig. 7. The overall accuracy of the
maximum likelihood method is 76.2% and kappa coefficient is 0.73. The
classification result map of neural network method shows in Fig. 8. The overall
accuracy of the neural network method is 79.0% and kappa coefficient is 0.76. In
Fig. 9, the classification map shows the result of the neuro-fuzzy method applied to
the same data. First, we developed classification software based on the neuro-fuzzy
model, and by modifying existing software, we applied this to the system. For the
neuro-fuzzy learning process the patterns of training sets are ordered alternatively
within the training sets to classify the image. The domains of the four input bands
were initially each partitioned by 12 equally distributed fuzzy sets. The neuro-fuzzy
classifier selected 20 fuzzy sets, and 218 fuzzy rules out of the 732 fuzzy rules
produced to classify the test image from the training sets. The learning of the fuzzy
sets stopped after 745 epochs, because the error did not decrease after 612 epochs.

- Dirled grass
l:l Greewboase wilk wigp
- Avphelt road
- Faresoil

’—| Huilding

- Crop lsed
- Seadow

Fig. 7. Land cover classification map using Maximum Likelihood method
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Fig. 9. Land cover classification map using Neuro-fuzzy method

Table 3. Classification results obtained with the Maximum Likelihood method

Reference Data
Classified C1 C2 | C3|C4|C5|Co6 C7 C8 C9 | Row User’s
Data Total Acc. (%)
C1 131 11 21 0 5 23 0 6 6 | 203 64.5
C2 12 124 11 2 2 1 11 1 1 165 75.2
C3 4 7 101 11 1 6 3 2 0 135 74.8
C4 1 2 5 98] 4 11 8 9 0 138 71.0
C5 0 14 2 3] 103 8 1 8 3 142 72.5
Cé6 0 1 0 1 0| 114 0 11 9 136 83.8
Cc7 4 3 7 0 0 1 132 4 2 153 86.3
C8 2 0 0 2 1 3 0 106 8 122 86.9
Cc9 0 0 0 3 4 6 0 2 50 65 76.9
Column 154 162 147 12 121 173 155 149 79 | 1259
Total
Producer’s 85.1| 76.5 | 68.7| 81.7| 85.8| 65.9| 85.3 71.1 63.3
Acc. (%)

After the learning process, 34 out of the 1,024 patterns from the training set were
wrongly classified. The overall accuracy of the neuro-fuzzy method is 85.6% and
kappa coefficient is 0.83.

While comparing the classification accuracy, the neuro-fuzzy classifier was the
most accurate method. Thus, the neuro-fuzzy model is more suitable for classifying a
mixed-composition area such as the natural environment of the Korean peninsula.
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Table 4. Classification results obtained with the Neural Network method

Reference Data
Classified C1 C2 [ C3 | C4|C5]| Ceo Cc7 C8 C9 | Row User’s
Data Total Acc. (%)
C1 132 9 11 1 2 23 0 5 4 | 187 70.6
C2 9 129 9 1 1 1 7 4 1 162 79.6
C3 5 6 117 5 0 6 1 1 1 142 82.4
C4 2 5 3] 101 70 11 5 7 0 | 141 71.6
C5 3 5 5 1] 108 5 1 5 3| 136 79.4
C6 0 5 0 2 0 115 0 9 7 | 138 83.3
Cc7 0 3 2 2 0 3 137 5 6 | 158 86.7
C8 2 0 0 5 0 2 2 105 7 | 123 85.4
Cc9 1 0 0 2 2 7 2 8 50 72 69.4
Column 154 162 147 1200 120 | 173 155 149 79 | 1259
Total
Producer’s 85.7( 79.6| 79.6{ 84.2| 90.0{ 66.5 88.4| 70.5 63.3
Acc. (%)
Table 5. Classification results obtained with the Neuro-fuzzy method
Reference Data
Classified C1 C2 | C3|C4| C5 ]| C6 Cc7 C8 C9 | Row User’s
Data Total Acc. (%)
C1 138 5 8 1 3 7 0 4 4 170 81.2
C2 6 134 7 1 2 0 5 0 0 155 86.5
C3 1 5 119 9 0 1 3 2 1 141 84.4
C4 3 3 3] 103 2 4 6 2 4 130 79.2
Cs 1 3 2 21 112 3 4 8 3 138 81.2
C6 0 1 0 1 0] 156 0 6 5 169 92.3
Cc7 2 3 5 0 0 0] 137 4 2 153 89.5
C8 2 5 1 2 0 0 0 121 2 133 91.0
C9 1 3 2 1 1 2 0 2 58 70 82.9
Column 154 162 | 147 1200 120 | 173 155 149 79 | 1259
Total
Producer’s 89.6( 82.7 | 81.0 85.8| 93.3] 90.2| 884 | 81.2 73.4
Acc. (%)

Table 6. Performance of Maximum Likelihood, Neural Network and Neuro-fuzzy methods

Classification Performance
Methods Overall Accuracy (%) Kappa Coefficient
Maximum Likelihood 76.2 0.73
Neural network 79.0 0.76
Neuro-fuzzy 85.6 0.83

4 Conclusion and Discussion

In this study, the neuro-fuzzy, neural network and maximum likelihood classification
algorithms were compared using the land use classification processed IKONOS image
of the part of Daejeon City in Korea. For this, the neuro-fuzzy classification system
had to be developed, and the classification system was initialized by prior knowledge
using fuzzy If-Then rules. These were interpreted after the learning process, and
created fuzzy rules by learning from its fuzzy sets from adapting the parameters of its
membership functions. The neuro-fuzzy method were compared with a neural
network method using a back-propagation algorithm, and with a maximum likelihood
method, a widely used standard method that yields the minimum total classification
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error for Gaussian distributions. The results show that the neuro-fuzzy method was
considerably more accurate than other methods on mixed composition areas such as
“bare soil” and “crop land”. These classes were classified in accuracy over 90%. The
neural network method’s accuracy was between that of the neuro-fuzzy and the
maximum likelihood methods for all the land cover classes. Thus, the neuro-fuzzy
model can be used to classify mixed composition areas such as the natural
environment of the Korean peninsula. This method was superior in the suppression of
classification errors for mixed land cover signatures.

The classified land cover information will be important when the results of the
classification are to be integrated into a Geographical Information System (GIS). The
classified information can be used for land use management, and for planning from
the detection of any changes. For future work, a refinement of the classification
algorithms for the whole system is needed.
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References

1. Benediktsson, J. A., Swain, P. H. and Ersoy, O. K.: Conjugate-gradient Neural Networks
in Classification of Multisource and Very-high-dimensional Remote Sensing Data. Int. J.
of Remote Sensing 14 (1993) 2883-2903

2. Gopal, S., Sklarew, D. M. and Lambin, E.: Fuzzy-neural Networks in Multi-temporal
Classification of Land-cover Change in the Sahel. Proc. of the DOSES Work-shop on New
Tools for Spatial Analysis (1994) 55-68

3. Gopal, S., Woodcock, C., Strahler, A.: Fuzzy Neural Network Classification of Global
Land Cover from a AVHRR Data Set. Remote Sensing of Environment 67 (1999) 230-243

4. Halgamuge, S. K., Glesner, M.: Neural Networks in Designing Fuzzy Systems for Real
World Applications. Fuzzy Sets and Systems 65 (1994) 1-12

5. Hara, Y., Atkins, R. G., Yueh, S. H., Shin, R. T. and Kong, J. A.:Application of Neural
Networks to Radar Image Classification. IEEE Tran. on Geosci. and Remote Sensing 32
(1994) 100-111

6. Lee, J., Weger, W. C., Sengupta, S. K., Welch, R. M.: Neural Network Approach to Cloud
Classification. IEEE Tran. on Geoscience and Remote Sensing 28 (1990) 846-855

7. Mather, P. M.: Computer Processing of Remotely Sensed Images. Chichester, Wiley (1997)

8. Peddle, D. R.: Empirical Comparison of Evidential Reasoning, Linear Discriminant
Analysis and Maximum Likelihood Algorithms for Land Cover Classification. Canadian
Journal of Remote Sensing 19 (1993) 31-44

9. Tzeng, Y. C., Chen, K. S., Kao, W. L., Fung, A. K.: Dynamic Learning Neural Network
for Remote Sensing Applications. IEEE Tran. on Geoscience and Remote Sensing 32
(1994) 1096-1103

10. Yoshida, T., Omatu, S.: Neural Network Applications to Land-cover Mapping. IEEE Tran.
on Geoscience and Remote Sensing 32 (1994) 1103-1109

11. Roger, R. E.: Sparse Inverse Covariance Matrices and Efficient Maximum Likelihood
Classification of Hyperspectral Data. Int. J. Remote Sensing 17 (1996) 589-613

12. Wasserman, P. D.: Neural Computing, Theory and Practice. New York: Vain Nostrand
Reinhold (1989)

13. Rumelhart, D.E., Hinton, G. E., Williams, R. J.: Learning Internal Representations by Error
Propagation. Parallel Distributed Processing, Cambridge, MA: MIT Press (1986) 318-362



Rough Set Approach to Sunspot Classification
Problem

Sinh Hoa Nguyen', Trung Thanh Nguyen?, and Hung Son Nguyen?

! Polish-Japanese Institute of Information Technology,
Koszykowa 86, 02-008, Warsaw, Poland
2 Department of Computer Science, University of Bath,
Bath BA2 7AY, United Kingdom
3 Institute of Mathematics, Warsaw University,
Banacha 2, 02-097 Warsaw, Poland

Abstract. This paper presents an application of hierarchical learning
method based rough set theory to the problem of sunspot classification
from satellite images. The Modified Zurich classification scheme [3] is
defined by a set of rules containing many complicated and unprecise
concepts, which cannot be determined directly from solar images. The
idea is to represent the domain knowledge by an ontology of concepts —
a treelike structure that describes the relationship between the target
concepts, intermediate concepts and attributes. We show that such on-
tology can be constructed by a decision tree algorithm and demonstrate
the proposed method on the data set containing sunspot extracted from
satellite images of solar disk.

Keywords: Hierarchical learning, rough sets, sunspot classification.

1 Introduction

Sunspots that appear as dark spots on the solar surface, have been the subject of
interest to astronomers and astrophysicists for many years. Sunspot observation,
analysis and classification form an important part in furthering knowledge about
the Sun, the solar weather, and its effect on earth [8]. Certain categories of
sunspot groups are associated with solar flares. Observatories around the world
track all visible sunspots in an effort to early detect flares. Sunspot recognition
and classification are currently manual and labor intensive processes which could
be automated if successfully learned by a machine.

Some initial attempts at automatic sunspot recognition and classification
were presented in [4]. Several learning algorithms were examined to investigate
the ability of machine learning in dealing with the problem of sunspot classifi-
cation. The experiment showed that it is very difficult to learn the classification
scheme using only visual properties as attributes. The main issue is that many
characteristics of sunspots can not be precisely determined from digital images.

To improve the classification accuracy we experimented with classification
learning in combination with clustering and layered learning methods. It was
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Fig. 1. Left: The SOHO/MDI satellite image of the solar disk, showing sunspots. Right:
the McIntosh Sunspot Classification Scheme. (Courtesy P.S. McIntosh, NOAA (1990).

concluded that one possible way of improving accuracy is to embed the domain
knowledge into the learning process. In previous papers we have considered the
case where domain knowledge was given in a form of concept ontology and have
presented a rough set and layered learning based method that successfully makes
use of such kind of domain knowledge [5] [7]. In this paper, that approach is
applied to the sunspot classification problem with an exception that the concept
ontology is mot given but constructed by a supervised learning method. The
proposed solution has been implemented and the experimental results show many
advantages in comparison with standard learning algorithms.

2 Sunspot Classification Schemes

Sunspots appear on the solar disk as individual spots or as a group of spots.
Larger and more developed spots have a dark interior called the umbra, sur-
rounded by a lighter area referred to as penumbra. Sunspots have strong mag-
netic fields. Bipolar spots have both magnetic polarities present, whereas unipo-
lar have only one. Within complex groups the leading spot may have one polarity
and the following spots the reverse, with intermediate a mixture of both. Sunspot
groups can have an infinite variety of formations and sizes, ranging from small
solo spots to giant groups of spots with complex structure. Despite such a diver-
sity of shapes and sizes astronomers have been able to define broad categories of
sunspot groups. Using the McIntosh Sunspot Classification Scheme [3] spots are
classified according to three descriptive codes. The first code is a modification
of the old Zurich scheme, with seven broad categories:
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Unipolar group with no penumbra, at start or end of spot group’s life
Bipolar group with penumbrae on any spots

Bipolar group with penumbra on one end of group, usually surrounding
largest of leader umbrae

: Bipolar group with penumbrae on spots at both ends of group, and with

longitudinal extent less than 10 arc seconds (120 000 km)
Bipolar group with penumbrae on spots at both ends of group, and with
longitudinal extent between 10 and 15 arc seconds

: Bipolar group with penumbrae on spots at both ends of group, and length

more than 15 arc seconds (above 180 000 km)
Unipolar group with penumbra. Principal spot is usually the remnant leader
spot of pre-existing bipolar groups

The second code describes the penumbra of the largest spot of the group and
the third code describes the compactness of the spots in the intermediate part
of the group [3]. Up to sixty classes of spots are covered, although not all code
combinations are used. A particular spot or group of spots may go through
a number of categories in their lifetime. Solar flares are usually associated with
large groups. When attempting automated classification the following issues need
to be considered:

1.

Interpreting classification rules: As only broad forms of classification
exist there is a large allowable margin in the interpretation of classification
rules. The same group may be assigned a different class depending on the
expert doing the classification. Observatories share information and cross-
check results regularly to form an opinion.

Individual spots and groups: Sunspot classification schemes classify sun-
spot groups not individual spots. When sunspots are extracted from digital
images they are treated as individual spots. Hence further information is
required to group spots together to form proper sunspot groups.

Dealing with groups migration: Sunspots have their own life-cycle and
migrate across the Sun’s surface. They start their life as small tiny spots
that usually continue to form pairs and evolve into groups. Once a group
attains its maximum size it starts to decay. As a result, a particular group
may change its class assignment several times during its lifetime. A reliable
method to keep track of those changes must be devised to correctly follow
a group during its lifetime. It may be difficult to decide exactly when the
change occurs. An individual image of a solar disk containing sunspots has
no information about their previous and future class. Moreover, as groups
approach the edge of the visible solar disk their shape appears compacted
making classification based solely on digital images difficult.

Availability of data: The average number of visible sunspots varies over
time, increasing and decreasing on average over 11.8 years. As each cycle
progresses sunspots gradually start to appear closer to the Sun’s equator
while forming larger and more complex groups. This creates an issue when
deciding on the input data range for a training dataset. For example by
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taking observations only from a short period at solar maximum, where there
are likely to be more sunspots groups class D, F/, F', an unbalanced training
sample may be obtained.

5. Quality of input data: For automatic recognition and classification sys-
tems to perform well they need a consistent set of high quality input images,
free of distortions and of fairly high resolution. Images should be taken from
one source and the same instrument to reduce the variability. Thus satellite
images are more suitable than photographs taken from the ground. Note
that some sunspots can be very small and may not be captured at all.

The automated sunspot classification system that we propose consist of two
modules: the image processing module and the classification module. The aim
of the former is to handle the input image, extracting spots and their proper-
ties. The classification module is responsible for predicting the spot’s class and
grouping them together.

Our current system is able to import digital images of solar disks from NASA
SOHO/MDI satellite, separate individual spots from their background using a
custom threshold function and extract their features to a text file to build a
matrix of instances and attributes. Such a flat-file can be imported to machine
learning tools (such as WEKA, RSES) for building a classifier. A future objective
would be to build a complete system whose input is an image and output are
sunspot groups marked and classified.

3 Learning Sunspot Classification

Data mining and machine learning techniques can help to find the set of rules that
govern classification and deal with the margin that exists for the interpretation
of sunspot classification rules. This is achieved by learning from actual data
and the past experience of expert human astronomers who have been classifying
sunspots manually for years.

The standard learning algorithms that used only visual properties to predict
classification scheme proved to be inadequate, especially for robust and accu-
rate daily prediction. To improve the classification accuracy, it is necessary to
embed the domain knowledge into the learning process. This paper presents
a learning method to sunspot classification based on rough sets and layered
learning approach. Layered learning [11] is an alternative approach to concept
approximation. Given a hierarchical concept decomposition, the main idea is to
synthesize a target concept gradually from simpler ones. One can imagine the
decomposition hierarchy as a treelike structure containing the target concept in
the root. A learning process is performed through the hierarchy, from leaves to
the root, layer by layer. At the lowest layer, basic concepts are approximated
using feature values available from a data set. At the next layer more complex
concepts are synthesized from basic concepts. This process is repeated for suc-
cessive layers until the target concept is achieved. In previous papers (see [6] [5])
we presented a hierarchical learning approach to concept approximation based
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on rough set theory. The proposition was performed with an assumption that
the concept ontology already exists. This assumption is not satisfied in the case
of sunspot classification problem. One of the main issues of this contribution is
the construction of concept ontology from the domain knowledge. Our solution
to sunspot classification problem consists of four main steps:

1. recognize single sunspots using image processing techniques and create de-
cision table describing their classification made by experts;

2. group daily sunspots into clusters and create decision table for those clusters;

create a concept ontology from the domain knowledge;

4. apply hierarchical learning method based on rough set theory to learn the
Zurich sunspot classification scheme.

bt

3.1 Sunspot Recognition and Data Preparation

The process of constructing the training dataset consisted of gathering data from
two sources: the NASA /SOHO website and the ARMaps pages from the Hawaii
University website. The method of sunspot recognition and extraction from dig-
ital images of solar disk was described in [4]. The resulting data set consists of
sunspots as objects, their visual properties (size, shape, etc.) as attributes and
the Zurich classification (made by experts from ARMaps) as the class label.

Attribute Selection: The features extracted by the image processing method
were shape descriptors describing the shape of single sunspots and information
about spot’s neighbours. The following sunspot features were extracted: z and
y coordinates of a spot center; area of a spot; perimeter length around a spot;
spot’s angle to the main axis; spot’s aspect ratio, compactness, and form factor;
spot’s feret’s diameter; spot’s circularity; count of how many neighbouring spots
are within a specified radii (nine radii were selected).

Data Preparation: The following manual classification process was repeated
for all training images: Found an ARMap that fitted the corresponding drawing
of detected sunspots using the date and the filename of a drawing. Looked at
the regions marked on the ARMap and matched them with the regions of spots
detected in the drawings. All regions on the ARMap were numbered - to be
annotated. All spots that fell within each identified region were selected. Since
each spot is numbered, it was possible to assign the ARMap region number
to those spots in the main flat file. All spots with an identical ARMap region
number were assigned the class of the ARMap region.

3.2 Sunspot Clustering

For each image, individual spots were grouped together using a simple hierarchi-
cal agglomerative clustering algorithm. The objective was to obtain groups which
closely matched real life sunspot groups. Three different methods were used and
compared: single-link, complete-link and group average [2]. The Euclidean dis-
tance was used to calculate the dissimilarity measure. The clustering process
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starts with all spots within a single image. Spots are then merged into groups
until the stop condition is triggered. The stop condition was based on the total
distance of all spots within a single cluster. If at any iteration that total distance
across all clusters exceeded a predefined threshold then the process is stopped
and groups produced.

3.3 Construction of the Concept Ontology

The main goal of sunspot classification problem is to classify recognised sunspots
into one of the seven classes {4, B,C,D,E,F,H}. After the clustering step,
the task is restricted to classification of sunspot groups. In our system, every
cluster is characterised by about 40 attributes. These attributes describe not
only properties of whole groups, but also features of the largest spots in a group.

In Section 1 we have presented the original sunspot classification scheme. This
scheme seems to be complicated but, in fact, the classification can be described
by some simpler concepts:

1. Magnetic type of groups: there are two possible types called unipolar
and bipolar;

2. Group span: a heliographical distance of two farthest spots in a group;
there are three spanning degrees, i.e., NULL (not applicable), small (less
than 10 h.degs. or 120000 km), large (more than 15 h.degs. or 180000 k)
and middle (between 10 h.degs and 15 h.degs.);

3. Penumbra type of the leading spot: there are four possible types called
no penumbra, rudimentary, asymmetric, and symmetric;

4. Penumbra size of the leading spot: there are two possible values small
(less than 2,5 h.degs. or 30000km), and large (more than 2,5 h.degs.);

5. Distribution of spots inside a group: there are four possible values called
single, open, intermediate, and compact.

If we consider all situations described by those five concepts, one can see
that there are 60 possible situations only. Every situation is characterized by
those concepts (which can be treated as attributes) and can be labeled by one
of seven letters {A, B,C,D,E,F,H}, accordingly to the Zurich classification
scheme. Therefore we have a decision table with 60 objects, 5 attributes, 7 deci-
sion classes. The idea is to create a decision tree for the described above decision
table. The resulting tree computed by the decision tree induction method, which
is implemented in Weka [14] as J48 classifier, is presented in Figure 2.

This decision tree leads the following observations, which are very useful for
concept decomposition process: (1) Classes D, E and F are similar on almost all
attributes except attribute group span; (2) Classes A, H have similar magnetic
type (both are unipolar), but they are discerned by the attribute penumbra
type; (3) Classes B, C have similar magnetic type (both are bipolar), but they
are discerned by the attribute penumbra size.

The final concept ontology of target concept has been build from those ob-
servations. Figure 3 presents the main part of this ontology which was created
by including the following additional concepts to the decision tree in Fig. 2:
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Fig. 3. The concept hierarchy for sunspot classification problem

— Group AHBC?: does a sunspot cluster belong to one of classes A, B,C, H?

— Group DEF7?: does a sunspot cluster belong to one of classes D, E, F'?

— AHBC-DEF: the classification distinguishing {A, B,C, H} and {D, E, F'};

— A-H-B-C-DEF: the classification that groups classes D, E, F' together;

— A-H-B-C-D-EF: the classification that groups classes F, F' together;

— D-EF, E-DF, F-DE: classification problems that distinguish one class from
the rest for three decision classes D, F, F';

— target classes: what is the label of a sunspot cluster?

The synthesis process is performed through the concept hierarchy, from leaves
to the root as it has been presented in [5]. The learning algorithm, for every node
N of the concept hierarchy, produces the rough membership function for every
decision class that occurs in V. Later, the extracted membership functions are
used as attributes to construct the rough membership function for those concepts
occurring in the next level of the hierarchy.

We have shown that rough membership function can be induced by many
classifiers, e.g., k-NN, decision tree or decision rule set. The problem is to chose
the proper type of classifiers for every node of the hierarchy. In experiments with
sunspot classification, we have applied the rule based classification algorithm and
the modified nearest neighbor algorithms that were implemented in RSES [13].
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4 The Results of Experiments

In previous paper, we have performed some experiments with classification of
single sunspots. The prepared data set contains 2589 sun spots (objects) ex-
tracted from 89 daily images of solar disk (from Sep 2001 to Nov 2001). Each
object was described by 20 attributes and labeled by one of the decision class
A,B,C,D,E,F H.

In this paper we consider a temporal testing model where the training data
set contains those spots that occur within first two months, i.e., from Sep. 2001
to Oct. 2001, and the testing data set contains those spots that occur in the
last month, i.e., in Nov. 2001. Classification accuracies of standard learning al-
gorithms for such data sets are very poor and oscillate about 38%. Applying the
proposed method one can improve the classification accuracy.

4.1 Sunspot Clustering

Because most real life sunspot groups are either compact or elongated it was
difficult to choose between the single-link and complete-link method. Complete-
link method produced more compact clusters but failed to uncover elongated
groups correctly. Single-link method, on the other hand, suffered from clustering
too many distinct groups together. The group average method was also used but
the results obtained were not as good as the complete-link method, which proved
to be the best compromise for the given data. It produced many compact but
correct groups contained within larger elongated groups instead of small number
of large but incorrect elongated groups.

Since sunspot groups have dimension limits the sum of all spot distances
within a cluster was used for a stopping condition. If a diameter of a cluster
grows too large the clustering process is stopped. The experiments were made to
obtain the best threshold value. A performance measure used for obtaining the
best threshold value was a cluster purity measure. For each cluster produced by
the clustering algorithm a comparison was made with the reference cluster to
identify how many spots were in fact correctly grouped. A 100% pure cluster is
the cluster which had all the spots correctly grouped. So to find the best threshold
value for the dataset the cluster purity measure was calculated for each cluster
and the average obtained for the whole dataset for every threshold value. The
threshold value which produced the best average was ultimately chosen.

4.2 Classification of Sunspot Clusters

For each daily image of solar disk in the three month period from September 2001
to November 2001, we have applied the sunspot recognition algorithm and the
described above clustering algorithm to extracted sunspots. Total of 494 sunspot
clusters were obtained. The train set (obtained from September and October
2001) consists of 366 clusters, while the test set (November 2001) contains 128
sunspot clusters. The distribution of decision classes in training and testing data
is presented in Table 1.
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Table 1. The distribution of decision classes on training and test data sets

Zurich’s classes
Train/Test table No of obj. A B C D E F H

Train set 366 0,8% 2,2% 9,6% 30,6% 19,7% 21,9% 15,3%
Test set 128 0% 1,6% 7,8% 36,7% 18,8% 18% 17,2%
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Fig. 4. Left: The classification accuracy of standard and layered method for some con-
cepts in the ontology presented in Fig. 3. Right: the classification accuracy of standard
and layered method for particular decision classes.

We have performed some experiments with learning the sunspot classification
to compare accuracy of two methods, i.e., the standard rule based method and
the proposed method based on layered learning idea. Experimental results are
shown in Figure 4. A considerable improvement was obtained by applying the
proposed method based on rough sets and layered learning approach compared to
standard methods. The highest improvements were achieved for classes C' and
H that were recognized by the layered learning method with 100% accuracy,
see Fig. 4 (right). Classes A and B were too small to be evaluated. Also, the
accuracy of the recognition problem: “whether a cluster belongs to one of three
classes D, E, F” was very high (about 98%). The main problem here was how to
separate those three classes. The decision tree presented in Fig. 2 suggests that
these classes can be separated by the cluster span. Unfortunately, our clustering
algorithm tends to form smaller groups compared to the real ones. Therefore
some large clusters may have been divided into a few smaller ones, and this
could have been the reason for low classification accuracy of classes D, E, F.

5 Conclusions

We have demonstrated that automated classification of sunspots is possible and
the results show that higher accuracy can be achieved through a layered learning
approach and sunspot clustering. In future work we are planning to improve
the image processing module to extract additional attributes and enriching the
training dataset with new examples. These changes should help to improve the
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accuracy of classification further and address some of the shortcomings in the
current training data. We are also planing to improve clustering algorithms to
increase the classification quality of three classes D, E, F.
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Abstract. Automatic pattern segmentation of jacquard images is a
challenging task for jacquard pattern analysis. In this paper, the phase
field model was introduced to extract specific pattern structures within
jacquard images. A novel fuzzy optimization method, namely, Multi-
start Fuzzy Optimization Method (MSFOM) was proposed for numeri-
cal solving of the phase field model. The proposed method was a hybrid
algorithm combining fuzzy logic and genetic algorithms, which was able
to find global minimum of the phase field model with low computational
cost. Experimental results on synthetic and jacquard images demonstrate
the efficacy of the proposed method.

1 Introduction

Jacquard images are fabric images which contain elaborately figured designs
with geometic motifs [1]. Simple geometic motifs include such stylized flowerlike
figures as crescents, stars, rosettes, and leaves. More complex geometic motifs
combine elements such as gracefully curving and intertwined geometric patterns.
Jacquard images differ from traditional fabric images in that they contain many
serpentine curves, regular or irregular geometric shapes, symmetrical or unsym-
metrical patterns [2]. Fig. 1 shows some examples of jacquard images.
Traditional fabric images have regular periodic texture patterns produced
during manufacturing. Hence, the segmentation process of such images can be
formulated as a texture classification problem. To achieve that, autocorrelation
function, local integration and gray level difference method have been used to ex-
tract statistical texture features for fabric segmentation [3,4]. However, the above
fabric segmentation algorithms have difficulty in capturing complex structure of
visual features, such as the complex contours of jacquard patterns. Actually,
poor image quality, low contrast, and complex nature of the shapes of jacquard
patterns may lead to poor accuracy or robustness of existing segmentation algo-
rithms for jacquard images. Active contour models [5,6] are more widely adopted
approaches for pattern contour extraction, which are usually constructed by a
series of connected curves conforming to the object’s boundary under internal
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Fig. 1. Examples of jacquard images

and external forces. However, in a jacquard image, consistently strong edge in-
formation is not always presented along the entire boundary of the contours to
be segmented. Moreover, if the available jacquard image is heavily corrupted by
noise, the performance of the active contour models is often inadequate.

Phase field models [7,8,9,10] are commonly used methods for complex pattern
segmentation, which are more immune to noise than the active contour models.
The phase field models provide a well-established framework for the mathemat-
ical description of free boundary problems of phase transitions [7]. The diffuse
interface is represented by the level sets of a function, called order parameter
or phase field, which identifies the phases at particular points in space and time
[8,9]. The evolution of the order parameter is described by non-linear parabolic
differential equations and can be obtained by minimizing a suitable, non-convex
total free energy [9]. The phase field models allow topological changes of the
interface, and they have attracted a lot of interest in the field of nonlinear analy-
sis for many years [10]. Gajewski et al. [11] regarded an image as binary grey
alloy of a black and a white component, and used a nonlocal phase separation
model to describe the task of image segmentation. The phase field models can
also be viewed as physically motivated level set methods. Instead of choosing an
artificial smoothing function for the interface in level set method, the phase field
model describes the interface by a mixing energy. Benes et al. [12] presented an
algorithm of image segmentation based on the level set solution of phase field
equation. The approach can be understood as a regularization of the level set
motion by means of curvature, where a special forcing term is imposed to en-
force the initial level set closely surrounding the curves of patterns with different
shapes.

Since the introduction of the theory of fuzzy logic by Zadeh [13], many differ-
ent applications of this fuzzy theory have been developed. Of all these applica-
tions, the concept of fuzzy logic is adopted to describe some uncertain properties
in an analysis. Rao et al. [14] applied these concepts to a static finite element
analysis. In this paper, we propose a fuzzy-based optimization method to solve
the phase field model on piecewise linear finite element spaces. Experimental
results show that the proposed method works well on extraction of complex pat-
terns of jacquard images with good accuracy, and can significantly improve the
integrity of segmentation performance.

The rest of this paper is organized as follows. Section 2 describes the phase
field model for segmentation. Section 3 is devoted to discussing the implemen-
tation of the proposed method. Some experimental results and evaluations are
presented in Section 4. Finally, we give a brief conclusion of this research.
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2 Phase Field Model for Segmentation

Image Segmentation is an important technique applied in image processing to
identify the objects in an image. In some sense, image segmentation involves
the recovery of the structure of interest in an image domain, such as pattern
contours or detailed edges. Traditionally, phase transitions for the task of im-
age segmentation can be expressed mathematically by free boundary problems,
where the interface between regions of different phases is represented by a sharp
surface of zero thickness [12].

Let £2 C R? be a bounded open set and g € L>(§2) represent the original
image intensity. The function g has discontinuities that represent the contours
of objects in an image. Let u = u(x,t) € R be an image field, which stands for
the state of the image system at the position z € (2 and the time ¢ > 0 , and
K be the set of discontinuity points of v . Here, we assume that our image field
has two stable states corresponding to v = 4+1 and u = —1. In this case, the
phase-field energy of the image system is often given as follows:

Ee(u, K) = / (g(W(Vu(ff)))2 + 1F(U(fﬂ)))d$ (1)
O\K 2 €
where F(u) = (u? — 1)?/4 is a double well potential with wells at —1 and +1
(i.e., a non-negative function vanishing only at —1 and +1). Here, the value u(x)
can be interpreted as a phase field (or order parameter), which is related to the
structure of the pixel in such a way that u(x) = 41 corresponds to one of the two
phases and u(z) = —1 corresponds to the other. The set of discontinuity points
of u parameterizes the interface between the two phases in the corresponding
configuration and is denoted by a closed set K.

¥ is a positive function satisfying ¥(p’) = | P |¥(P/|P) , which specifies the
anisotropy of the diffuse interface, and helps determine the magnitude of that
interfacial energy. If ¥ is isotropic (i.e. ¥(™) = 1 ) for every unit vector T
then the gradient flow for E. in the L? inner product with mobility i produces
solutions to the Allen-Cahn equation [15]

9

uy = Au — 612 F'(u),uo =g (2)

and these solutions converge to motion by weighted mean curvature as € goes to
Zero.

Heuristically, we expect solutions to Eq. (1) to be smooth and close to the
image g at places x ¢ K , and K constitutes edges of the image. To show existence
of solutions to Eq. (1), a weak formulation was proposed by De Giorgi et al. [16]
by setting K = S, (the jumps set of ) and minimizing only over u € GSBV, the
space of functions of bounded variation. We recall some definitions and properties
concerning functions with bounded variation.

Definition 1. Let u € L'(§2; R%). We say that u is a function with bounded
variation in 2 , and we write u € BV (2; R?) , if the distributional derivative
Du of u is a vector-valued measure on §2 with finite total variation.
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Definition 2. Let u € L'(£2; R?) be a Borel function. Let x € 2 , we define
the approximate upper and lower limits of w as y — x , and abbreviate the
approzimate limit to 'ap — lim’.

ap — lim sup u(y) = inf{t : {u > t} has density 0 in x}

Yy—x

ap — lim inf u(y) = sup{t : {u >t} has density 1 in x}
Yy—x

We define u™(z) = ap — lim sup u(y) and v~ (x) = ap — lim inf u(y) , and
Yy—x

Yy—x

say that u is approximately continuous at z if u™(z) = w~(z). In this case,
we denote the common value by u(z) . Finally, we define the jump set of u by
Sy = {x € 2 :u(zx) does not exist } , so that u(x) is defined on 2\, .

Proposition 1. Ifu € BV (§2), then S, turns out to be countably (H*, 1) recti-
fiable, i.e.,S, = NU ('UN K;) , where HY(N) =0, and each K; is a compact set
1€

contained in a C'—hypersurface.

Definition 3. Let u € BV (R2). We define three measures D%u, Diu and Du
as follows. By the Radon-Nikodym theorem, we set Du = D%u+ D*u where D%u
1s the absolutely continuous part of Du , D*u is the singular part of Du . D®u
can be further decomposed into the part supported on S, (the jump part Diu )
and the rest (the Cantor part D°u ): Diu = D*ulg, and D°u = D*u|p\g, -
Thus, we can then write Du = D% + Du + Du .

Definition 4. A function u € L'(82; R?) is a special function of bounded varia-
tion on §2 if its distributional derivative can be written as Du = fL, +gH" !k
where f € L*(2; R?) , K is a set of o—finite Hausdorff measure, and g belongs
tou € L'(§2; R?) . The space of special functions of bounded variation is denoted
by SBV (£2).

Definition 5. A function u € L'(§2; R?) is a generalized function of bounded
variation on (2 , if for each T > 0 the truncated function ur = (=T)V (T A u)
belongs to SBV (£2) . The space of these functions will be denoted by GSBV ({2).

Proposition 2. Every u € GSBV(£2) N L},.(£2) has an approzimate gradient

Vu(z) for a.e. x € 2, and a countably (H',1) rectifiable discontinuity set S, .
Moreover, Vur, — Vu a.e. in 2, H'(S,,) — H'(Sy,), as k — oo.

De Giorgi et al. [16] proved that

Theorem 1. Let 2 be an open subset of R* and let {ux} be a sequence in
GSBV (£2). Suppose that there exists p € [1,00) and a constant C' such that

€ , 1
/Q\K (2(!17(Vu(33))) + EF(u(aj)))dm < C < +00 3)

for every k . Then there exists a subsequence and a function u € GSBV({2) N
L2(02) such that

ug(z) — u(x) a.e. in 2,

Vug — Vu weakly in L?(£2; R?) ,

H(S,) < lkimj_anl(S“’“) .
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By theorem 1, we can give the weak formulation of the original problem (1)
as follows:

E(u,K) = E(u, Sy) (4)

and easily prove that minimizers of the weak problem (4) are minimizers of
the original problem (1). However, from a numerical point of view, it is not
easy to compute a minimizer for Eq. (4), due to the term H'(S,) , and to the
fact that this functional is not lower-semicontinuous with respect to S,. It is
natural to try to approximate Eq. (2) by simpler functionals defined on GSBV
spaces. Ambrosio and Tortorelli [17] showed that Eq. (4) can be approximated
by a sequence of elliptic functionals which are numerically more tractable. The
approximation takes place in the sense of the I'— convergence.

The theory of I'— convergence, introduced by De Giorgi et al. [16], is de-
signed to approximate a variational problem by a sequence of regularized vari-
ational problems which can be solved numerically by finite difference/finite ele-
ment methods.

Definition 6. Let X be a metric space, let {Fy} be a sequence of functions
defined in X with values in R . Let us set

I'—liminf Fy(u) := inf {limj_nf Fy(ug) : {ug} — u},

k—-+o00 ur—u | k

I'—limsup Fy(u) := inf {limsup Fy(ug) : {ug} — u}

k—+o0 Uk =% ( k—+o0
If r- lkim+iank(u) = I'—limsup Fj(u) = F(u) for all u € X , we say that
—oo k——o00

F is the I'— limit of {Fy} , and we write F(u) = I'— k:hrf Fr(u) .

In this paper, we consider numerical approximation of the phase-field model,
in the sense of I'— convergence, by a sequence of discrete models defined on
finite elements spaces over structured and adaptive triangulation.

Let 2 = (0,1) x (0,1) , let T.(£2) be the triangulations and let ¢ denote
the greatest length of the edges in the triangulations. Moreover let V_(£2) be
the finite element space of piecewise affine functions on the mesh 7_(§2) and let
{T.,} be a sequence of triangulations with £; — 0.

Modica [18] proved that

Theorem 2. Let BVC(2) = {¢p € BV(2) : ¥(2) C {-1,+1}}, and let
W : R — [0,+00) be a continuous function such that {z € R : W(z) = 0} =
{=1,41}, and c1(|z]” = 1) < W (2) < co(|z|T + 1) for every z € R, withy > 2 .
Then, the discrete functionals

By - { e GOVur(@) + L Plur(@))do.u € V(2).T € T.(@)
400, otherwise

I'— converge as € — 0 to the functional E(u) = ¢o [, P(u)dx for every Lipschitz
set £2 and every function u € L}, .(R?), where co = f_ll V' F(u)du, and

[ HYS.),u € BVC(Q)
P(u) = {+oo,0therwise

(6)
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3 Segmentation Method Using Fuzzy Optimization
Technology

In order to arrive at the joint minimum (u,T) of Eq. (5), we propose a novel
numerical method to implement the solving of Eq. (5). The numerical method
for the task of segmentation is summarized as follows:

1. Initialize iteration index: j « 0,

2. Set initial €; and u;,

3. Generate the adapted triangulation 7, by the mesh adaptation algorithm,
according to uj,

Minimize E (u;) on the triangulation 7., by the MSFOM algorithm,
Update the current index: j «— j + 1,

Generate a new €3,

If |e; —ej_1]| > p , return to Step 3. Otherwise, goto Step 8,

Stop.

®© N o

In the above method, a scheme for the mesh adaptation is first enforced
to refine and reorganize a triangular mesh to characterize the essential con-
tour structures of jacquard patterns. Then, the MSFOM algorithm is applied
to find the absolute minimum of the discrete version of the functional at each
iteration.

Fuzzy Optimization Method (FOM) is a modified version of the steepest
descent method (SDM), in which searching direction vector at nth step is con-
structed by use of convex conjugation between (n-1)th searching direction vector
and nth searching direction vector used in SDM [19,20]. The coefficient of con-
vex conjugation is computed by use of stochastic fuzzy estimation based on data
resulting from (n-1)th and (n-2)th searching direction vectors. Originally, FOM
is invented as a local minimizer search algorithm. In order to look for a global
minimizer, Multi-start Fuzzy Optimization Method (MSFOM), which is a hy-
brid algorithm with FOM and Genetic Algorithms (GAs), has been developed
on the basis of FOM. GAs is used to scatter the set of quasi-local maximizers,
i.e., restarting points to the next down-hill procedure, into much higher positions
and to let the set of quasi-local maximizers escape completely from the hole. The
three fundamental functions in GAs play an important role in the following way:
the selection operation in GAs aids the complete climb up to the summits of
the target manifold or cross the ridge. The cross over and mutation operations
contribute to the optimal rearrangement of the set of restarting initial points.

Let us define operators F, M and R as follows.

e [F': Algorithm due to Fuzzy Optimization Method. This procedure is a down-
hill process on the cost manifold.

e M : Mountain crossing algorithm. This procedure is a up-hill process on the
cost manifold.

e R: Rearrangement algorithm by GAs. In this procedure, starting points for
the next down-hill process are rearranged by use of GAs.
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Then, the algorithm of Multi-start FOM is summarized as follows:

1. Give an initial population W° of E.(u)(the set of searchers),

2. Evaluate W9 | and compute U™ := FW™ (the set of local minimizers ob-
tained),
3. Compute V™ := MU™ (the set of quasi-local maximizers obtained),

>~

. Compute W™ := RV™ (the set of rearranged searchers),
5. Increase generation number n := n + 1 and repeat steps from 2 to 4 until
the generation number n is beyond the preset one.

The computational complexity of the proposed method can be estimated
by studying the underlying two algorithms, e.g., the mesh adaptation algorithm
and the MSFOM algorithm. Since the mesh adaptation algorithm is a linear-time
algorithm, the overall computational complexity is dominated by the MSFOM
algorithm, which is O[n?(n — 1)].

4 Experimental Results

In this section, we applied the proposed method to some experimental appli-
cations to evaluate its effectiveness. We carried out segmentation experiments
on some synthetic and real jacquard images. Fig. 2 illustrated the segmentation
results of two synthetic images by applying the method. Fig. 2(a)-(b) gived
two synthetic images with different shapes respectively. After 8 mesh adap-
tation processes, the final foreground meshes of Fig. 2(a)-(b) were shown in
Fig. 2(c)- (d).

(a) (b)

Fig. 2. Segmentation of synthetic images. (a)-(b) synthetic images. (c)-(d) final fore-
ground meshes.

We also conducted experiments on several real jacquard images. Fig. 3 illus-
trated segmentation results of three jacquard images using the proposed method.
Fig. 3(a)-(c) gived original jacquard images. Fig. 3(d)-(f) and Fig. 3(g)-(i) showed
nodes of Delaunay triangulation and the final foreground meshes of Fig. 3(a)-(c)
after 8 mesh adaptation processes. The segmented edge sets of Fig. 3(a)-(c) were
shown in Fig. 3(j)-(1).

The following experiments were designed for comparing accuracy and effi-
ciency of the proposed method with a popular level set method for Allen-Cahn
model, i.e., Benes et al.’s method [12]. We adopted two indirect measures to
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D

R
&7z )

Fig. 3. Segmentation results of three jacquard images. (a)-(c): original images, (d)-(f):
nodes of Delaunay triangulation, (g)-(i): final foreground meshes, (j)-(1): segmented
edge sets.

evaluate the objective performance of fine image segmentation: the number of
segmented regions, and the mean square error (MSE) between the original im-
age and the segmented image. Since MSE represented the degree of segmented
region homogeneity for a given number of regions, it could be used as an indirect
measure of segmentation efficiency if we considered the number of regions simul-
taneously. The segmentation results in Table 1 demonstrated that the proposed
method improved the fine segmentation performance since it produced better
objective segmentation quality in terms of MSE even with a smaller number of
regions compared with the Benes et al.’s method.
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Table 1. Number of regions and MSE comparison between the Benes et al.’s method
and the proposed method

5

Benes et al.’s method Proposed method
Number of regions MSE Number of regions MSE
Fig.2 (a) 459 34.25 402 28.17
Fig.2 (b) 620 53.32 540 41.28
Fig.2 (c) 507 41.65 457 32.58
Conclusions

In this paper, we presented a novel segmentation method for jacquard images
which is based on fuzzy optimization technology. In this method, multi-start
fuzzy optimization algorithm is applied to find the minimum of discrete phase
field model. Future work would look into learning patterns of variability from a
training set and exploiting prior knowledge to provide more robust and accurate
results.
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Abstract. The Unpredictability Measure computation algorithm ap-
plied to psychoacoustic model-based broadband noise attenuation is dis-
cussed. A learning decision algorithm based on a neural network is em-
ployed for determining audio signal useful components acting as maskers
of the spectral components classified as noise. An iterative algorithm
for calculating the sound masking pattern is presented. The routines for
precise extraction of sinusoidal components from sound spectrum were
examined, such as estimation of pitch variations in the optical track
audio affected by parasitic frequency modulation. The results obtained
employing proposed intelligent signal processing algorithms will be pre-
sented and discussed in the paper.

1 Introduction

An approach of spectral subtraction, employing perceptual filtering driven by an
intelligent algorithm, used for signal enhancement is presented in this paper. A
neural network is a main part of the decision system employed to classify noisy
patterns (see [11] for more details). The idea of applying psychoacoustic funda-
mentals for signal enhancements in terms of perceptual filtering was also demon-
strated by others [8]. Number of methods related to noise reduction problem have
been proposed, among which Wiener and Kalman adaptive filtration, or spectral
subtraction belong to the most frequently applied [4]. However, these methods
do not take into account some subjective proprieties of human auditory sys-
tem [5] successfully exploited in some audio coding standards [2,3]. Additionally,
adaptive noise reduction (Wiener and Kalman) suffers from several drawbacks
such as: computational complexity, problems in estimation of filter parameters
and slow convergence of parameters, which in case of dynamically varying sig-
nals (music) result in significant distortions [24,28,25,26]. Spectral subtraction
techniques, which are computationally efficient and do not face slow convergence
problems, are far more popular in acoustic noise reduction [27]. However, these
methods may suffer from artifacts produced by non-ideal estimation of signal
and noise estimation in the frequency domain. Both adaptive and spectral sub-
traction do not employ proprieties of sinusoidal components versus components
with chaotic phase in the signal’s and noise parameters estimation.

D. Slezak et al. (Eds.): RSFDGrC 2005, LNAI 3642, pp. 283-293, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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As it was reported in earlier work [7], employing human auditory system models
for parasite noise reduction may be very effective. Application of precise sound
perception modeling appears to be necessary for this task and as discussed in
[10], it requires implementation of a complex psychoacoustic model [6] rather
than the simplified one exploited in the MPEG standard [3].

Another problem related to archive audio recorded in optical tracks is para-
sitic frequency modulation originated from motor speed fluctuations, tape dam-
ages and inappropriate editing techniques. This kind of distortion is usually de-
fined as wow or flutter, or modulation noise (depending on the frequency range
of the parasitic modulation frequency). As particularly wow leads to undesirable
changes of all of the sound frequency components, sinusoidal sound analysis orig-
inally proposed by McAulay and Quatieri [12] was found to be very useful in the
defects evaluation. In such approach tracks depicting tonal components changes
are processed to obtain precise wow characteristics [13,14,15,16,17]. Notwith-
standing all of the cited proposals there is still a need for further algorithmic
approach to the wow restoration as it can be very complex sharing periodic or
accidental nature. Therefore this paper, similarly as the previous one [16] ad-
dresses the problem of wow extraction, however in this case also employing soft
computing.

2 Noise Removal Algorithm

The masking phenomena are fundamental for contemporary audio coding stan-
dards [2,3], although it can be also exploited in noise reduction [7,10]. More
detailed information on psychoacoustics principles of signal processing can be
found in abundant literature [5,6,9] also including our papers [7,10,11].
Significant role in the psychoacoustic modeling play tonality descriptors of
spectral components. The tonality may be represented by the Unpredictability
Measure parameter [1] used for calculation of the masking offset. Masking offset
for the excitation of b, Barks at frequency of b, Barks is given by the formula:

Oz = af, - (14.5 + bark(z)) + (1 — a}) - 5.5 (1)

The tonality index «f, of the excitation of b, Barks is assumed to be directly
related to the Unpredictability Measure parameter (af, = c!), where ¢}, is calcu-
lated in the following way:

. \/(TZ cos Pl — 7t - cosPL)2 + (vl - sin @, — 7L - sin Pl )2 )
Cp = ~ 2
b+ I
for rf denoting spectral magnitude and &} denoting phase, both at time ¢ ,
while 7, and ®! represent the predicted values of @} , and are referred to the
past information (calculated for two previous signal sample frames):

{ 2 rtk;11+ (Tz_tl 3 TZ_j)Q {m B 27«2211_ ri‘tz 2 3)
D =P + (D, —P) D}, =207 — By
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Thus, based on the literature [6], the masking threshold of the Basilar membrane
T , stimulated by the single excitation of b, Barks and of magnitude equal to
Sy is calculated with regard to:

Tpp = ;- 10700 Cemb)/1070ie 0 p, <y A
Tj .= Sj . 10—82‘([7‘7‘—[71‘,)/10—0‘]'71‘,7 bx > bj ( )

where 5;,5; are magnitudes related to excitations b;,b; and global masking
threshold is obtained by summing up all of individual excitations.

2.1 Perceptual Noise Reduction System

In the perceptual noise reduction system (Fig. 1), published first at the KES’2004
conference [11], it is assumed that noise is of additive type. Spectral represen-
tation of the disturbance is calculated with regard to spectral subtraction tech-
niques [4].

Because noise suppression in this approach is based on masking some spectral
components of the disturbing noise, it is necessary to determine which compo-
nents should be masked and which should act as maskers. For this reason, so
called rough estimate Xref (jw) of the clean signal’s spectrum is obtained with
accordance to spectral subtraction method [4] based on the iterative algorithm
represented by the Noise Masking block in Fig. 1.

The proposed algorithm [7,10] has been recently improved and extended with
a learning decision algorithm. The new Decision System module [11] containing
a neural network is responsible for determining which components are going to
be treated as maskers U (useful components), and which represent distortions
and are going to be masked D (useless components). The basic classification
(without neural network application described in Sect. 4) can be carried out on
the basis of the following expressions:

U={X" |XI) >1r Alvi| >TY,1<i<N/2} (5)

Spectrurm of the - A
corrupted signal

Yijery
» PRELIMINARY

Rough estimation STCGNAT, ‘—\_"JL
of the ESTINMATION
signal .
_,;-n:l",‘_llf...}..J Fijer) Moise estimate
PERCEPTU I FILTER
T Y T T . Z25
H Usefulf components i
Lifjea)
DECISION SYSTEM NOISE Njery
D jer ),__ MASKING {Reconstructed
Useless

isignal
& components !

W Psychoacoustic model

Fig. 1. General lay-out of noise reduction system
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D={Y; X <7/ Vv <TY,1<i<N/2} (6)

where 7 denotes spectrum component indexes, U and D are sets containing useful
and useless information. T77¢f is the masking threshold caused by the presence
of Xref (jw), and TY is the masking threshold of the input signal: Y7/ (jw).
Lowering of the masking threshold preserves more noise of the input signal,
so the influence of the reconstruction filter is significantly smaller than it is in
case of the uplifting method, giving less distorted output signal. Modified global
masking threshold T/ at barks can be calculated with regard to formula:

= N T+ > T+ > Tiat > T (7)

JeEUL () JEDL(x) 1€UH (x) i€Dy (x)

where Tf . and TJB , represent new masking thresholds, caused by reduced sin-
gle excitations and ( is vector containing reduction factor values for the noisy
components. Ur(z) and Ug(z) (similarly Dr(x) and D (z)) denote subset of
U (or subset of D ) containing elements with frequencies lower or equal (L) to b,
barks, and frequencies higher than b, barks (H).

Since values of § may differ for the elements of D, and changing each value
affects Tf , thus it is impractical to calculate all reducing factor values directly.
For this reason sub-optimal iterative algorithm was implemented [11].

2.2 Unpredictability Measure Application

Calculation of the masking offset, described by (1) plays a significant role in
the masking threshold calculation. In noisy signals, tonal components that are
occurring just above the noise floor, may be not very well represented by the
Unpredictability Measure (UM) parameter due to the strong influence of the
noisy content. A practical solution to this problem is extending time domain
resolution, by increasing overlap of the frames used only for unpredictability
calculation. Standard Unpredictability Measure (2-3) refers to the fragment of
the signal represented by 3 consecutive frames, i.e. beginning of this fragment
( Tstart) is at the beginning of the frame with ¢ — 2 index and the end of the
fragment (Tsiqr: ) is at the end of frame with t index, with accordance to (3).
Consequently, the same fragment is divided into N equally spaced frames, so
that the improved UM can be expressed as:

o
o= N 9 Z Ck (8)

) dz‘st((fz ,dst NCS) o
where G = L n
* IR
e e D
S4m "1 t"—1 trt—2 n £ —1 " —2
B =0 (@ ) B =20~ 0
(10)
while Tspare < 1" —2 < " — 1 < " < Tg,p and ¢, = &.. Additionally, classi-
fication of the spectrum components in non-linear spectral subtraction, can be
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extended by some psychoacoustic parameters, i.e. the tonality description values.
By analyzing time-frequency domain behavior of the UM vectors calculated for
each frame, it is easy to spot tracks representing harmonic content of the signal.
Basing on this observation, artificial neural network was deployed as the decision
system for classifying, ¢} patterns. A set of training data was obtained from the
noise fragment and from the noisy signal - ¢i™ vectors of the noise represented
useless components, while those obtained from the noisy input signal, classified
as useful components with standard spectral subtraction algorithm, represented
patterns of the useful signal. A three-layer neural network of the feed-forward
type was used in the experiments. Its structure was defined as follows:

e Number of neurons in the initial layer is equal to the number of elements in
the feature vector

e Number of neurons in the hidden layer is equal to the number of neurons in
the initial layer

e Output layer contained one neuron in the output neurons in the initial and
the output layers have log-sigmoid transfer functions, while neurons in the
hidden layer have tan-sigmoid transfer functions.The weights and biases,
were updated during the training process, according to Levenberg-Marquardt
optimization method. A method of controlling the generalization process
was also used. Such an approach is very effective for recovering sinusoidal
components, however it does not significantly improve recovery of non-tonal
components. Therefore it should be considered as an extension to the spectral
subtraction decision process. The algorithm was verified experimentally (the
results are discussed in Sect. 4).

3 Parasitic Modulation Compensating Algorithm

The proposed algorithm (presented in Fig.2) for wow defect evaluation is to
estimate the pitch variation function p,,(n) from the contaminated (wow) input
signal x,,(n) [23]. The first stage of the algorithm, depicted as STFT in Fig.2,
results in a time-frequency representation of the input signal. The distorted input
signal, initially divided into time-frames (with an appropriate overlapping) is
windowed with the Hamming window for better side-lobe suppression. To gain
frequency resolution the windowed signal is zero-padded and then it is packed
into the buffer for a zero phase spectrum [18]. Finally, Discrete Fourier Transform
(DFT) is evaluated for every time-frame buffer to obtain the time-frequency
representation.

Tonal Tonal PVC
X, () P> sTFT |-9p»{ Components |l Components [Pl Generation > p.(n)
N Detecti Tracking . P
distorted ctection racking pitch variation curve
sound sample

Xkt /1 TPyli, j1 FTTk, j] RTEk, J]

Fig. 2. Block diagram of wow estimation process
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Fig. 3. Structure of the Tonal Components Detection Block

The next stage of the algorithm (presented in Fig.3) is to detect tonal compo-
nents of the signal. In the first step candidates for tonal components are detected
as local maxima (peaks) of a magnitude spectrum stored in X g7 pr. Since these
peaks result either form the main-lobes or the side-lobes of the spectral compo-
nents it is necessary to exclude the latter ones. It also essential to reject the peaks
resulting from localized noise [23]. This task has to be performed according to
an appropriate criterion. The most intuitive, an amplitude threshold, recognizes
component as a tonal peak when its amplitude is above the certain threshold.
As this criterion suffers from many drawbacks other criteria for peak validation
have been proposed [19,20,23]. Nevertheless, none is enough sufficient by oneself
for distorted and noisy musical signals which are of interest of this paper.

We propose an intelligent algorithm, depicted as Candidates Selection block
in Fig.2, containing three independent criteria. Those are as follow:

e Sinusoidal Likeness Measure (SLM) - the criterion assumes the tonal peaks
in analysis spectrum provide the result of multiplication of the tonal compo-
nents by the window function. Thus the maxima of cross-correlation function
of the main-lobe’s spectrum of the candidate and the analysis window would
indicate the presence of a sinusoidal components [21]:

Fwy=| > Xw)W(w-w) (11)

|lw—wp|<B
where X and W are spectra of analyzed signal and window respectively, B
is the low-pass bandwidth within the cross-correlation evaluated.
The main drawback of this preliminary criterion is that it may acknowledge
a side-lobe component as a tonal part.

e Phase Measure - this criterion assumes that the phase of the tonal compo-
nent’s main-lobe varies significantly less than those resulted from noise. This
criterion validates the result of the SLM criterion selection.

e Relative Amplitude Threshold [21] - this criterion can discard some side-
lobes as well as components of a minor significance:

hikp) = [ X (kp)| = 0,5+ [ X (kv+ )| + [ X (k-] (12)

where X represents the DFT array, k - the frequency bin index, subscript
p represents the peak, and subscripts v,v~ represent the adjacent local
minima.

The next step is to estimate their true (instantaneous) frequency values as they
are relevant due to the time-frequency resolution trade-off in the STFT repre-
sentation. As mentioned earlier, the zero padding was applied to gain frequency
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resolution but still this resolution is constant over the signal bandwidth. More-
over, for signals that are non-stationary within the analysis frame, inter-frame
modulations, which effect in peaks smearing may occur [24].

To overcome above mentioned drawbacks, the spectral reassignment method,
depicted as Instantaneous Frequency Estimation block (Fig. 3), is employed. This
method [22] assigns the tonal component’s value to the STFT frequency bin’s
center of gravity:

STFTgw(z;t,w) }
STFTy(z;t,w)
where STFT, is STFT using analysis window w, ST FTy,, is STFT employing
the first derivative of a window function.

After the tonal components detection the tracking stage (presented in Fig.4),
in which the peaks are linked to create trajectories is launched. Since the pitch

O(z;t,w) =w+ %{ (13)

Most Prominent

Peaks Selection
o MP[L, j] —|—> Peaks Tracking Tracks Relevance
151771

> B Examination _>F7TksJ]

Fig. 4. Structure of the Tonal Components Tracking Block

variation curve p,,(n) is evaluated from the trajectories it is proposed to take into
account only the relevant tracks, that can depict the wow defect well. Therefore
it is reasonable to form only these trajectories which are based on the most
prominent tonal peaks from the magnitude spectrum. The idea for joining tonal
components together applies the following frequency criterion [12]:

The K —th tonal component T Prp[K, j| is joined together with the P — th track
FTIP, j| when:

‘TPIF[K’]'} - FT[P7.7 - 1]‘ = min(|TPIF[:7j] - FT[P7.7 - 1“) (14)

and |TPip[K,j] — FT[P,j —1]| < fpev (15)

where min(-) denotes minimal value and fpe, is the maximum frequency devi-
ation.

The most prominent tonal components, stored in M P matrix, correspond
to the peaks of the greatest magnitude hence are considered to be the most
perceivable ones. A new track is "born” only from the components stored in M P
matrix that were not fitted to any existing tracks. A track is "dead” when there
is no continuation according to the frequency criterion.

The last stage of the presented algorithm, according to the diagram in Fig.2,
is the PVC generation stage in which the pitch variation function py(n) is
computed. First, the relative frequencies are calculated for all of the tracks stored
in the F'T matrix. Next, RFT (Relative Frequency Tracks) matrix is obtained
by dividing each track frequency values by the preceding point values. Secondly,
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median is calculated in RTF columns (i.e. discrete time moments) [16]. Finally,
Pw(n) is obtained as a cumulative product of the mean values computed for each
discrete time moment.

Since the optimal values of Sinusoidal Likeness Measure (SLM), Phase mea-
sure, and Relative Amplitude Threshold are unknown, we applied standard fuzzy
logic reasoning to determining the tonal components T Pac ki, j] true (instan-
taneous) frequency values. Due to space limitation, more details on that are dis-
cussed during the paper presentation at the RSFDGrC 2005 in Regina, Canada.

4 Experiments and Results

4.1 Experiments Concerning Noise Reduction

It is important to notice, that for the comparison purposes in the informal sub-
jective tests the same spectral subtraction algorithm was used to calculate the
rough estimate Xref as for perceptual reconstruction. Figure 5 presents time-
domain changes of the masked noise for a saxophone melody recorded with
44100 Hz sampling rate. The second part of the experiments was devoted to
analyze performance of the intelligent unpredictability measure pattern classi-
fication employed in spectral subtraction. Below spectrograms (Fig. 6) present
signal recovered with standard linear spectral subtraction method, and with
spectral subtraction improved by UM vector classification system (as described
in Sect. 2.2).

4.2 Experiments Concerning Wow Compensation

The proposed wow compensating algorithm was tested on several archival sound
samples recorded in the Polish National Film Library and the Documentary and

24 dB noise reduction results for solo saxophone

[+] 0.5 1 1.5 2 2?5 3 3:5 4 4.5
Time (s)
Fig. 5. Time varying SNR for 24 dB noise attenuation, calculated for each processing
frame, for input signal (solid line), for perceptually reconstructed signal (dashed line)
and for signal restored with spectral subtraction (dotted line), which was used as the
rough estimate of the restored signal
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Fig. 6. Spectrograms of signal restored with spectral subtraction (upper plot), and
with spectral subtraction enhanced by intelligent pattern recognition system (lower
plot)

Accidental wow defect

Frequency (Hz)

PVC

Time (s)
Fig. 7. Tracks detected by the algorithm plotted on the spectrogram with the simul-
taneously plotted pitch variation curve

Feature Film Studio. Presented example epitomize obtained results. Figure 7 de-
picts the spectrogram of the sample simultaneously with the detected tracks and
the evaluated pitch variation curve (PVC). As can be noticed from the spectro-
gram only the most relevant tracks are taken into account for the PV C extraction.

Example presented in Fig.7 clearly demonstrates computed PV C and wow
defect convergence. It is also worth to mention that the obtained PV C charac-
teristics were successfully utilized in restoration process.

5 Conclusions

The Unpredictability Measure (UM) intelligent pattern recognition system in-
volving UM for spectrum components classification has been presented as an
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extension of the spectral subtraction algorithms. Applying some properties of
the human auditory system to noise reduction allows one to preserve much more
of the input signal’s energy and consequently enables decreasing unfavourable
influence of the reconstruction filter.

As experiments resulted in satisfactory wow defect evaluation, the presented
approach appears to be valid. The presented algorithm manages to detect
changes of the pitch variation function p,,(¢). However, in case of strong vari-
ations of py,(t) (e.g. accidental wow defect), it still needs to be more robust,
especially at the pitch variation tracking stage. Therefore, a further develop-
ment of this algorithm is underway.
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Abstract. Talking and singing seem disparate, but there are a range
of human utterances that fall between them, such as poetry, chanting,
and rap music. This paper presents research into differentiation between
talking and singing, development of feature-based analysis tools to ex-
plore the continuum between talking and singing, and evaluating human
perception of this continuum as compared to these analysis tools. Pre-
liminary background is presented to acquaint the reader with some of
the science used in the algorithm development. A corpus of sounds was
collected to study the differences between singing and talking, and the
procedures and results of this collection are presented. A set of features
is developed to differentiate between talking and singing, and to inves-
tigate the intermediate vocalizations between talking and singing. The
results of these features are examined and evaluated. The perception of
speech is heavily influenced by the pitch, which in the english language
carries no lexicographic information but can carry higher-level semiotic
information and can contribute to disambiguation.

1 Introduction

The difference between talking and singing can be compared to the difference
between walking and dancing: a certain “style” or “presence” has been added
to the one which makes it qualitatively different from the other. Part of the
motivation of this research is to try to understand and quantify some of these
differences. A difficulty is that these differences seem to be ill-defined and sub-
jective. As will be seen in Section 3, people disagree on what is singing when
compared to talking, and on what features and characteristics can be used to
define the differences. Part of the problem is likely to be linguistic: when describ-
ing subjective phenomena, words may mean different things to different people.
When describing an utterance, people appear to agree on general concepts, but
when they are asked to define the concepts and why they made these decisions,
people’s understandings start to differ.

Musical instruments often produce constant pitches held for a duration. In-
struments such as the piano cannot change the pitch of a single note. Human
singing is, on the other hand, not dependent on steady pitches and in fact it is
very difficult and often undesirable for human song to have a perfectly constant

D. Slezak et al. (Eds.): RSFDGrC 2005, LNAI 3642, pp. 294-303, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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pitch. Rather, a more perceptually pleasant human song style has a pitch track
that uses vibrato, a pseudo-sinusoidal pitch track oscillation.

Modern computing methods such as soft computing [1] and chaos theory [2]
have been used to study sound, and human categorical perception [3] is an ap-
propriate venue to consider fuzzy classification. As will be seen in Section 2, there
are many ways to consider a classification space in which a continuum between
disparate classes is apparent.

This paper concentrates on pitch-based differences. The pitch feature is used
to extract timing and rhythmic information as well as stylistic additions like
vibrato. This is not to advance the opinion that pitch is the only relevant feature.
Indeed, pitch is only the means to an end in several of the features discussed in
this paper. Rather, pitch is such a fundamental difference between speaking and
singing that the question arose whether it could on its own fully differentiate
between speech and song. A set of features based on a single quantity means
that the base feature extraction engine can be optimized. What is shown is not
that pitch is necessary, but that it is sufficient.

2 Human Utterance Continua

Many human utterances are not strictly classifiable as talking or singing. Ut-
terances like poetry, chant and rap music fall somewhere between speaking and
singing, with characteristics of each [4, 5]. Another intermediate utterance is
sprechstimme or sprechgesang (speech-song), developed by the composer Arnold
Schoenberg and used later by his student Alban Berg. It is a vocal musical style
characterized by widely varying pitches, with the singer approximating the pitch
instead of singing the exact note.

When considering a classification domain with intermediate utterances be-
tween two classes, there are several ways to proceed, three of which are hard
classification, continuum classification, and sub-category hard classification.

Hard classification. The traditional classification paradigm, where each new data
point must be assigned to exactly one class. In the case of speech versus song, a
single two-class discrimination will not accurately describe utterances that fall
between speech and song. A two-class paradigm might be a beneficial starting
point for classifying intermediate utterances, since the two-class features can be
extended by assigning a confidence metric to each feature measurement.

Continuum classification. Also called fuzzy classification, soft classification or
confidence classification, this method assumes that each incoming data point
can have membership in all available classes to some degree. The terminology
of these various techniques differs but the result is primarily the same. In confi-
dence classification, each data point is assigned to one class, with an associated
confidence metric indicating the “good-ness” of the classification. If all relevant
features agree with a classification, the confidence would be high, while disagree-
ment in feature results would result in a lower confidence.
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Sub-category hard classification. Create a set of classes between speech and song
and require that each new clip be assigned to one of these classes. This removes
the extra computation that is required with continuum classification while ac-
knowledging the range of possible utterances between speech and song.

This work compares hard classification and continuum classification for dif-
ferentiation between speech and song. Sound files considered to be speaking or
singing (without membership in the other category) are used to develop features
which are then evaluated on similar files to determine if they can make a hard
classification. These same features are then used on sound clips with partial
membership in both categories, such as poetry or chanting, and the results are
compared to human assessment of class membership.

3 Audio Data Corpus

For audio research in a specific domain, the most desirable option is often to
find a corpus of data that has been collected previously and is in use by other
researchers, as this provides a place to start and a set of colleagues with whom
to compare results. If the domain is new, obscure or specific, such a corpus
may not exist. Intermediate utterances between speech and song is such a data
domain. There exist many corpora of speaking only', and some corpora including
sung clips, but searching the current literature did not uncover any corpora
containing intermediate clips between speaking and singing, or clips of the same
phrase spoken and sung by one individual. Both of these would be valuable to
speech /song research.

This corpus is primarily monolingual, with a small collection of other lan-
guages. A larger multilingual corpus may be collected in the future, to expand
the current research and results to other languages. The corpus contains 90.3%
(756 files) English language utterances with the remainder of the clips (82 files)
in languages including French, Italian, Swedish, Gaelic, Japanese, Mandarin Chi-
nese, Rumanian, Hungarian, German, Latin, Iroquois?, Mon-kmer? and Zunian®.
Some clips have no language, such as whistling or humming. Clips were extracted
from existing media as well as solicited from 50 subjects using a set of prompts
designed to produce speech, song, and intermediated utterances

3.1 Features Identified by Listeners

Many listeners describe features that they consider relevant for speech or singing,
usually in the context of singing as it compares to speech. The most common
features are pitch (also described as tone and melody) and rhythm (also described

! The Linguistics Data Consortium (http://www.ldc.upenn.edu) is a thorough repos-
itory of such corpora, and does not, as of this writing, contain data sets of this type.

2 The Iroquois are a collection of aboriginal american tribes from the north-easter
United States, Quebec and Ontario.

3 Mon-kmer is the language of the Kmhmu people, an aboriginal tribe from Laos.

4 The Zuni are an american aboriginal tribe originating in New Mexico and Arizona.
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as beat, speed, and patterns of rhythm). Some listeners also consider rhyme and
repetition as features of song. Other listeners chose to describe speech as it
compares to singing, but the same basic features were used, and the listeners
described speech as the absence of the features necessary for singing, like pitch,
rhythm, and vibrato. These features are described in more detail in Section 4.

Some listeners describe the differences between speech and song using more
elusive terms which do not relate to a definable feature. These include “emotion”,
“flow” and “feeling”. Some example comments are:

232 “There’s something in the amount of ‘feeling’ behind what is being said
that pushes it toward speech. Good luck quantifying that!”

236 “The process of identifying speech and singing is subjective to the listener
as well as to the person who’s voice is being heard.”

347 “Near the end I became aware of a dimension of clarity and sharpness of
pitch that characterizes singing.”

4 Pitch and Fundamental Frequency

As discussed in the previous section, many perceptual differences between talk-
ing and singing rely on the perception of the pitch of the utterance. Indeed,
perceptual differences such as rhythm and repetition can also be inferred from
the pitch track of the utterance. The pitch is the perceptual analogue of the fun-
damental frequency (fy) of the signal, the lowest frequency at which the signal
repeats. Most higher harmonics of a periodic signal are related in frequency to
the fo by whole-number ratios, and have less energy than the fj.

Only periodic or pseudo-periodic waveforms can have a valid fy. Perceptually,
periodic and pseudo-periodic signals have a pitch. These are not, however, the
only signals that can produce the perception of pitch. Filtered noise in specific
contexts can seem pitch-like. For the remainder of the discussion, however, we
will restrict our subject to periodic and pseudo-periodic signals

It should be noted here that while aperiodic signals can give the perception of
pitch, as in the case of filtered noise, the human voice can produce musical notes
with lyrics only when a glottal pulse is active—only when a voiced phoneme is
being produced. One cannot sing whispered notes, unless lyrics are abandoned.
The pitch of a sung note is determined by the frequency of the glottal pulse
driving the vocalization. When whispering, a chaotic airflow is passed through
the vocal tract instead of a glottal pulse, and this airflow has no inherent pitch.
Only by manipulating the resonant frequencies of the vocal tract can a per-
son impart a perception of pitch on the chaotic airflow, and that vocal tract
then cannot be used to generate the resonant frequencies necessary for phoneme
production.

Periodic signals exactly repeat to infinity (w(t 4+ 7) = w(t)) with a period of
7 and fo=7""! for the largest value of 7. Pseudo-periodic signals almost repeat
(w(t 4+ 7) = w(t) + €). There is a slight variation in the waveform from period
to period, but it can still be said to have fo = 77!, corresponding to the longest
period 7 at which the waveform repeats within some tolerance e.
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Table 1. Feature labels

Label Feature
Vac Vibrato, using autocorrelation
Ver Vibrato, using fast Fourier transform
M(fo) Maximum fo
m(fo) Minimum fo
p(fo) Mean fo
o Standard deviation of fo
M(fy) Maximum f;
(f5) Mean f§
(f5) Standard deviation of f;
R, Segment fo track repetition
1s(fo) Segment-based mean fo
os(fo) Segment-based standard deviation of fo
PV, fo-based proportion of voiced frames
PUy, fo-based proportion of unvoiced frames

fo
fo
fé

=

(o

vvvvvv

Extracting fo from a signal will only make sense if the waveform is periodic.
fo detectors often serve a dual purpose in this case—if the detected fy makes
sense for the rest of the signal, then the signal is considered to be periodic. If the
fo appears to vary randomly or if the detector provides an impossible or invalid
result, the signal is considered to be aperiodic. Often, programmers will build
into their algorithms some measure of periodicity detection, and the system will
produce an impossible value, such as “0”, when the algorithm determines that
the waveform is aperiodic. For this work, the YIN fy estimator [6] was used,
which also provides a confidence measure.

Pitch as a feature in sound classification systems has considerable precident.
In the multimedia database system, described in [7], fo is an important feature
for distinguishing between pieces of music. Speech word boundaries are detected
using fo in [8], with the reasonable assumption that large variations in fy are
unlikely to happen in the middle of a word.

The features used in this work which are based on the pitch of the signal and
are presented in Table 1. The pitch of the signal is used to infer characteristics of
rhythm, pitch continuity, and syllable duration. These features consider the pitch
of the signal at multiple resolutions: Simple pitch statistics such as u(fo) consider
the pitch at frame-sized time instances. The Segment-based features such as R
examine the pitch track over a syllabic segment, like a note or phoneme, broken
by non-pitched frames. The vibrato features, and the proportion of voiced and
unvoiced frames, consider the entire length of the signal.

5 Training

The features were trained on clips with membership in only one class (talking
or singing). Gaussian mixture models (GMMs) were generated as probability
density function estimators for the feature values for each class (talking, singing)
and the GMMs were compared.
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5.1 Gaussian Mixture Models

For a random variable, the probability density function is a measure of the
likelihood that a measurement of that variable will fall within a specified range.
Equation 1 shows the calculation of a probability from a PDF f(z):

b
Pla< X <b) = / f(x)dx. (1)

The estimation of a PDF is the opposite problem: given a set of measurements
Z1, T2, ...of arandom variable X, estimate the probability density at every point
in the range of possible values of X. The resulting function is called a probability
density estimation (PDE) and is notated by “ "7 Gaussian mixture models are
a specific example of the kernel method [9] of generating a PDE.

The set of measurements (represented by a series of delta functions) is con-
volved with a gaussian kernel, w(z), of appropriate size, as in Equation 2. The
effect is that a gaussian range of probability is added to the PDE for each mea-
surement. These gaussians “pile up” where they are close together, indicating high
probability density, and where the measurements are far apart, the gaussians are
separate, indicating low probability. The gaussians can be approximated by any
easily-generated bell-shaped curve, and for the talking and singing PDEs in this
work, a hann window® [10] was used.

Py — (6 x {z1,22,...}) @ w[n]
S (6 x {z1,22,...}) @ w[n])

The denominator term is added to satisfy the requirement that | (Px)d:r =1.
A number of improvements to the kernel method are presented in [9], but it was
judged that the improvements in theoretical accuracy are small compared to the
required increase in computational complexity.

(2)

5.2 Class-Specific Feature Model Generation

Once the PDEs have been calculated, one each for the talking and singing classes,
the next step is to compare them. First, Kolmogorov-Smirnov (K-S) [11] statistics
are calculated to determine if there is a significant difference between the two
mixture models. If there is no significant difference, the feature is considered
not useful for a classification scheme. For those features with a significant K-S
distance, the PDEs are compared by taking the log difference between them, as
shown in Equation 3:

. R R P,
Ps_y = log(Ps) — log(F%) = log B (3)
t

5 The hann window is similar to the more commonly used hamming window. These
windows are calculated as w[n] = a—bcos(2rn/M), 0 <n < M witha = 0.5,b = 0.5
for the hann window and a = 0.54, b = 0.46 for the hamming window.
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Fig. 2. Feature model of autocorrelation-based vibrato measure, [Vac|

Here, P, is the PDE for the talking files, P, is the PDE for the singing files,
and P,_, is the comparative PDE used to judge fuzzy class membership.

In some situations, one or the other of the PDEs may be equal to zero, in
which case P,_; would approach t+oo. To avoid this, the comparative PDE is
hard-limited to +1, with the following justification: Since f(f:’X)daj =1, Py < 1,
and log(a < 1) < 0. Further, in comparing the two PDEs we are interested in
their relative values only where one PDE does not clearly dominate over the
other. If |P,_¢| > 1, one PDE clearly dominates and the limit of +1 is justified.
The improved formula ]55’% is presented in Equation 4:

1, log(P;) —log(P;) > 1,
=9 oL log(Py) —log(R) < -1, )
log(Ps) — log(P;), otherwise.
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Thus when |]55,t| < 1, soft or fuzzy membership is appropriate. Figures 1
and 2 show examples of these feature models.

6 Results: Feature Accuracy

The comparative PDE f:’s’_t is used to evaluate each feature model against in-
dividual sound files with a-priori known ratings. For each evaluation file being
tested, each feature extractor is applied to obtain a set of feature values. Each
feature = generates a speech/song rating ]—Z’ft(x) This rating is evaluated in two
ways: absolute and relative correctness.

The absolute correctness is calculated thus: If the a-priori class of the file is
talking, and P/_,(z) < 0, the feature model behaved correctly for that file, and
is given a value of 1. If not, the feature model is given a value of 0.

The relative correctness of PS’ft(ac) is calculated by comparing the value of
Ps’_t(ac) to the a-priori rating for the file. An a-priori rating of 5 (pure singing)
compared to I:’g’_t(x) = 4.5 for a given feature, gives a correctness of 0.9, since
the difference between the target rating and the PDE is 10%.

The corpus was divided into sections, with the files from each section used to
develop separate versions of the system. This testing was done in two sessions,
first with four sections and then with ten sections. With four sections, four
separate systems were developed (using 75% of the corpus) and tested (on the
remaining 25%) for absolute and relative correctness.

The mean results from these four systems are presented in Table 2a, sorted
by absolute correctness. In the same way, ten separate systems were developed
and tested, and the mean results are presented in Table 2b.

Table 2. Feature correctness results for separated development and test data

(a) four sets: (b) ten sets:

Feature Relative Absolute Feature Relative Absolute

Vac 0.7937 0.8071 Vac 0.7921 0.8034

Rs 0.7800 0.7886 Rs 0.7823 0.7966

Ver 0.6415 0.7064 Ver 0.6421 0.7153

u(fo) 0.6549 0.6779 u(fo) 0.6616 0.6881

PUy, 0.6234 0.6560 PUy, 0.6309 0.6627

us(fo) 0.5798  0.6376 us(fo) 0.5786  0.6339

PV, 0.5556 0.6191 PV, 0.5564 0.6186

M(fo) 0.5785 0.5839 M(fo) 0.5850 0.6170
m(fo) 0.5665 0.5755 m(fo) 0.5754  0.6000
u(f}) 0.5423  0.5755 u(f}) 05504 0.5814
o(fo) 0.5542 0.5722 o(fo) 0.5491 0.5678
M(f}) 05194 0.5571 M(f}) 05178  0.5492

(fo) 0.5207 0.5537 os(fo) 0.5182 0.5458

(f4) 0.4860 0.4513 o(f}) 0.4955 0.5017
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7 Feature Models Applied to Intermediate Vocalizations

As a final evaluation of the developed feature models, intermediate vocalizations
from the speech-song corpus are tested. These clips were rated between speaking
and singing by listeners in the user study.

The intermediate vocalizations are considered to have fuzzy membership be-
tween speaking and singing, with a target membership provided by user ratings.
The goal therefore is to approach these target ratings with the features extracted
from the sound. Fuzzy membership in one class is considered to be equivalent
to the complementary membership in the other class. This is not a limitation of
the system but a consideration for simplicity - the class membership could be
separated, although a new set of data from human listeners would have to be
collected, with a pair of prompts (how song-like, how speech-like) instead of a
single continuum rating.

For each intermediate utterance clip, a feature value is calculated according
to the feature extractor algorithm. The feature value is then applied to the
feature model to generate a computed measure (M.) between -1 and 1. This
rating is compared to the human measure (Mp,), being the mean listener rating
for that clip, a value between 1 and 5. (The mean rating result is scaled to match
the feature result range), and the euclidean distance is calculated between these
ratings. If the computed measure and the human measure match, the distance
will be zero. If they are opposite, e.g. if M, = —1 indicating talking and My =5
indicating singing, the (maximal) distance will be 2.

The human measure is compared to the computed measure for each interme-
diate file applied to each feature, and the mean distances for all intermediate files
are presented in Table 3.These distances show that while no individual feature
model duplicates the human perception of intermediate vocalizations between
speech and song, some features do provide encouraging results. All features per-
form better than chance.

Table 3. Feature model results compared to human ratings of intermediate files

Feature Mean Distance

Ver 0.4122
s (fo) 0.5189
Vac 0.5241
Rs 0.5498

PU;,  0.5762
PV,  0.5804
o(f})  0.5956

os(fo)  0.6007
w(ff)  0.6212
m(fo)  0.6643
M(fy)  0.7162
M(fo)  0.7958
a(fo) 0.8068
u(fo)  0.8148
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8 Conclusions

The analysis of human utterances using pitch-based metrics can provide suffi-
cient information for placing an utterance along a continuum between speaking
and singing, such that a sound thus classified has membership in both categories
to a degree. This is the basis of fuzzy classification, and removes the require-
ment of forcing an “in-between” sound into one of two hard categories. Partial
membership in both categories also allows for the possible refinement of the
continuum into a set of sub-categories around which similar sounds may be clus-
tered, such as poetry, rap and chant. The pitch-based features which have been
discussed are evaluated in isolation and found to produce reasonable levels of
correctness. Used in a multi-dimensional system, it is expected that an accurate
human utterance classification will be possible.
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Abstract. Autonomic machines interacting with human should have
capability to perceive the states of emotion and attitude through implicit
messages for obtaining voluntary cooperation from their clients. Voice
is the easiest and the most natural way to exchange human messages.
The automatic systems capable of understanding the states of emotion
and attitude have utilized features based on pitch and energy of uttered
sentences. Performance of the existing emotion recognition systems can
be further improved with the support of linguistic knowledge that specific
tonal section in a sentence is related to the states of emotion and attitude.
In this paper, we attempt to improve the recognition rate of emotion by
adopting such linguistic knowledge for Korean ending boundary tones
into an automatic system implemented using pitch-related features and
multilayer perceptrons. From the results of an experiment over a Korean
emotional speech database, a substantial improvement is confirmed.

1 Introduction

Humans interact in two kinds of channels: one transmits explicit messages about
information of a certain purpose; the other implicit messages about the people
themselves [1]. The explicit messages require conducting substantial behaviors,
while the implicit messages solicit to understand the ones’ motivational states.
Most of studies conducted until now have focused on analyzing the explicit mes-
sages for grammatical rules. In social relationships, however, voluntary coopera-
tion cannot be offered without understanding motivational states of the others.
With the advent of the ubiquitous world, it is required that autonomic machines
interacting with human have capability to perceive the implicit messages, i.e.
the states of emotion and attitude.

Voice is the easiest and the most natural way to exchange the two kinds of
messages. During last three decades, many studies have been attempted in au-
tomatic speech recognition systems to analyze the explicit messages spoken by
human, finding out the linguistic structure [2]. As compared, it has been only a
few years since the implicit messages were taken an interest in to process paralin-
guistic meaning of spoken language [3], [4]. Representative tools for processing
paralinguistic information are pitch and energy of uttered speech sentences.

D. Slezak et al. (Eds.): RSFDGrC 2005, LNAI 3642, pp. 304-313, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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Approaches to measuring paralinguistic information can be classified into
static and dynamic methods. Features for recognizing the states of emotion and
attitude are statistics of pitch and energy in static method [5] and contours of
pitch and energy in several differential orders in dynamic method [6] from the
entire sentence. Recently a novel approach was attempted to involve linguistic
information into emotion recognition and reported lower errors than those of
static and dynamic methods [7].

The outcome of [7] suggests the necessity of adopting linguistic knowledge
in processing paralinguistic information to enhance reliability of recognizing the
states of emotion and attitude. O’Connor and Arnold [8] said that there were
seven nuclear tones in English and each tone meant the emotional and attitudi-
nal states of speakers such as earnest, calm, surprise, etc. Jun [9] and Lee [10]
argued that meaning of ending boundary tones in Korean sentences was espe-
cially related with emotional and attitudinal states. From the results of those
studies, more reliable recognition of emotional and attitudinal states would be
obtainable if importance is put more on the nuclear tones in English and the
ending boundary tones in Korean.

In this paper we attempt to improve the performance of the existing au-
tomatic emotion recognition system based on static method by putting more
weight on the statistics from the ending boundary tones in Korean sentences. In
our emotion recognition system each Korean sentence is divided into two parts:
leading body and ending tail. Body has double length of tail and the tail in-
cludes the ending boundary tone. An optimal ratio of weights of body and tail
is searched for to get the best emotion recognition rate on a Korean emotional
speech database. The improvement in recognition rate is reported by applying
the optimal ratio of weights to the existing emotion recognition system.

2 Effect of Korean Ending Boundary Tones on Expression
and Perception of Emotion

Humans express their emotions in many ways such as speech, facial expression,
tear, gesture, etc. Among them speech is the most natural and versatile tool to
express emotions. Though the external expression and the internal state for an
emotion do not always coincide, hearers try to guess through the utterance what
the emotion is. Intonation is one of the most important means to verbalize emo-
tional states. In this section, we attempt to understand the relationship between
intonation and emotion in English and Korean languages through literatures.
The relationship between intonations and their corresponding intentions has
been studied since an interest for intonational phonology was taken. O’Connor
and Arnold [8] said that English sentences consisted of one or more tones and
each tone had components of pre-head, head, and nuclear tone. There are seven
nuclear tones in English: low falling, high falling, low rising, full rising, rising-
falling, falling-rising, and middle-level. O’Connor and Arnold argued the nuclear
tones were related to speaker’s emotional and attitudinal states such as earnest,
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calm, surprise, etc. From their point of view, it can be inferred that the relation
of intonation to emotion and attitude is very close.

In another view of intonational phonology by Pierrehumbert and Hirschberg
[10], a sentence can have one or more intonational phrases (IPs). A boundary
tone is marked and realized in the final syllable of IP. There are nine boundary
tones and they are separated into two groups; one group includes the labels, L%,
HL%, LHL%, HLHL%, LHLHL%; the other H%, LH%, HLH%, LHLH%, where L
designates the low tone, H the high tone, and % the ending of sentence. It should
be noted that the boundary tones are the same concept as the nuclear tones.
Pierrehumbert and Hirschberg investigated that the boundary tones delivered
information about pragmatic meaning like emotion, attitude, modality, etc., as
well as the type of sentence such as declarative, imperative, interrogative, etc.

One of the characteristics of Korean language is the left branching, which
means that the most important grammatical constituent is placed at the right
position of the others. In this way, the boundary tones at the ending of a sentence
have possibility to be combined with the meaning of the whole sentence. There-
fore, in Korean language ending boundary tones are important to understand
the relationship between intonations and their meanings.

Several Korean researchers have sought for the effect of the ending bound-
ary tones on emotion and attitude of speakers. Jun [9] described meanings of
some Korean ending boundary tones, especially in consideration of emotion or
attitude, as follow:

1) LHL% - persuasive, insistent, confirmative, annoyed, irritative;
2) LH% - annoyed, unpleasant, unbelievable;

3) HLH% - confident so expecting listener’s agreement;

4) LHLH% - annoyed, irritative, unbelievable;

5) HLHL% - confirmative, insistent, nagging, persuasive;

6) LHLHL% - more intensive emotion than being annoyed.

Lee [11] suggested application of the intonational phonology into Korean lan-
guage to study the attitudinal functions of the ending boundary tones. He men-
tioned the functions of Korean ending boundary tones by relating them to emo-
tion and attitude as

1) Low level - conclusive, cold;
2) High level - interested, surprised.

From the results of the studies having been conducted in intonational phonol-
ogy, it is known that the boundary tones are very important to grasp the emo-
tional states of a sentence uttered by a certain speaker. Especially in Korean
language, the key effects raised by intonation are concentrated on the ending
boundary tones of a sentence. Therefore, more reliable recognition of emotional
states would be obtainable if importance is concentrated more on the boundary
tones in English and the ending boundary tones in Korean. In the next section,
adopting the intonational phonological knowledge about Korean ending bound-
ary tones we will investigate the effect on improvement of emotion recognition
capability by experiment.
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3 Experiment

To adopt the linguistic knowledge reviewed in Section 2 into automatic emotion
recognition system, we implemented a system based on the existing static fea-
turing method and multilayer perceptrons (MLPs), and made the system have
more importance on the statistics from the vocal section including the ending
boundary tones than on those from the other section. This implemented sys-
tem is evaluated on a Korean emotional speech database and an optimal weight
imposed on the ending boundary tones is searched for to achieve the best recog-
nition rate.

3.1 Implemented System

The emotion recognition system implemented in this paper uses pitch-related
features and MLP as emotional parameters and pattern recognition method, re-
spectively. The system goes through four procedures: isolating speech sentences,
analyzing the sentences for pitch contour, calculating emotional features, and
learning and classifying emotions.

It is essential to isolate a speech sentence from input sound signal because fea-
tures to recognize emotions should be extracted from the sentence. To achieve
this work, an endpoint detection algorithm based on the method of Rabiner
and Sambur [12] is developed in our system. This algorithm uses signal en-
ergy and zero-crossing rate as speech-detection parameters, and has a charac-
teristic of real-time processing. This algorithm goes through seven states as de-
picted in Fig. 1: algorithm launching (START), silence (SILENCE), starting of
voiceless sound suspected (VL START SUS), starting of voiced sound suspected
(V START SUS), starting of speech determined (S START DET), ending of
speech suspected (S END SUS), and ending of speech determined (STOP).

Pitch contour is extracted from the sentence isolated in the previous proce-
dure. The pitch extraction algorithm in our system is adopted and partly mod-
ified from the algorithm proposed by David and Niederjohn [13]. In the original
pitch extraction algorithm, the standard short-time autocorrelation function is
calculated for each successive 30 ms speech segment. Successive segments are
overlapped by 66.7%. Based on the original algorithm, we modified the method

Fig. 1. State diagram for isolating a speech sentence from input sound signal
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Table 1. Pitch-related features used in the implemented system

Feature No. Description

Mean of pitches

Standard deviation of pitches

Maximum of pitches

Relative position of the maximum to the length of the entire sentence
Minimum of pitches

Relative position of the minimum to the length of the entire sentence
Maximum in rising gradients

Mean of rising gradients

Maximum in falling gradients

Mean of falling gradients

Mean of gradients

Area formed by pitch contour whose bottom line is the minimum

—_ ==
BES©o~1ookwi =

to determine voicing of the signal by using energy spectrums from low and high
frequency bands. If the energy of high band is larger than that of low band, it
can be inferred that the segment is not part of voiced sound and the segment is
discarded to skip the extraction of pitch.

In many emotion recognition systems based on static method, speech energy
as well as pitch is used for the ingredient of emotional features. However, our sys-
tem uses only pitch-related features because speech energy is apt to be distorted
by amplification of microphone and distance between source and destination of
utterance. The twelve pitch-related features used in our system are selected from
ones used in [5] and [7]. They are described in Table 1.

Using the twelve features as input patterns, MLPs learn full-blown emotions
of speakers by the patterns and classify newly incoming patterns into the emo-
tions. An MLP consists of one input layer, more than zero hidden layer(s) and
one output layer [14]. The input layer receives the patterns, the hidden layer de-
termines the learning capability for the network’s behavior and the output layer
presents the recognized scores of modeled emotions. Each layer consists of one
or more computational nodes and all nodes in a layer are fully connected with
the nodes of the facing layers. Error backpropagation (EBP) algorithm widely
used to train MLPs is based on the steepest gradient descent method [14]. The
EBP achieves a desired behavior of an MLP, i.e. classifying input patterns into
the corresponding full-blown emotions, by propagating the error between the
current output and the desired output of the MLP back from output layer to
input layer and by adjusting weights of the MLP so that the error reaches to the
minimum.

3.2 Emotional Speech Database

The emotional speech database is designed for both developing and testing
speaker and sentence independent emotion recognition system. The emotions
targeted by the database include joy, sadness, anger, and neutral. The sentences
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are thirty-one declarative and fourteen interrogative Korean sentences, and each
is uttered three times by three males and three females who are all Korean am-
ateur actors. Each uttered sentence is recorded in a calm office room by using a
digital audio taperecorder with the sampling rate of 16 kHz and the quantization
of 16 bits. There are silent durations of about 50 ms before and after each sen-
tence. A subjective listening test conducted to another thirteen Korean audience
using this emotion speech database presented the recognition rate of 78.2%.

3.3 Experiment Conditions

To confirm the effect of the ending boundary tones on emotion recognition, three
conditions of experiment are set up. First, an ordinary evaluation is conducted
to obtain the basis performance for the emotional speech database. Under this
condition, the emotion label recognized is determined by

L = SelMax(M;(Fuhole)), i € {joy, sadness, anger,neutral} (1)

where Fypoe stands for feature vector of the whole sentence, M; for output
vector for the emotions modeled, SelMazx for function to select the label L of
the maximum output. Second, separation of sentences into leading bodies and
ending tails, where each body has double length of tail, is performed to identify
the higher importance of tails, which include ending boundary tones, to those of
bodies. Under this condition, the emotion label recognized is determined by

{Lbody = SelMaa:(Mi( body))

Liait = SelMaz(My(Frat)) i € {joy, sadness, anger,neutral}  (2)

where Lyoqdy is the label selected for the feature vector Fyoqy of body and Ly for
the feature vector Fy,q of tail. Third, the optimal ratio of weights on recognition
outcomes for bodies and tails is searched for to get the best recognition rate of
emotions. Under this condition, the emotion label recognized is determined by

L = SelMazx(a- M;(Fyoay) +b- M;(Fiqi)), @€ {joy, sadness, anger, neutral}

3)
where a and b are the weights on the output vectors of MLPs for body and tail,
respectively.

Evaluation results are taken for each speaker with all the forty-five sentences
in the emotional speech database. Two of three utterances for each sentence and
emotion are used for training MLPs and the other for testing. Therefore, there
are 360 (45 sentences * 2 times * 4 emotions) utterances used for training and
180 (45 * 1 * 4) for testing for each speaker. All results presented are the averages
of the outcomes which are obtained by ten times of training and testing an MLP.

The MLP used in this experiment consists of input layer, one hidden layer,
and output layer. Input layer has twelve input points corresponding to the pitch-
related features, hidden layer fifty nodes, and output layer four nodes correspond-
ing to the kinds of emotions to be recognized. All the patterns used for training
and testing are normalized to have the range from -1.0 to +1.0. Learning rate of
0.05 and objective error energy of 0.05 are taken as learning parameters for EBP.
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3.4 Results

The experimental results under the three conditions mentioned above are pre-
sented in Fig. 2. The first row is for the ordinary evaluation, the second and
third rows for bodies and tails, respectively, on separation and the fourth row
for the searched optimal weighting ratio on bodies and tails. It is noted that the
total recognition rate under the optimal weighting condition was 4% higher than
that under the ordinary condition, as well as individual recognition rates were
increased for all the emotions.

The changing curve of recognition rates is depicted in Fig. 3, when different
weight pairs are applied to bodies and tails. The figure shows that when more
importance is imposed on the tails of sentences the recognition rates are higher
than that under the ordinary condition and the system achieves the best recog-
nition rate at the weight pair [0.5, 0.5]. Tables 2 and 3 provide the confusion
matrices, in which the numbers are the counts of output labels recognized for
each input emotional label of bodies and tails, respectively. Except the emotional
state joy, the confusions of all emotional states for tails became lower than those
for bodies.

90%
2 80%
(]
o
5 70%
.*é‘
(=]
3 60%
[
[0
50% o .
Neutral Joy Sadness
O Ordinary 757% 58.3% 674% 67 5% 672%
@ Only Body 710% 559% 557% 60.3% 60.7%
Only Tail 757% | 524% 694% 738% 67 8%
B Weighted Pair 819% 584% 716% 730% 712%

Fig. 2. Average recognition rates for each emotion and for the whole emotions under
three experimental conditions

4 Discussion

Boundary tones have been known to play an important role in verbal emotion
communication. Intonation at boundary tones is very important to express and
percept emotional states of oneself and any other speakers. In Korean language,
ending boundary tones have been reported to have an effective function on com-
municating emotion due to the left branching characteristic of Korean. If the
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74%
)
o 70.5% 71.2%
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g % 68.8%
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C
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[0.1, 0.9] [0.3,0.7] [0.5, 0.5] (0.7, 0.3] [0.9,0.1]

Fig. 3. Change of recognition rates according to various weight pairs in [body, tail]

Table 2. The counts of utterances recognized as output labels for each input emotional
label in the evaluation for bodies

e\ Output Neutral Joy Sadness Anger

Inpu
Neutral 32.0 2.7 8.7 1.7
Joy 2.2 25.2 2.9 14.8
Sadness 10.5 6.0 25.1 3.4
Anger 1.5 14.5 1.8 27.2

Table 3. The counts of utterances recognized as output labels for each input emotional
label in the evaluation for tails

\ Output Neutral Joy Sadness  Anger

Input
Neutral 34.1 3.4 5.6 1.9
Joy 2.5 23.6 3.3 15.6
Sadness 5.9 3.8 31.2 4.1
Anger 0.8 10.0 1.1 33.2

researched results of intonational phonology are verifiable in real-world systems,
it is probably arguable to adopt the linguistic knowledge into the existing emo-
tion recognition systems to get higher reliability on recognition performance. The
experiment results presented in Section 3 are the good grounds of the argument.

In Fig. 2, we can notice that the contribution of tails to emotion recognition
is over that of bodies for all emotions except joy. It might be inferred that the
performance result under the ordinary condition is based on that of tails. In the
experiment most of tails include Korean ending boundary tones, so the results
in intonational phonology are confirmed with this outcome.

The higher recognition rates for the whole emotions were acquired when
higher weights were imposed on sections of tails as seen in Fig. 3. The point of
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[0.66, 0.34] is where the equal importance is imposed on bodies and tails. In the
figure, the range of weight pairs from [0.1, 0.9] to [0.6, 0.4] covers higher rates
than that under the ordinary condition. It implies the method of adjusting the
importance on tails to the higher is effective to achieve more reliable emotion
recognition.

However, it needs to be more studied that a different situation was occurred
at the emotional state joy. Although there were confusable emotion pairs in the
results, i.e. between neutral and sadness, and between joy and anger, only the
joy showed poorer hit count in the evaluation for tails than that for bodies as
seen in Tables 2 and 3. It may be caused by the reason that other boundary tones
as well as the ending boundary tone had influence on the emotional expression
and perception in Korean. The effect from more weighting tails held good even
in the joy but the improvement was so trivial. A hierarchical weighting method
can be devised to amend this problem.

5 Conclusion

We have investigated so far the application of intonational phonological knowl-
edge for Korean ending boundary tones to an automatic emotion recognition
system based on static method to enhance the reliability of emotion recogni-
tion. The effect of Korean ending boundary tones on emotional behavior was
proved through the higher recognition rates of tails, which include the ending
boundary tones. In consequence, more credible result for recognizing emotions
was obtained by inflicting more significance on tails. This research has a signif-
icant meaning and necessity for adopting intonational phonology into practical
emotion recognition systems. In the future work, the role of general boundary
tones in automatic recognition of emotions will need to be more explored for
vocal sentences in English as well as in Korean.
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Some Issues on Detecting Emotions in Music
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Abstract. Investigating subjective values of audio data is both inter-
esting and pleasant topic for research, gaining attention and popularity
among researchers recently. We focus on automatic detection of emotions
in songs/audio files, using features based on spectral contents. The data
set, containing a few hundreds of music pieces, was used in experiments.
The emotions are grouped into 13 or 6 classes. We compare our results
with tests on human subjects. One of the main conclusions is that multi-
label classification is required.

Keywords: Music information retrieval, sound analysis.

1 Introduction

Automatic recognition of emotions in music is a difficult task because of many
reasons. First of all, there is no any universal way or any standard of describing
sound files. Several kind of descriptors can be generated from sounds without
any warranty that they reflect any emotions. Moreover, especially in the case
of emotions, any classification (also subjective one) can be ambiguous — every
subject may classify emotions in a little bit different way. However, for listeners
from similar cultural background, one may expect to obtain similar classification.
Therefore, we considered this topic worth investigations.

We present some initial experiments performed on a database of 870 sound
files classified to 13 or 6 classes of emotions. To describe the files we used a
number of spectral descriptors. In the paper, we discuss the obtained results and
draw the conclusions how to detect the emotions better.

2 Data Parametrization

Automatic parametrization of audio data for classification purposes is hard be-
cause of ambiguity of labeling and subjectivity of description. However, since a
piece of music evokes similar emotions in listeners representing the same cultural
background, it seems to be possible to obtain parametrization that can be used
for the purpose of extracting emotions. Our goal was to check how numerical
parameters work for classification purposes, how good or low is classification
accuracy, and how it is comparable with human performance.

D. élgzak et al. (Eds.): RSFDGrC 2005, LNAI 3642, pp. 314-322, 2005.
© Springer-Verlag Berlin Heidelberg 2005



Some Issues on Detecting Emotions in Music 315

Objective descriptors of audio signal characterize basic properties of the in-
vestigated sounds, such as loudness, duration, pitch, and more advanced proper-
ties, describing frequency contents and its changes over time. Some descriptors
come from speech processing and include prosodic and quality features, such as
phonation type, articulation manned etc. [12]. Such features can be applied to
detection of emotions in speech signal, but not all of them can be applied to
music signals, which require other descriptors. Features applied to music sig-
nal include structure of the spectrum - timbral features, time domain features,
time-frequency description, and higher-level features, such as rhythmic content
features [7], [9], [13], [14].

When parameterizing music sounds for emotion classification, we assumed
that emotions depend, to some extend, on harmony and rhythm. Since we deal
with audio, not MIDI files, our parametrization is based on spectral contents
(chords and timbre). Western music, recorded stereo with 44100 Hz sampling
frequency and 16-bit resolution was used as audio samples. We applied long
analyzing frame, 32768 samples taken from the left channel, in order obtain more
precise spectral bins, and to describe longer time fragment. Hanning window was
applied, and spectral components calculated up to 12 kHz and no more than 100
partials, since higher harmonics did not contribute significantly to the spectrum.

The following set of 29 audio descriptors was calculated for our analysis
window [14]:

— Frequency: dominating fundamental frequency of the sound

— Level: maximal level of sound in the analyzed frame

— Tristimulusl, 2, 3: Tristimulus parameters calculated for Frequency, given
by [10]:

A2
Tristimulusl = __ 1 ) "
Zn:l An
asa A2
Tristimulus2 = Z";V?&‘l . ) @
Zn:l An
N
A2
Tristimulus3 = Z:nN:5 ; )
Zn:l An

where A,, denotes the amplitude of the n** harmonic, N is the number of

harmonics available in spectrum, M = |[N/2] and L = |[N/2 + 1]
— EvenHarm and OddHarm: Contents of even and odd harmonics in the
spectrum, defined as

VI, A3,
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— Brightness: brightness of sound - gravity center of the spectrum, defined as

ZnNzl n Ay,
Sl An

n=1

Brightness =

(6)

— Irregularity: irregularity of spectrum, defined as [5], [6]

N-1
Ay
Irregularity = log | 20 E log 7)
p VA1 AR A (

— Frequencyl, Ratiol, ..., 9: for these parameters, 10 most prominent peaks
in the spectrum are found. The lowest frequency within this set is chosen
as Frequencyl, and proportions of other frequencies to the lowest one are
denoted as Ratiol, ...,9

— Amplitudel, Ratiol, ..., 9: the amplitude of Frequencyl in decibel scale,
and differences in decibels between peaks corresponding to Ratiol,...,9 and
Amplitudel. These parameters describe relative strength of the notes in the
music chord.

3 Experiment Setup

Investigations on extracting emotions from music data were performed on a
database of 870 audio samples. The samples represented 30 seconds long ex-
cerpts from songs and classic music pieces. This database was created by Dr.
Rory A. Lewis from the University of North Carolina at Charlotte. Therefore,
all audio file were labeled with information about emotions by a single subject.
The pieces were recorded in MP3 format and next converted to au/snd format
for parametrization purposes. Sampling frequency 44100 Hz was chosen. Para-
metrization was performed for 32768 samples (2!°) frame length. The data set
is divided into the following 13 classes, covering wide range of emotions [7]:

frustrated,
bluesy, melancholy,
longing, pathetic,
cheerful, gay, happy,
dark, depressing,
delicate, graceful,
dramatic, emphatic,
dreamy, leisurely,

9. agitated, exciting, enthusiastic,
10. fanciful, light,
11. mysterious, spooky,
12. passionate,
13. sacred, spiritual.

PN o UtE W=
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Class No. of objects | Class No. of objects
Agitated 74 Graceful 45
Bluesy 66 Happy 36

Dark 31 Passionate 40
Dramatic 101 Pathetic 155
Dreamy 46 Sacred 11
Fanciful 38 Spooky 77
Frustrated 152

317

Fig. 1. Representation of classes in the 870-element database

Number of samples in each class is shown in Figure 1.

Some classes are underrepresented, whereas others are overrepresented in
comparison with the average number of objects in a single class. Moreover, la-
beling of classes is difficult in some cases, since the same piece may evoke various
emotions. Therefore, we decided to join the data into 6 superclasses as follows
(see [7]):

. happy and fanciful,

. graceful and dreamy,

. pathetic and passionate,

. dramatic, agitated, and frustrated,
. sacred and spooky,

. dark and bluesy.

O U= W N~

The classification experiments were performed using k-NN algorithm, with k
varying within range 1..20, and the best k in each experiment was chosen. We
decided to use k-NN because in the first experiments it outperformed classifiers
of other types. For training purposes, 20% of the data set was removed and then
used as test data after finishing training; this procedure was repeated 5 times
(i.e., standard CV-5 procedure was applied). Next, the results were averaged. In
order to compare results with Li and Ogihara [7], we performed experiments for
each class separately, recognizing them in a binary way - one class against the
rest of the data. The binary classification can be a good basis for construction
of a general classifier, based on a set of binary classifiers [1].

4 Results

The experiments described in the previous section were first performed on a
smaller data set, containing 303 objects, as presented in Figure 2. These exper-
iments yielded results presented in Figure 3.

The results can be well compared with the results obtained by Li and Ogihara
[7]. They obtained accuracy ranging from 51% to 80% for various classes and
30-element feature vector, with use of 50% of data for training and the remaining
50% of the data set, consisting of 599 audio files, also labeled by a single subject
into the same 3 classes, and then into 6 classes, as described in section 3. We
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Class No. of objects | Class No. of objects
Agitated 16 Graceful 14
Bluesy 18 Happy 24

Dark 6 Passionate 18
Dramatic 88 Pathetic 32
Dreamy 20 Sacred 17
Fanciful 34 Spooky 7
Frustrated 17

Fig. 2. Representation of classes in the collection of 303 musical recordings for the
research on automatic classifying emotions

Class No. of objects | k-NN | Correctness
1. happy, fanciful 57 k=11 81.33%
2. graceful, dreamy 34 k=5 88.67%
3. pathetic, passionate 49 k=9 83.67%
4. dramatic, agitated, frustrated 117 k=7 62.67%
5. sacred, spooky 23 k=7 92.33%
6. dark, bluesy, 23 k=5 92.33%

Fig. 3. Results of automatic classification of emotions for the 303-element database
using k-NN

Class No. of objects | Correctness
1. happy, fanciful 74 95.97%
2. graceful, dreamy 91 89.77%
3. pathetic, passionate 195 71.72%
4. dramatic, agitated, frustrated 327 64.02%
5. sacred, spooky 88 89.88%
6. dark, bluesy, 97 88.80%

Fig. 4. Results of automatic classification of emotions for the 870-element database

also performed experiments for the same 6 classes, using k-NN classifier, i.e.,
examining all 6 classes in parallel. These experiments yielded 37% correctness
(and 23.05% for 13 classes), suggesting that further work was needed. Since we
suspected that uneven number of objects in classes and not too big data set could
hinder classification, the 870-element data set was used in further experiments.

The results of experiments with binary classification performed on the full
data set, containing 870 audio files, are presented in Figure 4. The best results
of experiments were obtained in k-NN for £ = 13. As we can see, the results
have been even improved comparing to the small data set. However, general
classification for all classes examined in parallel was still low, comparable with
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results for 303-element data set, since we obtained 20.12% accuracy for 13 classes
and 37.47% for 6 classes.

Because of the low level of accuracy in general classification, we decided to
compare the results with human performance. Two other subjects with musical
background were asked to classify a test set of 39 samples, i.e., 3 samples for
each class. The results convinced us that the difficulty is not just in the parame-
trization or method of classification, since the correctness of assessment yielded
24.24% and 33.33%, differing essentially on particular samples. This experiment
suggests that multi-class labeling by a few subjects may be needed, since various
listeners may perceive various emotions while listening to the same file, even if
they represent the same cultural and musical background.

5 Multi-class Labeling

In our experiments we used a database of music files collected by a professional
musician acting as an expert. Every file was labeled and classified to exactly one
class representing particular kind of emotion. One of the first remarks of the
expert was that in several cases it is impossible to classify a song to exactly one
class. First of all, the nature of the song and the melody can be labeled by more
than one adjective. Secondly, labeling is very subjective and different people may
use various associations. This is because the perception of sounds by humans is
not uniform. The perception can be dominated by different factors, e.g., by
particular instrument or by vocal, and thus, different labels can be attached to
the same piece of sound.

The results of our initial experiments (i.e., with 13 decision classes) one may
interpret as not satisfactory. One reason of low results is that the set of used
descriptors is relatively small. However, we claim that the most important factor
is that the files were initially classified to single classes only. To confirm this we
conducted the following experiment. We asked another two musicians (female
and male) to classify the sound files to the same categories as the initial labeling.
As we stated in the previous section, the results were very surprising in that the
quality of recognition by a human was worse than one obtained by k-NN.

From the discussions with the experts it follows that the main difficulty while
performing the classification was that they had to choose one class only, whilst
in most cases they found at least two class labels appropriate. Therefore, we
suggest to use multi-class labeling, i.e., to allow labeling each piece of sound
with any number of labels.

The data that can be classified to more than one class are known in the
literature as multi-label data [2,8,4]. This kind of data is often being analyzed
in text mining and scene classification, where text documents or pictures may
have been attached several labels describing their contents.

There are several problems related to multi-label data analysis, including:
selecting training model with multi-label data, using testing criteria, and evalu-
ating multi-label classification results.
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5.1 Training Models

One of the basic questions of training phase of classifier’s induction is how to
use training examples with multiple labels? There are a few models commonly
used.

The simplest model (MODEL-s) assumes labeling of data by using single
label — the one which is most likely.

MODEL-i assumes ignoring all the cases with more than one label. That
means that there can no data to be used in the training phase if there are no
data with single label.

In MODFEL-n there are created new classes for each combination of labels
occurring in the training sample. The main problem of this model is that the
number of classes easily becomes very large, especially when we consider not
only two, but three and more labels attached to one sample. Therefore, the data
become very sparse, and, as result of that, several classes can have very few
training samples.

The most efficient model seems to be MODEL-z, cross-training, where sam-
ples with many labels are used as positive examples, and not as negative exam-
ples, for each class corresponding to the labels.

5.2 Testing Criteria

We assume that we build models for each base class only, and not for combination
of classes (MODEL-n) because of sparseness of data as discussed above. As an
exemplary classifier we use Support Vector Machines (SVM) [3] as they are
recognized to give very good results in text and scene classification, i.e., in multi-
label data.

Now, let us see how can we obtain multiple labels from the outputs of each
of the models. In standard 2-class SVM the positive (negative) output of a SVM
for a testing object means that it is a positive (negative) example. In the case
of multi-class problems there are several SVMs built — one for each class. The
highest positive output of SVMs determines the class of a testing object. How-
ever, it can happen that no SVM gives positive output. This approach can be
extended to multi-label classification.

Let us consider the following three testing (labeling) criteria.

P-criterion labels the testing object with all classes corresponding to positive
output of SVM. If no output is positive than the object is unlabeled.

T-criterion works similarly to P-criterion, however, if no output is positive
than the top value is used for labeling.

C-criterion evaluates top values that are close each other no matter whether
they are positive or negative.

5.3 Evaluating Classification Results

Evaluation of results differs from the classical case of single-label classification,
where testing object is classified either correctly or incorrectly. In the case of
multi-label data classification we can have more cases. If all the labels assigned
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to a testing object are proper then it is classified correctly — if all are wrong
then incorrectly. However, what makes it different from single-label classification,
only some of the labels can be attached properly — this is the case of partial
correctness.

Thus, except standard measures of quality of classification like precision or
accuracy, we need additional ones that take into account also partial correctness.
Some examples of such measures, for example one-error, coverage, and precision,
have been proposed in the literature (see, e.g., [11]). In [2] there are proposed
two methods, a-evaluation and base class evaluation of multi-label classifier eval-
uation that make it possible to analyze results of classification in a wide range
of settings.

6 Conclusions and Future Work

Difficult task of automatic recognition of emotions in music pieces was investi-
gated in our research. The purpose of this investigations was not only testing
how numerical parameters perform in objective description of subjective fea-
tures, but also assessment of the recognition accuracy, and comparison of results
with human subjects. The obtained accuracy is not high, but is of the same
quality as human assessment. Since humans differ in their opinions regarding
emotions evoked by the same piece, inaccuracies in automatic classification are
not surprising.

In the next experiments we plan to apply multi-class labeling of sounds and
develop the methodology for multi-label data classification.

We also plan to extend the set of descriptors used for sounds parametrization.
In particular, we want to investigate how values of particular parameters change
with time and how it is related to any kind of emotions.
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Abstract. Motion information represents semantic conception in video
to a certain extent. In this paper, according to coding characteristics
of MPEG, a global-motion analysis method via rough-set-based video
pre-classification is proposed. First, abnormal data in MPEG stream are
removed. Then, condition attributes are extracted and samples are classi-
fied with rough set to obtain global-motion frames. Finally, their motion
models are built up. So the method can overcome disturbance of local
motion and promote veracity of estimations for six-parameter global mo-
tion model. Experiments show that it can veraciously distinguish global
and non-global motions.

1 Introduction

With the development of network, computer and multimedia technologies, the
demands for video become greater. People attempt to find a quick way to obtain
interested material from video. Obviously, traditional retrieval based on text
can’t meet these demands, so content-based video retrieval has been proposed
as a solution to address this problem. This technology is relative with objects
instead of identifiers, with which video features, such as colors, textures and
motion types, are extracted from multimedia data to retrieve similar video data
from multimedia databases.

As the unique feature of video, motion information of objects and back-
grounds is essential in the research of video retrieval. As a result, motion-
information-based video retrieval has had broad attention. Video motions can
be divided into two types, global and local. The global motions are caused by
camera movements, and there are six motion types defined in MPEG-7, includ-
ing panning, titling, zooming, tracking, booming, and dollying. In recent years,
several parameter estimation methods for global motions in the uncompressed
domain have been proposed [1] [2] [3]. On the other hand, Tan and Saur [4] pro-
posed a quick parametric-global motion estimate algorithm by extracting motion
vectors of macroblocks from compressed data, and a video retrieval system based
on global motion information [5] was founded by Tianli Yu. However, the above
methods are unreliable if there are local motions or coding errors. In this pa-
per, we propose a new method to cope with these matters. Video frames are
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firstly classified before global-motion analysis, and non-global motion ones from
classification results won’t be processed.

Nevertheless, the classification may bring uncertainty and inconsistency. For
example, there are almost similar motion features between frames of two motion
types. Therefore, the theory of rough set as following may be useful. Rough
set theory [6] was proposed by Z Pawlak in 1982 as a powerful mathematical
analysis tool to process incomplete data and inaccurate knowledge. It’s a new
hot spot in the artificial intelligence field at present and has been widely used
in knowledge acquisition, knowledge analysis, decision analysis and so on [7].
Without any mathematical description of attributes and features of detected
objects in advance, directly from given knowledge classification, it determines
the knowledge reduction and educes decision rules via indiscernibility relations
and classes. Since there are uncertainty and inconsistency in the classification of
global and non-global motions, the rough set method is adopted to construct a
better global motion model.

2 Rough-Set-Based Video Pre-classification Modeling

2.1 Modeling Method

As for MPEG, each video sequence is composed of a series of Groups of Pictures
(GOP’s), in which "I” frames are intracoded, "P” frames are predictively coded,
and ”"B” frames are bi-directionally predictive coded. The first frame in a GOP
is always the I frame intra coded by DCT. P frames are coded by taking the
previous I frame or P frame as reference frames while B frames are coded by
taking the nearest P frames and I frames as reference frames. Thus, the P frame
can best represent movements of the whole GOP. In this paper, video is pre-
classified just by analyzing information of P frames in the compressed domain.

The decision rules of video pre-classification depend on the foundation of
video information system, which is a 4-tuple, IS = (U, A,V, f). U is a finite
set of objects (universe), describing examples of P frames. A is a finite set of
attributes, that is A = {a1,a2,...,a,} or A = C|JD, where C' denotes the
condition attributes of P frames, and D denotes the decision attributes, whose
values are motion types of P frames. V, is the domain of the attribute a. For
each a € A, an information function is defined as f, : U — V,. This information
system can be also described using a two-dimensional decision information table,
in which each column denotes one example of U, each row denotes one attribute
of A, and each element denotes the value of one attribute that is the value of
information function f,.

Therefore, in order to complete an information table we need to extract
information data U and determine an attribute set A.

2.2 Extraction of U

For universality of samples, various test sequences are chosen, including cartoon
clips, advertisement clips, news clips. Then, after extracting many P frames
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(there are 1367 frames in our experiments), motion types of these P frames are
added by hand to form information data U.

2.3 Determination of A

The attribute set A is determined via analyzing many P frames. For our infor-
mation system, the analyzed data are extracted from P frames in the compressed
domain, including macroblock types and motion vectors.

The macroblock types are denoted as the field macroblock type in MPEG
stream. However, the field is just used in video decoding, but hardly in video
retrieval. To exploit temporal redundancy, MPEG adopts macroblock-level mo-
tion estimation. During motion estimation, the encoder first searches for the best
match of a macroblock in its neighborhood in the reference frame. If the predic-
tion macroblock and the reference macroblock are not in the same positions of
the frames, motion compensation is applied before coding. Given that No MC
means no motion compensation, when a macroblock has no motion compen-
sation, it is referred as a No MC macroblock. Generally, there are two kinds
of No MC, which are intra-coded No M(C and inter-coded No MC. In typical
MPEG encoder architecture, there exists an inter/intra classifier. The inter/intra
classifier compares the prediction error with the input picture elements. If the
mean squared error of the prediction exceeds the mean squared value of the
input picture, the macroblock is then intra-coded; otherwise, it is inter-coded.
In fact, in a special case, when the macroblock perfectly matches its reference,
it is skipped and not coded at all. Furthermore, they can be divided into three
types, which are low change (L), middle change (M) and high change (H). So
the change ranges of frames are shown in the field macroblock type in a certain
degree.

Via the field macroblock type, ratios of macroblock types are defined as
follows:

RateH = Hcount /T count. 1)

(
RateM = Mcount /T count. (2)
RateL = Leount/T count. (3)

Where Tcount is the whole count of a P frame, and the other Xcount are the
count of the macroblock type X.

In order to correctly process motion vectors, global and local abnormal data
need to be removed at first. Assumed that all motion vectors of a P frame are
based on Gaussian distributions, one motion model will be directly built up.
Motion vectors here are extracted via block matching algorithm, which tries to
find the best matches. However, there still exist random errors in low texture
areas of frames that are called abnormal data.

The coordinate system for a P frame where the original point is in the center
is shown in Fig. 1, in which the rectangle denotes a 16*16 macroblock, whose
coordinate is (4, j). The line emitting from the rectangle center denotes the
motion vector of the macroblock. We define:
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Eij = \/U%x =+ Ulzjy (4)
0;; = angle. (5)

where v;;, is horizontal motion vector of macroblock (3, j) and v;;, is the vertical,
E;; is its movement energy and 0;; is its movement direction.

()]

angle

Fig. 1. Movement energy and direction of the macroblock

The energy of the macroblock can be characterized by several levels. In order to
match human optical features, here it is non-uniformly quantified as five degrees:
0~38,8~ 16,16 ~ 32, 32 ~ 64, > 64. Then we define:

ratioli] = countli]/sum. (6)

where sum denotes the sum of macroblocks with motion vectors, and count[i],
ratioli] respectively denote the count and ratio of macroblocks in level i. A
proper threshold 7% is set here, which means that if ratio[i] is smaller than the
threshold, all motion vectors in qualified level 7 are set to zero.

For global motions, the movement trend of neighbor macroblocks is always
changed gradually. So are the local motions sometimes, but it becomes the fastest
in parts where different objects with different motions are tangent. As a result, we
use 3*3 detection matrixes to trim local abnormal data. The center of matrixes
as a reference point is compared with other eight macroblocks by the energy and
direction. Then sudden changed ones are removed during processing. After this
step, the following is defined:

RateM1 = Mcountl /T count. (7)

where M count1 is the count of macroblocks having motion vectors after deletion
of abnormal data, not as the definition in (2).

Sequentially, macroblocks are clustered by checking whether they are neigh-
boring. Class S is defined as:

S = {(¢,7)|(4,j) are neighboring and E;; # 0}. (8)

Since the motion model of each clustered class is unique, we adopt a six-
parameter affine model to describe the movement of each class. The optimal
motion parameters as follows are calculated by using the least square method:

u = agx + boy + 2o. 9)
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v=a12 + b1y + 21. (10)

where z and y are the horizontal and vertical coordinate of macroblocks, v and v
are the horizontal and vertical motion vector, ag, bg, 29, a1, b1, 21 are six motion
parameters describing models: ag, by, a1, b1 describe the depth of motion scenes
and zp, z1 describe 2-D global or local motion [8]. Therefore, classes with the
similar motion models can be clustered further by taking six parameters above
into account. The count of final motion models is defined as Module Num.

A motion activity description is recommended in MPEG-7, in which the
describing of spatial distribution of motion activity represents motion density,
motion rhythm and so on. It can also be indirectly scaled with intensity of motion
vectors in the MPEG stream as follows [9]:

/2 J/2

Cmv,avgzllj Z Z E’LJ (11)

i=—1/2 j=—J/2

where [ and J are the width and height of a P frame in unit of a macroblock.
Referring to the literature [10], the motion centroid Com and motion radii
Rog are calculated as follows:

/2 JJ2 0 i E 0
mpg= D D 3 (i]), where f(i,j) = {1 fE 2o (12
i=—1/2 j=—1J/2 "
Comy = mlo, Com, = mOl, Com = /Com?2 4+ Com?2. (13)
Moo Y moo v Y
Rog, = \/220, Rog, = \/ZOQ, Rog = \/Rogg + Rog2. (14)
00 00

Next, feature attributes of information system need to be chosen. Due to cor-
relations among RateH, RateM and RateL, only RateH and Ratel are se-
lected to describe ratios of different types of macroblocks together with RateM 1.
ModuleNum is used to denote the count of main motions in a frame. The four
attributes above are computed not only by analyzing motion vectors but also by
extracting the field macroblock typein MPEG steam. The field macroblock type is
hardly referred in literatures, but it is crucial for us to distinguish global motion
frames from non-global motion frames in our experiments. So RateH, RateM
RateL and ModuleNum are defined for the first time. Referred to [9] and [10],
Cmu, avg, Com, Rog are also selected. Above all, seven feature attributes are
defined in order to construct the video pre-classification condition attribute set
C = {RateH, RateM1, RateL, M odule Num, Cmuv, avg, Com, Rog}. The seven
attributes can show differences between global motion model and non-global
motion model, such as ratios of different motions, the count of motions and
movement characteristics. As a result, those attributes are quite enough for video
classification. The decision attribute of the decision table is described that global
motion type is 1 and non-global motion type is 2. As an example, Table 1 shows
a decision table for example.
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Table 1. Example of decision table in video pre-classification system

RateH RateM1 RateL Module Num Ciy,avg Com Rog Type

0.167 0.121 0.712
0.179 0.129  0.692
0.475 0.25 0.275
0.636 0.063  0.311
0.863 0.0542 0.083
0.106 0.053  0.819
0.159 0.25 0.591
0.004 0 0.996
0.285 0.135  0.579

3.320 0.279 3.732 2
1.909  0.192 2.067 2
4.427  0.136 2.269 1
2.867 0.61 5.734 2
0.338  0.121 0.937 1
0.211  0.531 1.131 2
0.962  0.102 0.452 1
0 0 0 2
0.989  0.020 1.122 2

N O = =N W

2.4 Extraction of Decision Rules Based on Rough Set
Extraction of decision rules via rough set theory includes the following steps.

Data Preprocessing. It includes deleting repeated records, filling missing data
and discretization. Comparison experiments show that Nguyen improved greedy
algorithm achieves the best result.

Reduction of Attributes. Here the reduction algorithm based on condition
information entropy is adopted.

Reduction of Values. The reduction algorithm based on decision matrixes is
adopted.

Obtaining Logic Rules According to Reduction of Values. Combined
with logic meanings of attributes, the rules derived from reduction of attributes
are analyzed to form logic rules, which are validated later taking coding features
of P frames into account.

3 Experiments and Analysis of Results

As said above, many kinds of video clips are selected for our experiment. 1367 P
frames extracted from them are taken as the data set U, 440 of which are global
motion frames and the others are non-global. 400 samples are randomly selected
from them as train data, in which 146 are global. Then, in order to produce the
video classification decision table used for rule obtainment, feature attributes of
those frames are extracted one by one according to attribute descriptions above.

In our experiments, RIDAS system is adopted as data mining platform, which
is developed by Institute of Computer Science and Technology, Chongqing Uni-
versity of Posts and Telecommunications in China [11]. The system integrates
almost 30 classical algorithms regarding rough set theory.

Since values of attributes are unique, there’s nothing missing in the informa-
tion table and the filling of missing data isn’t needed. Types of most data are
float, so discretization for data is necessary. Via Nguyen improved greedy algo-
rithm, the broken set can be obtained as listed in Table 2. From each broken set,
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Table 2. Values of intervals of attributes after discretization

Attribute Count of interval Broken set

RateH 2 *0.223, *

RateM1 4 *.0.082, 0.138, 0.170, *

RateL 4 *.0.330, 0.499, 0.671, *
ModuleNum 2 * 1.5, %

Cono,avg 5 *0.136, 0.218, 0.529, 1.243, *

Com 4 *0.206, 0.241, 0.441, *

Rog 6 *.0.661, 0.889, 1.096, 1.193, 2.452, *

Table 3. Distribution of recognition ratio

Right recognition Wrong recognition Unknown recognition

Recognition count 797 142 28
Percentage (%) 824 14.7 2.9

Table 4. Distribution of Wrong recognition

Original type Count Recognition type Count Percentage (%)
Global motion 232 79
Global motion 294  Non-global motion 56 19
Unknown recognition 6 2
Non-global motion 565 84
Non-global motion 673  Global motion 86 12.8
Unknown recognition 22 3.2

Table 5. Accuracy with each classifier

Global motion Acc. Non-global motion Acc. Total motion Acc.

Roughset  79% 84% 82.4%
Decision tree 74.5% 80.2% 78.4%
SVMs 71% 83.6% 79.8%

intervals can be easily got. For example, the broken set 7*, 0.223, *” means that
there are 2 intervals, including [*, 0.223] and [0.223, *]. All condition attributes
are reserved after reduction of attributes, which indicates that they are all partly
necessary attributes, which means the decision attributes educed by them are
accordant with that educed by all attributes.

After value reduction, totally 97 rules are obtained from the video pre-

classification information table. Some rules covering over 20 samples are listed
as follows.

rulel: Cry avg(4) U Module Num(1) |J RateM1(1) —D2
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rule2: Cp.a0g(0) |J Rog(0) —D2
rule3: ModuleNum(0) | Rog(3) |J RateM (3) — D1
ruled: Com(0) |J RateL(3)|J RateM (0) — D2

By analyzing rules that cover many samples, we find some useful knowledge
below. If global motion is dominant in a P frame, there is much energy and few
motion models, for example often only one model; its motion centroid is near the
center; and there are many intra-coded macroblocks in the case of few motion
vectors. If local motion is dominant in a P frame, there is little energy and more
than two motion models; its motion centroid is far from the center; its motion
radii is long; and the ratio of low-changed macroblocks is high.

Next 937 P frames are used as test data for our experiment. These data
make rule-match via majority priority strategy [12] to cope with conflict and
inconsistency among them. The results are listed in Table 3. Furthermore, dis-
tribution information of wrong recognition of two types of P frames is listed in
Table 4.

In addition, we have designed experiments to compare rough-set-based
method adopted in the paper with other solutions. One is decision tree with
ID3 algorithm [13]; another is the SVMs(Support Vector Machines) classifier
[14]. These classifiers are test with the same test set. The accuracy with each
classifier is shown in Table 5. By observing three parameters of accuracy in Ta-
ble 5, we can conclude that the rough-set-based method is better than the other
two algorithms and more helpful for global-motion analysis of video.

4 Conclusions

Video classification rules may be rather important and useful in video retrieval,
especially for parameter extraction in video retrieval system that is based on
motion features. In a video retrieval system based on global motion information,
we may just consider those P frames with global motions, so that disturbance of
local motions can be well overcome for building up a more precise motion model.
In this case, video classification rules are very helpful. In this system, video are
divided into sequential shots at first. Then feature attributes are extracted from
representative P frames of shots, and they are used with classification rules
proposed in the paper to check motion types of shots. If they are shots with
global motion, their motion models are formed. When users input samples to
retrieve video, the features of these samples are compared with those of video
shots by use of the shot distance algorithm. Most similar shots are output and
display as results. In addition, the numbers of global motion frames and non-
global motion frames of a video clip can be taken as feature attributes in the
sequential pattern data mining method [15] for video classification.

In conclusion, as unique information of video data, motion information plays
an important part in video retrieval. Unfortunately, video data analysis is not
robust due to disturbance of coding at present, which are avoided only through
transcendent knowledge. In this paper, according to characteristics of MPEG
coding, a novel robust analysis method of global motion via rough-set-based
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pre-classification is presented. In this method, condition attributes of video are
extracted by analyzing motion vectors and macroblock type fields, which are
crucial but usually ignored. Then, P frames are classified as global type and
non-global type via the rough set classifier, so that global motion models with
more precise parameters can be built up. Meanwhile, the rules constructed by
rough set system can be used to instruct classification of video, which is our
future work.

Acknowledgements

This paper is supported by the following foundations or programs, including Pro-
gram for New Century Excellent Talents in University (NCET), National Natural
Science Foundation of China (No.60373111), Science and Technology Research
Program of the Municipal Education Committee of Chongqing of China.

References

1. F. Dufaux, J. Konrad: Efficient, Robust, and Fast Global Motion Estimation for
Video Coding. IEEE Trans. on Image Process. 9 (2000) 497-501

2. G. Giunta, U. Mascia: Estimation of Global Motion Parameters by Complex Linear
Regression. IEEE Trans. on Image Process. 8 (1999) 1652-1657

3. K.Y. Yoo, J.K. Kim: A New Fast Local Motion Estimation Algorithm Using Global
Motion. Signal Processing. 68 (1998) 219-224

4. Y.P. Tan, D.D. Saur, S.R. Kulkarni, P.J. Ramadge: Rapid Estimation of Camera
Motion from Compressed Video with Application to Video Annotation. IEEE Tans.
on Circuits Syst. Video Techo. 10 (2000) 133-145

5. T.L. Yu, S.J. Zhang: Video Retrieval Based on the Global Motion Information.
Acta Electronica Sinica. 29 (2001) 1794-1798

6. Z. Pawlak, J. Grzymala-Busse, R. Slowinski: Rough Sets. Communications of the
ACM. 38 (1995) 89-95

7. G.Y. Wang, J. Zhao, J.J. An, Y. Wu: Theoretical Study on Attribute Reduction
of Rough Set Theory: in Algebra View and Information View. Third International
Conference on Cognitive Informatics. (2004) 148-155

8. G. Sudhir, J.C.M. Lee: Video Annotation by Motion Interpretation Using Optical
Flow Streams. Journal of Visual Communication and Image Representation. 7
(1996) 354-368

9. A. Divakaran, H. Sun: Descriptor for Spatial Distribution of Motion Activity for
Compressed Video. SPIE. 2972 (2000) 392-398

10. Y.F. Ma, H.J. Zhang: Motion Pattern Based Video Classification and Retrieval.
EURASIP JASP. 2 (2003) 199-208

11. G.Y. Wang, Z. Zheng, Y. Zhang: RIDAS— A Rough Set Based Intelligent Data
Analysis System. Proceedings of the First Int. Conf. on Machine Learning and
Cybernetics. (2002) 646-649

12. G.Y. Wang, F. Liu, Y. Wu: Generating Rules and Reasoning under Inconsistencies.
Proceedings of IEEE Intl. Conf. on Industrial Electronics, Control and Instrumen-
tation. (2000) 646-649



332 Z. Yuan et al.

13. D.S. Yin, G.Y. Wang, Y. Wu: A Self-learning Algorithm for Decision Tree Pre-
pruning. Proceedings of the Third International Conference on Machine Learning
and Cybernetics. (2004) 2140-2145

14. O. Chapelle, P. Haffner, V.N. Vapnik: Support Vector Machines for Histogram-
Based Image Classification. IEEE Trans. On Neural Networks. 10 (1999)

15. S.H. Lee, S.J. Bae, H.J. Park: A Compact Radix —64 54*54 CMOS Redundant
Binary Parallel Multiplier. IEICE Trans. ELENCTRON. (2002)



Analysis and Generation of
Emotionally-Charged Animated Gesticulation

Bozena Kostek and Piotr Szczuko

Multimedia Systems Department,
Gdansk University of Technology
{bozenka, szczuko}@sound.eti.pg.gda.pl

Abstract. Computer-animated sequences of emotionally-charged ges-
ticulation are prepared using keyframe animation method. This method
consists in creating an animation by changing the properties of objects
at key moments over a time sequence. Such a sequence is analyzed in
terms of locations and spacing of the keyframes, shapes of interpola-
tion curves, and emotional features present in them. In the paper the
keyframe method serves for creating animated objects characterized by
differentiating emotions. On the basis of the analysis of these computer-
animated sequences several parameters are derived. Then decision tables
are created containing feature vectors describing emotions related to each
object at key moments. This system serves for derivation of rules related
to various categories of emotions. Rules are analyzed, and significant
parameters are discovered. Conclusions and future experiments are also
outlined.

1 Introduction

Traditional animation and computer keyframe animation are governed by their
own rules and principles [2]. Both aim at animating a character with a highly
human appearance, personality and emotions though using different artistic and
technical means [9,11]. The simplest definition of the animation process is cre-
ation by changing the properties of objects over time. A keyframe is a time point
when a property has been set or changed. In traditional animation master anima-
tors draw the keyframes and assistants do the in-between frames. In computer
animation in-between frames are calculated or interpolated by the computer.
Although computer animation process is much faster than traditional one, the
quality of computer animations still lacks naturalness.

In our work an attempt is done to design an expert system based on anima-
tion rules used in traditional animation, capable of creating realistic animated
characters according to the animator’s requirements. One can analyze and pa-
rameterize features of hand-made animation and then translate them into the
description of emotional features. These data can be utilized for the creation
of the knowledge base containing feature vectors derived from the analysis of
animated character emotions. In such a way the user’s tasks could be limited to
designing a simple animated sequence, and to delivering a description of the

D. Slezak et al. (Eds.): RSFDGrC 2005, LNAI 3642, pp. 333-341, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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desired emotions to the expert system. These data could next be processed
in the fuzzy logic module of the system, in which the animation parameters
are modified, and as a result an emotionally charged animation is generated.
The last phase is the evaluation of the conveyed emotion rendered into the
animation.

2 Animation of Realistic Motion of Character

In the beginning of XX century, simultaneously with the invention of the movie,
the animation was born. At the very early stage of animation, to create the
animated motion, a small black-and-white picture was drawn on several layers
of celluloid. Continuity of motion was achieved by introducing very small changes
between each frame (cel), drawn one after one. Later the color drawing on papers
and on foils attached to the peg was invented. Therefore it was possible to
create frames in varied order - first the most important and powerful poses were
designed, then transitional frames were filled in, called also in-betweens [2]. The
same approach is utilized in the computer animation systems with keyframes
[11]. An animator first sets up main poses in time and space then the system
fills in the transitional frames by interpolating locations, rotations and torque
of objects and characters’ bones. The animator can influence the interpolation
process, therefore the acceleration, slow-in and slow-out phases can be changed,
and keyframes inserted or transposed.

2.1 Animation Rules

Correct utilization of poses and transitions between them can implicate dif-
ferent emotional features of the character’s motion. As a result of experience
derived from the first years of traditional animation the animation rules were
created in 1910, by the art designers from the Walt Disney studio. These rules
state how to achieve specific features, utilizing posing, keyframes, and phases of
motion [9,11].

One of the basic rules is anticipation. This refers to preparation for an action.
For every action there is an equal and opposite reaction. Before the main action
starts there should always be a preparation for it, which is a slight movement in
a direction opposite to the direction of the main action. If the preparation phase
is long, the performing character will be perceived as weak, or hesitating. Short
anticipation gives effect of a self-confident, strong character.

Follow-through is a rule related to physics of the moving body. The motion
always starts near the torso: first the arm moves, then the forearm, and the
last is hand. Therefore keyframes for bones in the forearm and hand should be
delayed comparing to the arm bone. The delay adds a whip-like effect to the
motion, and the feeling of the elasticity and flexibility.

Another rule connected to the physical basis of motion is overshoot. The last
bone in the chain, for example hand, cannot stop instantly. It should overpass
target position, and then goes back to it and slowly stops.
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Stops are never complete. A rule called moving hold is related to keeping
character in a pose for some time. Very small movements of head, eyes, and
limbs should be introduced to maintain the life-like character.

Natural motion almost always goes along curve. Only a vertically falling ob-
ject moves absolutely straight. Joints in human body implicate curve moves, but
also head movement from left to right if straight, will not appear to be natural.

Other rules, not mentioned here, are related to staging, i.e. posing a character
in front of the camera, exaggeration of motion, squashing and stretching for
achieving cartoon-like effects, and so on. However, these rules do not fall within
the scope of the objectives of this research study.

The know-how of hand-made animation and the rules being passed through
generations of animators, have a subjective nature, and have never been analyzed
by scientific means.

2.2 Computer Animation Methods

Many attempts were done to achieve a realistic motion with computer meth-
ods. Physical simulations of a human body motion were created, resulting in a
realistic motion during flight, free fall, etc. [4]. It is necessary to assign bound-
ary conditions such as how the motion starts, when and where it should stop,
and on this basis the transitional phase is calculated. Such a method makes the
animation realistic but neglects emotional features.

An attempt was also done to connect emotions with energy, therefore a very
energy consuming motion was assumed as happy and lively, and a low energy
consuming motion as tired and sad. In self-teaching algorithms the energy con-
sumption was assumed to be the target function. The method was tested on
4-legged robot creature, and is still in research phase [6].

Genetic algorithms and neural networks were applied to create a model of
human, and to teach it to move and react in a human-like way [10]. Data related
to physiology of the human body were gathered and the target functions were
composed related to keeping vertical position, not to falling over, and reaching
a desired location on foot. A system developed for this purpose was trained to
accomplish these tasks. Various behaviors were implemented, such as walking,
falling, running, limping, jumping, reacting to being hit by different forces, but
the method developed actually lacks emotional acting.

There were also some efforts to create new controllers for the animation
process. For example a recorded motion of the pen drawing on the computer
tablet is mapped to some motion parameters, like changes of location, rotation
and speed of selected character’s bone, or the movement of character’s eyes. It
gives the animator new technical means to act intuitively with the controller,
and map that action onto the character [8].

A very similar and well-known method is the motion capture [3], consisting
in the registration of sensor motions, which are attached to the key parts of
the performer’s body. It is possible to use a single sensor as a controller for the
selected motion parameter [7]. Unfortunately this method is expensive, and the
processing of the captured data is very unintuitive and complex, and editing by
hand is then nearly impossible.
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3 Case Study

In this paper it is assumed that animated motion could be described in a similar
way as the animator does it. This means that using data of character’s bones
in keyframes along with the interpolation data is sufficient to comprehensively
analyze and generate the realistic and emotionally charged motion. It is as-
sumed that the animation rules presented earlier are related to these data, thus
it is desirable to treat them as a knowledge base, and to evaluate both their
correspondence to emotional features of a motion, and the effectiveness of the
parametrization performed in terms of its categorization.

4 Preliminary Emotional Feature Evaluation

For the purpose of this research work one of the authors, a semi-professional
animator, basing on traditional animation rules, created a series of animations.
These animation objects present two arm gestures expressing picking up hypo-
thetical thing and pointing at hypothetical thing with fear, anger, sadness, hap-
piness, love, disgust and surprise. Animations consist of rotations of the joints
as shown in Figure 1. In such a case none of other bone parameters are changed.
36 test animations were prepared.

It is assumed that each animation should clearly reproduce the emotion pre-
scribed according the the rule applied. However taking into account subjectivity
of emotions, an additional evaluation of perceived emotions is needed. This may
help to verify the emotional definition of each sequence.

The following subjective test was conducted. For each animation, presented
in a random order, viewers were supposed to give an answer as to what kind
of emotion is presented by indicating only one emotion from the list. This was
done by assigning answers from 3-point scale (1 - just noticeably, 2 - noticeably,
3 - definitely). Additional features were also evaluated: strength of emotion,
naturalness of motion, its smoothness, and lightness, all of which have a 5-point
scale assigned to them (e.g. 1 - unnatural, 3 - neutral, 5 - natural). 12 non-
specialists, students from the Multimedia Systems Department of the Gdansk
University of Technology took part in the tests. This was the typical number

Fig. 1. Presentation of a chain of bones (a), possible bone rotations (b), torso with
animated arm (c)
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of subjects taking part in such an evaluation [5]. Students were not trained to
make these evaluations.

In the first attempt of evaluation, 17 of 36 animations were described by
participants as having different emotion than the animator aimed at. Therefore
in the next stage all gathered answers were analyzed, but not taking into ac-
count the prior assumptions about emotions. The results obtained revealed also
some difficulty in selecting only one description. Participants reported similar-
ity of gestures, e.g. similarities between 'negative’ emotions like fear, surprise,
and anger. 27.9% of acquired data describes anger emotion, 19.4% fear, 16.5%
happiness, 13.3% love, and others like disgust, sadness and surprise were the
remaining emotions indicated. It was also checked that after training, subjects
were more consistent in their answers, thus in future tests a training session will
be carried out prior to the evaluation tests.

5 Parametrization of Animation Data

For the purpose of analysis of animation data various parameters of the
keyframed motion are proposed. These parameters are related to the process of
creating animation. The starting point of the animation process is very simple

L*]
= .
% Analysis frame Overshoot Anticipation
E =1 0.6 2
éf..
t1 tz
= T t +—t t - O -
& l\ze/A.nticipation Overshoot | Time
Original amimation Original keyframe
—_— Result animation Q©  Inserted new keyframe

Fig. 2. Presentation of animation parameters. Original animation is without important
elements such as anticipation and overshoot. Result animation is a variation of the
original one, with anticipation and overshoot inserted. For that purpose it is necessary
to add new keyframes, which change the curve of motion amplitude. Keyframes times
are marked as t;, and values of amplitude associated with them as a;.
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Fig. 3. Animation utilizing bone rotations with frame numbers and motion phases
marked. Anticipation is very short (2 frames long) and subtle motion in direction
opposite to main motion. Main phase usually extends across many frames and changes
of rotation for bones are distinct. The overshoot is a short phase before the complete
stop, when last bones in chain overpass target position (hand bones are magnified to
visualize the overpass in frame 14).

Table 1. Decision table

Bone Rot  Apm tm Vin Aa ta Va Ao to Vo th Aa/Am ta/tm Decision

Arm Rotx 1.2 2 061 1 1 051 0.52 0.83 0.5  Surprise
HandRoty 1 2 052 21 2 12 3 2 1 Fear

HandRotz 2 2 1 1 2 05021 022 0.5 1 Happiness

and the animator adds important elements such as anticipation and overshoot
later (see Figure 2).

Animations for the test were prepared utilizing only rotation of bones, there-
fore there are separate keyframes for rotations along X-, Y-, Z-axes, and in such
a case amplitude literally means the rotation angle (see Figure 3).

Long animated sequences are segmented into parts with one main motion
phase and one hold phase (see Figure 2, ’Analysis frame’). Each segment is
analyzed and included as a pattern in the decision table (Table 1). For each
animation segment, values of animation parameters are calculated related to
amplitudes of particular phases (4, = as — a1, Ay = ag — a2, Ay = a4 — a3),
their lengths (¢, = t3—t2,tq = to—t1,t, = ta—ts, tp, = ts—t4), and speeds (V,,, =
A [tm, Vo = Aa/ta, Vo = Ay/t,). Variables a; and t; are depicted in Figure 2.
The decision parameter for an animation segment is the emotion assigned most
often by the participants of a test while rating the animation.

This table serves as an input to the rough set system. The system task is to
evaluate rules describing interrelations between the calculated parameters and
features of motion.
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6 Data Mining

For the generation of rules based on the decision table, the Rough Set Exploration
System can be used [1]. During the processing, the automatic discretization of
parameter values is performed. In the case of experiments performed the local
discretization method was used. Some parameters were excluded at this level as
not important for defining the searched relations. 12 parameters were left in the
decision table: Bone, Rotation axis, amplitude for first keyframe a1, length and
amplitude of anticipation phase t,, A4, amplitude for anticipation keyframe as,
length and speed of main motion phase t,,, V;,, time for overshoot keyframe
ts, length of hold phase t, speed of overshoot phase V,, and time for ending
keyframe ts.

With utilization of the genetic algorithm available in the Rough Set Ex-
ploration System there were 1354 rules generated containing the above given
parameters. Total coverage was 1.0, and total accuracy in classification of ob-
jects from decision table was equal to 0.9. The shortening of the rules resulted
in a set of 1059 rules, giving total coverage 0.905, and accuracy for classification
was equal to 0.909.

An attempt was done to lower the number of used parameters. Therefore from
12 parameters, only 6 were chosen. There were such as follows: Bone, and ones
having more than three discretization ranges: a1, tq, tm, t3, tx. This resulted in
generation of 455 rules with total coverage 1.0 and accuracy equal to 0.871. After
additional shortening, 370 rules were left, resulting in lower coverage (0.828) and
accuracy of 0.93.

After discarding a;, when only Bone and time parameters have been left,
results not changed much: there were 197 rules, with coverage 1.0 and accuracy
of approx. 0.871. Also after shortening, when only 160 rules left, coverage was the
same as before (0.828), and accuracy was equal to 0.933. The resulting confusion
matrix is presented in Table 2. It should be noted that the a; parameter is
discretized into 10 ranges, and consecutively ¢, into 12, ¢,,, into 6, t3 into 7, and
tp, into 5 ranges.

Further attempts to reduce the number of parameters resulted in great ac-
curacy loss.

Table 2. Results of classification of objects with derived set of 160 rules

Predicted:
Anger Sadness Love Happiness Fear Surprise Disgust

Actual: Anger 103 0 0 0 0 0 0

Sadness 4 31 0 0 0 0 0

Love 0 0 37 0 0 0 0

Happiness 0 0 0 50 3 0 0

Fear 0 0 8 0 57 0 4

Surprise 0 0 0 0 0 16 0

Disgust 0 4 0 0 0 0 24
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It may be said that these results are very satisfying, namely it was discovered
that time parameters are especially important for defining emotions in motion.
In the derived 160 rules generated for 5 parameters, 100 of them use only time
parameters. 102 rules have a size of 2, and 58 rules have a size of 3. Maximal
support for the rule is 29, minimal 3, and mean is 5.7.

For rules, related to each class, parameter values were analyzed, resulting in
creation of representative sets. For example for surprise emotion, most objects
in decision table have t,=(7.5,8.5), t,,=(17.5,Inf), t3=(45.5,51.5), t,=(18.5,19.5)
for all bones, and t,=(16.5,19.5), t,,=(17.5,Inf), t3=(36.0,45.5), t,=(19.5,21.0)
for love. This information could be utilized later in a fuzzy logic module, for
generating variations of animations introducing desired emotional features.

Examples of the rules derived are: IF (Bone=Forearm) AND (t,,,=(-Inf,5.5))
THEN (Decision=Anger), and IF (¢,=(16.5,19.5)) AND (¢,,=(-Inf,5.5)) THEN
(Decision=Anger), which can be rewritten in natural language as follows: ”if
the forearm main motion phase is very short then emotion is anger”, and ”if
anticipation in motion is long and the main motion phase is very short then
emotion is anger”.

Next for each discretization range appropriate linguistic description should
be subjectively selected, and used as membership function name. Tests will be
needed to choose functions for ranges of e.g. short, medium and long anticipation.

7 Conclusions and Future Experiments

It is assumed that most of the rules generated in the rough set analysis are
closely congruent to the animation rules derived from the traditional animation.
The presented here work will be continued in order to create tools for realistic
and emotionally charged animation generation.

Results presented verify a very important fact known to the animators,
namely that timing of keyframes is important for defining the emotion in an-
imation. Interrelation between emotions and amplitudes gives possibilities to
introduce many constrains to motion, such as exact specification of target posi-
tion for grabbing, or walking sequence. In such case the amplitudes may remain
unchanged to satisfy constrains, but timing may vary, resulting in different emo-
tional features.

The rules generated could be used in the expert system containing a fuzzy
logic module. The rough set measure can be applied as the weight in the fuzzy
processing. The input parameters fed to the system may consist of data ob-
tained from keyframes of a simple animation created for easy manipulation along
with the description of the desired emotional feature. Output parameters are
the ones needed for creating realistic motion sequence: positions of keyframes
and lengths of anticipation and overshoot phases. For each parameter, mem-
bership functions should be defined, correlated to discretization cuts acquired
in the rough set rule generation process (e.g. for animation parameters), or tri-
angle membership functions covering ranges from 0 to 100 (e.g. for animation
features).
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For any simple animation, a set of modifications could be created, utilizing
different values of emotional descriptions. With the output parameters from the
fuzzy logic module, changes can be introduced to the animation, resulting in
new keyframes, insertion of anticipation and overshoot phases. It is planned to
generate sequences with the same emotional features as the ones prepared by the
animator in the first stage, and verify their emotional quality and naturalness.
The results obtained may be utilized for derivation of better rules, and the
effectiveness of the system can increase.

The methodology outlined can also be extended to other parts of the human
body, and this is planned as the future aim. The practical utility of this research
is to enhance computer-based animation features in order to create animation
more realistic and human-like.
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Abstract. The objective of our research was to find the best approach
to handle missing attribute values in data sets describing preterm birth
provided by the Duke University. Five strategies were used for filling in
missing attribute values, based on most common values and closest fit
for symbolic attributes, averages for numerical attributes, and a special
approach to induce only certain rules from specified information using
the MLEM?2 approach. The final conclusion is that the best strategy was
to use the global most common method for symbolic attributes and the
global average method for numerical attributes.

1 Introduction

Predicting preterm birth risk among pregnant women is a difficult problem.
Diagnosis of preterm birth is attributed with a positive predictive value (the
ratio of all true positives to the sum of all true positives and false positives) only
between 17 and 38% [7].

The main objective of our research was to find the best approach to handling
missing attribute values in data sets describing preterm birth. These data, col-
lected at the Duke University, were affected by vast quantity of missing attribute
values. Additionally, in spite of the fact that many attributes were numerical,
these data sets were inconsistent, another complication for data mining.

Additionally, the best approach to missing attribute values must be selected
taking into account that the main criterion of quality is not the smallest error
rate but the sum of sensitivity (conditional probability of diagnosis of preterm
birth) and sensitivity (conditional probability of diagnosis of fullterm birth). In
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© Springer-Verlag Berlin Heidelberg 2005
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order to increase sensitivity, an additional technique of changing rule strength
was applied [6]. Another important criterion of rule quality is the area under the
curve for the ROC graph.

2 Missing Attribute Values

In this paper we will discuss only methods dealing with incomplete data sets
(with missing attribute values) based on conversion of incomplete data sets into
complete data sets, without missing attribute values. Such a conversion is con-
ducted before the main process of rule induction, therefore it is a kind of pre-
processing.

2.1 Global Most Common Attribute Value for Symbolic
Attributes, and Global Average Value for Numerical
Attributes (GMC-GA)

This method is one of the simplest methods among the methods to deal with
missing attribute values. For symbolic attributes, every missing attribute value
should be replaced by the most common attribute value; for numerical attributes,
every missing value should be replaced by the average of all values of the corre-
sponding attribute.

2.2 Concept Most Common Attribute Value for Symbolic
Attributes, and Concept Average Value for Numerical
Attributes (CMC-CA)

This method may be considered as the method from Subsection 2.1 restricted
to concepts. A concept is a subset of the set of all cases with the same outcome.
In preterm birth data sets there were two concepts, describing preterm and
fullterm birth. In this method, for symbolic attributes, every missing attribute
value should be replaced by the most common attribute value that occurs for the
same concept; for numerical attributes, every missing values should be replaced
by the average of all values of the attributed, restricted to the same concept.

2.3 Concept Closest Fit (CCF)

The closest fit algorithm [4] for missing attribute values is based on replacing a
missing attribute value with an existing value of the same attribute from another
case that resembles as much as possible the case with missing attribute values.
When searching for the closest fit case, we need to compare two vectors of attribute
values of the given case with missing attribute values and of a searched case.

During the search, for each case a proximity measure is computed, the case
for which the proximity measure is the smallest is the closest fitting case that is
used to determine the missing attribute values. The proximity measure between
two cases x and y is the Manhattan distance between x and v, i.e.,

n
distance(x,y) = Zdistance(mi, Yi)s
i=1
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where

0 if Ti =1Yi,
) 1 if  and y are symbolic and z; # y;,
distance(x;,y;) = or z; =7 or y; =2,

|T;y| if ; and y; are numbers and z; # y; ,

where 7 is the difference between the maximum and minimum of the known
values of the numerical attribute with a missing value. If there is a tie for two
cases with the same distance, a kind of heuristics is necessary, for example, select
the first case. In general, using the global closest fit method may result in data
sets in which some missing attribute values are not replaced by known values.
Additional iterations of using this method may reduce the number of missing
attribute values, but may not end up with all missing attribute values being
replaced by known attribute values.

3 Duke Data Sets

The preterm birth data were collected at the Duke University Medical Center.
This data set includes a sample of 19,970 ethnically diverse women and includes
1,229 variables. The data set was partitioned into two parts: training (with 14,977
cases) and testing (with 4,993 cases). Three mutually disjoint subsets of the set of
all 1,229 attributes were selected, the first set contains 52 attributes, the second
54 attributes and the third subset contains seven attributes; the new data sets
were named Duke-1, Duke-2, and Duke-3, respectively. The Duke-1 set contains
laboratory test results. The Duke-2 test represents the most essential remaining
attributes that, according to experts, should be used in diagnosis of preterm
birth. Duke-3 represents demographic information about pregnant women. All
the three data sets are large, have many missing attribute values, are unbalanced,
many attributes are numerical, and the data sets are inconsistent. Tables 1 and 2
outline the basic characteristics of these three data sets.

Table 1. Duke training data sets

Duke-1 Duke-2 Duke-3

Number of cases 14,997 14,997 14,997
Number of attributes 52 54 7
Number of concepts 2 2 2
Consistency level 42.18% 47.61% 95.95%
Number of cases in the basic class 3,116 3,116 3,069
Number of cases in the complementary class 11,861 11,861 11,908

Number of missing atribute values 503,743 291,338 4,703
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Table 2. Duke testing data sets

Duke-1 Duke-2 Duke-3

Number of cases 4,993 4,993 4,993
Number of attributes 52 54 7

Number of concepts 2 2 2

Consistency level 42.34% 52.29% 98.52%
Number of cases in the basic class 1,010 1,010 1,057
Number of cases in the complementary class 3,983 3,983 3,936
Number of missing attribute values 168,957 97,455 1,618

4 Data Mining Tools

In our experiments, for rule induction the algorithm LEM2 (Learning from Ex-
amples Module, version 2) was used [2]. LEM2 is a component of the LERS
(Learning from Examples based on Rough Sets) data mining system. Addition-
ally, a modified version of LEM2, called MLEM?2, was also used for some ex-
periments [3]. The classification system of LERS is a modification of the bucket
brigade algorithm. The decision to which concept a case belongs is made on the
basis of three factors: strength, specificity, and support. They are defined as fol-
lows: Strength is the total number of cases correctly classified by the rule during
training. Specificity is the total number of attribute-value pairs on the left-hand
side of the rule The third factor, support, is defined as the sum of scores of all
matching rules from the concept, where the score of the rule is the product of
its strength and specificity. The concept for which the support is the largest is
the winner and the case is classified as being a member of that concept.

5 Criteria Used to Measure the Rule Set Quality

Several criteria were used to measure the rule set quality in our experiments:
error rate, sensitivity and specificity, and the area under curve (AUC) of the
receiver operating Characteristic (ROC) [8]. For unbalanced data sets, error rate
is not a good indicator for rule set quality. Sensitivity + Specificity — 1 is a better
indicator as well as the Area Under Curve of Receiver Operating Characteristic.

5.1 Error Rate

In medical diagnosis, the objective is not to achieve a small error rate. Diagnos-
ticians are interested mostly in correctly diagnosing the cases that are affected
by disease. Moreover, frequently medical data sets are unbalanced: one class is
represented by the majority of cases while the other class is represented by the
minority. Unfortunately, in medical data the smaller class—as a rule—is more
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important. We will call this class basic, and the other class complementary. Con-
sequently, the error rate in the original rule sets is not a good indicator of rule
set quality [6].

5.2 Sensitivity and Specificity

The set of all correctly classified (preterm) cases from the basic concept are
called true-positives, incorrectly classified basic cases (i.e., classified as fullterm)
are called false-negatives, correctly classified complementary (fullterm) cases are
called true-negatives, and incorrectly classified complementary (fullterm) cases
are called false-positives.

Sensitivity is the conditional probability of true-positives given basic con-
cept, i.e., the ratio of the number of true-positives to the sum of the number of
true-positives and false-negatives. It will be denoted by P(7T'P). Specificity is the
conditional probability of true-negatives given complementary concept, i.e., the
ratio of the number of true-negatives to the sum of the number of true-negatives
and false-positives. It will be denoted by P(T'N). Similarly, the conditional prob-
ability of false-negatives, given actual preterm, and equal to 1 — P(T'P), will be
denoted by P(F'N) and the conditional probability of false-positives, given actual
fullterm, and equal to 1 — P(T'N), will be denoted by P(FP).

In Duke’s prenatal training data, only 20.7% of the cases represent the basic
concept, preterm birth. During rule induction, the average of all rule strengths
for the bigger concept is also greater than the average of all rule strengths for
the more important but smaller basic concept. During classification of unseen
cases, rules matching a case and voting for the basic concept are outvoted by
rules voting for the bigger, complementary concept. Thus the sensitivity is poor
and the resulting classification system would be rejected by diagnosticians.

Therefore it is necessary to increase sensitivity by increasing the average rule
strength for the basic concept. In our research we selected the optimal rule set
by multiplying the rule strength for all rules describing the basic concept by

Table 3. Duke-1, only certain rules

GMC-GA CMC-CA CCF-CMC-CA CCF-CMC CCF-MLEM2

Initial error rate 21.29% 20.25% 64.65% 20.89% 20.39%
Critical error rate  40.48% N/A N/A 61.39% 56.68%
MAX

P(TP)— P(FP)  0.156 0 -0.469 0.0782 0.1062
MIN

P(TP)— P(FP)  -0.009  -0.122 -0.4845 ~0.0895 -0.0588
Critical rule

strength multiplier 7.7 N/A N/A 13.38 6.5

AUC 0.5618 0.4563 0.2602 0.4878 0.5197
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Table 4. Duke-2, only certain rules

GMC-GA CMC-CA CCF-CMC-CA CCF-CMC CCF-MLEM2

Initial error rate 21.37% 20.23% 21.91% 20.83% 21.41%
Critical error rate  51.79% N/A N/A 41.1% 50.47%
MAX

P(TP)— P(FP)  0.1224  0.0026 -0.0025 0.057 0.1419
MIN

P(TP)— P(FP) 00007  -0.0028 -0.0166 -0.0813 -0.0109
Critical rule

strength multiplier 6.6 N/A N/A 12.07 5
AUC 0.5505 0.5013 0.4952 0.496 0.5624

the same real number called a strength multiplier. In general, the sensitivity
increases with the increase of the strength multiplier. At the same time, speci-
ficity decreases. An obvious criterion for the choice of the optimal value of the
strength multiplier is the maximum of the difference between the relative fre-
quency of true positives, represented by Sensitivity, and the relative frequency
of false positives, represented by Specificity — 1. Thus we wish to maximize

Sensitivity + Specificity — 1 = P(TP) — P(FP)

This criterion is based on an analysis presented by Bairagi and Suchindran
[1]. For each rule set, there exists some value of the strength multiplier, called
critical (or optimal), for which the values of P(T'P) — P(FP) is maximum. The
total error rate, corresponding to the rule strength multiplier equal to one, is
called initial; while the total arror rate, corresponding to the critical strength
multiplier, is called critical.

5.3 The Area Under Curve (AUC) of Receiver Operating
Characteristic (ROC) Graph

The ROC graph is a plot of sensitivity versus one minus specificity. The major
diagonal, a line that goes through (0, 0) and (1, 1), represents a situation in
which the hit and false-alarm are equal. It corresponds to making a random
diagnosis. Thus the ROC curve should be located above the main diagonal, the
further from the diagonal the better [8]. The bigger the AUC value, the better
the quality of the rule set. Apparently, AUC = 0.5 corresponds to random
diagnosis. So, AUC > 0.5 means the result is better than the random diagnosis,
and AUC < 0.5 means the result is worse than the random diagnosis.

6 Experiments

First, for the three Duke data sets, missing attribute values were replaced using
the five methods. The first two methods were GMC-GA and CMC-CA. Since
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Table 5. Duke-3, only certain rules

GMC-GA CMC-CA CCF-CMC-CA CCF-CMC

Initial error rate 22.33% 22.37% 22.55% 22.63%
Critical error rate 48.65% 47.03% 47.45% 50.09%
MAX

P(TP)— P(FP) 0.1524 0.1578 0.1608 0.1473
MIN

P(TP)— P(FP) 0.0102 0.0124 0.0122 0.0108
Critical rule

strength multiplier 12 11 10 10
AUC 0.5787 0.5888 0.5854 0.5821

Table 6. Only possible rules

Duke-1 Duke-2 Duke-3
GMC-GA CCF-CMC GMC-GA CCF-CMC GMC-GA CCF-CMC

Initial error rate 21.95%  20.81%  21.53%  20.85%  23.79%  23.91%
Critical error rate  56.19%  43.98%  53.74%  59.80%  34.15% 31.32
MAX

P(TP)— P(FP) 0.0894 0.1427 0.0818 0.0522 0.1412 0.1383
MIN

P(TP)— P(FP) -0.0437 -0.2114 0.0046 -0.091 0.0193 0.0157
Critical rule

strength multiplier 4 6.8 2.1 12.28 10 8
AUC 0.5173 0.5528 0.5383 0.49 0.5707 0.5714

the missing attribute value rates were so high, applying the concept closest fit
algorithm (CCF) could not fill in all the missing attribute values in these three
data sets. So, the concept most common method for symbolic attributes and the
concept average value method for numerical attributes (CMC-CA), and concept
most common for both symbolic and numerical attributes method (CMC) were
used respectively followed by the method of concept closest fit. For the same rea-
son, the MLEM2 algorithm for Duke-1 and Duke-2 was tested after the concept
closest fit algorithm (CCF) was applied.

To reduce the error rate during classification a very special discretization
method for Duke-1 and Duke-2 was used. First, in the training data set, for
any numerical attribute, values were sorted. Every value v was replaced by the
interval [v, w), where w was the next larger value than v in the sorted list. This
discretization method was selected because the original data sets, with numerical
attributes, were inconsistent.
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Table 7. First certain rules, then possible rules

Duke-1 Duke-2 Duke-3
GMC-GA CCF-CMC GMC-GA CCF-CMC GMC-GA CCF-CMC

Initial error rate 21.89%  21.03%  21.65%  2091%  23.91%  24.03%
Critical error rate  41.0% 59.74%  51.67%  41.04%  34.97%  38.33%
MAX

P(TP)— P(FP) 0155 00841  0.1135 00533 01320  0.1823
MIN

P(TP)— P(FP) -0.0099 -0.0837 0.002 -0.085 0.0157 0.0142
Critical rule

strength multiplier 7.7 13.37 6.6 12.07 13 16
AUC 0.562 0.4929 0.5454 0.4929 0.5623 0.5029

In the experiments, four combinations of using rule sets were applied: using
only certain rules, using only possible rules, using certain rules first then possible
rules if necessary, and using both certain and possible rules. The option complete
matching, then partial matching if necessary is better than the option using both
complete matching and partial matching [5], so only that first option was used.

For training data sets Duke-1 and Duke-2, the consistency levels were 100%
after replacing missing attribute values by methods CMC-CA and by CCF-
CMC-CA, so no possible rules were induced. We used MLEM?2 only to induce
certain rules. Thus in Tables 6-8, only two methods are listed: GMC-GA and
CCF-CMC.

From Tables 4 and 5 it is clear that by using methods CMC-CA and CCF-
CMC-CA for Duke-1 and Duke-2 the worst results were obtained. Comparing
CCF-MLEM2 and CCF-CMC (Tables 3 and 4) based on the P(T'P) — P(FP),
we can see that the CCF-MLEM?2 method provided slightly better results.

Comparison of the four strategies to deal with certain and possible rules was
conducted for two methods: GMC-GA and CCF-CMC. The GMC-GA method
was the simplest method of the five methods tested and this method produced
better results than CCF-CMC (based on the value of P(T'P) — P(FP) and
AUC). This can be verified by the Wilcoxon matched-pairs signed rank test (5%
significance level).

For Duke-3, the four methods GMC-GA, CMC-CA, CCF-CMC-CA, CCF-
CMC produced roughly the same results in each classification strategy, see Tables
5-8. The explanation of this result may be that the attributes with missing values
were not critical attributes so that any filling in missing values used before rule
induction may not affect the quality of rule set greatly.

In order to make the best use of certain and possible rule sets induced by
LEM2 from inconsistent data, four different strategies of classification were tested
in the experiments. From experiments on Duke-3, see Tables 5-8, it could be seen
that using only certain rules provided the biggest value of P(T'P)—P(F P) among
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Table 8. Union of certain and possible rules

Duke-1 Duke-2 Duke-3
GMC-GA CCF-CMC GMC-GA CCF-CMC GMC-GA CCF-CMC

Initial error rate 21.79%  20.95%  21.65%  20.83%  23.47%  23.89%
Critical error rate  53.23%  49.35%  43.44%  41.78%  31.18%  30.64%
MAX

P(TP)— P(FP) 0.0999  0.1175 01532  0.0525  0.1456  0.1366
MIN

P(TP)— P(FP) -0.0263 -0.0467 0.0073 -0.0906 0.0227 0.0139
Critical rule

strength multiplier = 4.3 8.21 2.3 12.17 8 8
AUC 0.5305 0.5304 0.5681 0.4903 0.5707 0.5704

the four strategies based on each of the four filling in missing attribute value
methods: GMC-GA, CMC-CA, CCF-CMC-CA, and CCF-CMC. This shows that
for low consistency level data sets, certain rules are more important than possible
rules.

7 Conclusions

Among the five different filling in missing values methods tested, our results show
that for DukeSs data, GMC-GA provided the best results. This is a result of the
poor quality DukeSs data sets, where the missing rate is very high for many
numerical attribute values. For the same reason, applying CMC-CA directly or
followed by CCF for DukeSs data sets, provides worse results.

MLEM2 usually induces fewer rules than other rule induction methods. But
it did not produce good results for data sets that have low consistency levels.
However, for data sets with high consistency levels, MLLEM2 induced high quality
rule sets.

By comparing the four strategies of classification methods, the only conclu-
sion is that for low consistency level data sets, certain rules are better than
possible rules. On the other hand, for high consistency level data sets, there is
no one single best strategy.
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Abstract. Success of many learning schemes is based on selection of
a small set of highly predictive attributes. The inclusion of irrelevant,
redundant and noisy attributes in the process model can result in poor
predictive accuracy and increased computation. This paper shows that
the accuracy of classification can be improved by selecting subsets of
strong attributes. Attribute selection is performed by using the Wrap-
per method with several classification learners. The processed data are
classified by diverse learning schemes and generated “if-then” rules are
supervised by domain experts.

1 Introduction

Nowadays medical information systems contain patient information that can
be used by decision systems to improve medical care, uncover new relations
among data and reveal new patterns that identify diseases or indicate certain
treatments. Unfortunately the information needed by decision systems is often
written in free-text form instead of coded form and therefore seldom used by
computer-aided decision tools. Also the quality of information collected mainly
not for data mining purposes results in noisy, unreliable, irrelevant and redun-
dant data what makes knowledge discovery more difficult. One of the possible
solution is to identify and remove as much of the irrelevant and redundant infor-
mation as possible by selecting for the further processing only a limited subset of
attributes. Attribute selection prior to learning can be beneficial because reduc-
ing the dimensionality of the data reduces the size of the hypothesis space and
allows algorithms to operate faster and more effectively. In many cases accuracy
on future classification can be improved any the result is a more compact, easily
interpreted representation of the target concept.

At present most research effort in machine learning is directed toward the
invention of new algorithms and much less into gaining experience in applying
them to important practical applications. Therefore in our research we focus
on developing a system for doctors and clinicians which provides an insight
into understanding the relations between complex medical data. Main functional
blocks of the system and their functions are:

D. Slezak et al. (Eds.): RSFDGrC 2005, LNAI 3642, pp. 352-361, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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1. Import the data from medical information systems

2. Convert information extracted from narrative text into a data understand-
able by standard machine learning algorithms. Information extracted this
way should include not only knowledge directly retrieved from the free-text
reports but also draw conclusions from the retrieved information

3. Based on the input entered by an user perform attribute selection for further
rule generation data processing. The process of attribute selection will be di-
vided into two parts: grouping of binary attributes according to a background
knowledge from domain experts and reduction of redundant and noisy at-
tributes. The selected attribute subset(s) will be used for rule generation.

4. Post-processing of generated decision rules. We presented entry results for
the LEM2 algorithm in [7].

5. Visualization of the knowledge discovery in an easily understandable by hu-
mans form.

The main objective of this study is the third point of the described system. We
use the Wrapper method with various learning schemes to select subsets of strong
attributes from a data set with binary attributes, then compare these results with
results achieved for a data with a limited, suggested by domain experts set of
grouped attributes. Both data sets are then used as a train data for several
rule-based learning algorithms. Accuracy of generated by each method ‘if-then”
rules is validated using 10-times repeated 10-fold cross-validation. Appliance of
generated decision rules is verified by domain experts.

2 Material and Method

2.1 Dataset Preparation

The data used in our research was obtained from Electrocardiology Clinic of
Silesian Medical Academy in Katowice-the leading Electrocardiology Clinic in
Poland specializing in hospitalization of severe heart diseases. We made our
experiments on a data set of 2039 patients in average age over 70 hospitalized
between 2003 and 2004. The data about current patient state was written in
original clinical dataset in a form of free-text reports. In order to extract this
information was to transform the original data into ICD-10 codes by assigning
proper codes to original phrases found in diagnosis e.g. a found phrase “Morbus
ischaemicus cordis” resulted in a value of the 125.1 being set to 1 (this process
will be extended and automatized in the final version of the described system).
We followed the similar proceeding to extract information about patient’s drug
treatment. In this paper we presents experimental results for two main groups
of drugs prescribed against heart diseases:

ACE Inhibitors which open wider blood vessels so blood can flow through
more easily. These drugs act by blocking formation of angiotensin, a hormone
that causes tightening of arteries and sodium retention,

Beta-blockers change force and frequency of the heartbeat thus reducing work-
load and pressure on the heart and blood vessels,
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This data pre-processing phase ended up with a data set containing 2039 objects
described by a value of 84 binary attributes. A value of each attribute was set to
1 if a disease was diagnosed and to 0 otherwise. We included into this data set
two binary decision attributes: cACE and cBBloker, whose value was set to 1
if a correlative drug was prescribed to a patient and to 0 otherwise. The data set
with the described two decision attributes was splitted into two separate data
sets called: D-84-ACE (cACE class) and D-84-BBloker (cBBloker class).

Based on these two data sets and with a help from the domain experts we
joined binary attributes into 14 grouped attributes thus creating two additional
data sets: D-1/-ACFE and D-1/-BBloker with following attributes:

AVBL - Atrioventricular block [0-3]

DIAB - Diabetes [0,1]

PTACH - Paroxysmal tachycardia [0-3]
HYPERCHOL - Hypercholesterolaemia [0,1]
CARDIOMYO - Cardiomyopathy [0,1]
ATHEROSC - Atherosclerosis [0,1]

AFF - Atrial fibrillation and flutter [0-2]
HYPERTEN - Hypertension (High Blood Pressure) [0,1]
CIHD - Chronic ischaemic heart disease [0-3]
OBESITY - Obesity [0,1]

SSS - Sick Sinus Syndrome [0-6]
PACEMAKER - Pacemaker stimulation [0,1]
TYROIDG - Disorders of thyroid gland [0-3]
MIOLD - Myocardial infarction in past [0,1]

If specified in parentheses integer value of attribute is greater then 1 then it
indicates the severity of the diagnosed disease.

2.2 Experimental Environment

We used a freely available, powerful open-source machine learning workbench
called Weka (Waikato Environment for Knowledge Analysis), developed at the
University of Waikato, New Zealand, in version 3.4.3. This written in Java, and
therefore available at any computer that has a Java run time environment in-
stalled, package brings together many machine learning algorithms and tools
under a common framework with an intuitive graphical user interface. Weka
offers two different graphic environments: a data exploration mode and an ex-
periment mode. The data exploration mode called “Explorer” allows an user to
select easily each data preprocessing, learning, attribute selection and data visu-
alization functions implemented in Weka and thus encourages initial exploration
of the data. The other mode called “Experimenter” is used both to perform large
scale experiments on several data sets and to analyze retrieved results. In our
experiments we used Weka to reduce unnecessary attributes from our initial data
sets and to test the accuracy of selected classifiers. In our study we selected a fol-
lowing set of classifiers, which have been already successfully applied in medical
decision systems:
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1. Decision Table an implementation of Decision Table Majority (DTM) algo-
rithm, which as shown in [8] in discrete spaces shows accuracy sometimes
higher then state-of-art induction algorithms.

2. Ridor (RIpple-DOwn Rule learner) has been successfully tested in medical
knowledge acquisition system [11] and its principle to generate general rule
and exceptions should simplify human analysis.

3. JRip a rule learner proposed by Cohen [3] as an optimized version of IREP.

4. J48 Decision tree (C4.5 release 8) an algorithm derived from Quinlan’s ID3
induction system using the standard TDIDT (top-down induction of decision
trees) approach, recursively partitioning the data into smaller subsets, based
on the value of an attribute [14]. The “pruned” version of J48 reduces the
chances of over-fitting [4] the data.

5. PART decision list learner uses a divide-and-conquer rule to build a partial
C4.5 decision tree in each iteration and makes the "best” leaf into a rule.

6. LEM2 this proposed by Grzymala-Busse [5] and based on Pawlak’s Rough
Set theory [10] rule generation algorithm, which has be successfully used
in many medical decision systems [15]. Because this classifier is not imple-
mented in Weka we used the RSES (Rough Set Exploration System) [2]
environment to compare its accuracy and performance. Other methods im-
plemented in the RSES system are beyond the scope of this paper.

We selected rule-based algorithms for our study (J48 decision tree can be easily
convertible to decision rules) not only because these algorithms perform better
in discrete/categorical attribute space [1] but also because discovered from data
knowledge must be verifiable by humans.

Performance of the classifiers was tested using 10-times repeated 10-fold
cross-validation with instance randomization after each run. This methodology
provides a very stable replicability as shown in [13,12]. In case of LEM2 we per-
formed non-repeated 10-fold cross-validation in RSES and therefore the results
for this method are not directly comparable with other implemented in Weka
classifiers.

3 Results
3.1 Wrapper Attribute Selection

The Wrapper attribute selection estimates the worth of attribute subsets by
using a target learning algorithm. This method uses cross-validation (in our
study five-fold CV) to provide an estimate for the accuracy of a classifier on the
data when using only the attributes in a given subset. The CV is repeated as long
as the standard deviation over the runs is greater than one percent of the mean
accuracy or until five repetitions have been completed [9]. For searching the space
of attribute subsets the BestFirst method was applied, which in our case always
started with an empty set of attributes and searched forward by considering all
possible single attribute additions. The wrapper attribute selection method was
selected over filter based methods because the interaction between the search
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and the learning scheme gives as presented in [6] better results at the cost of
computational expense.

In our case we used the WrapperSubsetEval implemented in the WEKA
package with Decision Table, JRip, Ridor and J48 as a learning algorithms.
The results for four input data sets and names of data subsets generated after
attribute reduction are shown in the table 1. Subsets generated for the cACE
class with J48 and JRip were identically thus only one data subset D-14-ACE-5
was created.

Table 1. Reduction of attributes using the WrapperSubsetEval method

Learning scheme Selected Generated Best merit Number of
attributes data set subsets evaluated

Entry data set: D-84-ACE, decision class the cACE

DecisionTable 6 D-84-ACE-6 0.224 864
J48 7 D-84-ACE-7 0.221 936
JRip 10 D-84-ACE-10 0.217 1144
Ridor 11 D-84-ACE-11 0.218 1213
Entry data set: D-14-ACE, decision class the cACE

DecisionTable 3 D-14-ACE-3 0.228 99
J48 5 D-14-ACE-5 0.228 96
JRip 5 D-14-ACE-5 0.229 149
Ridor 6 D-14-ACE-6 0.226 119
Entry data set: D-84-BBloker, decision class the cBBloker
DecisionTable 12 D-84-BBloker-12 0.306 1281
J48 16 D-84-BBloker-16 0.298 1607
JRip 13 D-84-BBloker-13 0.300 1427
Ridor 10 D-84-BBloker-10 0.297 1219
Entry data set: D-14-BBloker, decision class the cBBloker
DecisionTable 6 D-14-BBloker-6DT 0.316 117
J48 7 D-14-BBloker-7 0.300 119
JRip 6 D-14-BBloker-6JRIP 0.309 126
Ridor 5 D-14-BBloker-5 0.318 108

From the table 1 it can be seen that the smallest attribute subset for the cACE
decision class was achieved when DecisionTable was used as a target learning
algorithm. Next in the ranking were J48 and JRip with subsets a bit longer then
generated by DecisionTable. Ridor appears quite low on the ranking because it
has produced slightly larger subsets of attributes than the other schemes. The
results for the cBBloker class are somewhat different than for the cACE. In this
case the smallest subset of attributes is generated by Ridor. Second in the ranking
are DecisionTable and JRip with their subsets being just a bit longer. It appears
that for the cBBloker decision class J48 scored the worst. We analyzed these
contradicting results with the best merit value for selected attribute subsets.
In this comparison DecisionTable generates most times the shortest subset of
attributes with the best merit. From this table it can be also seen that the
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number of evaluated subsets is more then ten times greater for data sets with 84
attributes what also results in longer calculation times. Results for data sets with
grouped attributes were calculated faster and the average merit value for selected
subsets of attributes were higher. Achieved results emphasize the importance
of data pre-processing prior to data mining. In the next chapter we describe
classification results for both original data sets and reduced data sets.

3.2 Classification

The table 2 presents the percentage of correct classifications for the selected
classifiers trained with both full and reduced sets of attributes. We used 10-times
repeated 10-fold cross-validation with instance randomization to test classifier
accuracy. Results for LEM2 are separated in all comparison because for that
method we used 10-fold CV implemented in other software package (RSES).
Average number of generated rules (for J48 it is a number of nodes) are shown
in the table 3.

Table 2. Results of correctly classified instances [%] for the cACE class

Data set Decision JRip Ridor PART J48 LEM2
Table
D-84-ACE 75.74 76.06 74.59 68.70 75.26 72.10
D-84-ACE-11 76.75 77.86 77.69 77.64 77.89 76.60
D-84-ACE-10 76.62 78.14 78.02 77.65 77.87 76.30
D-84-ACE-7 76.83 77.63 77.63 T7.73 77.93 75.50
D-84-ACE-6 77.54 77.69 77.62 T7.69 77.65 76.70
D-14-ACE 76.03 76.25 76.16 73.38 76.21 68.00
D-14-ACE-6 76.94 76.72 77.07 77.09 77.15 73.90
D-14-ACE-5 76.95 76.83 77.09 77.08 77.15 74.70
D-14-ACE-3 77.16 76.90 77.03 77.16 77.16 76.50

From the table 2 it can be seen that the accuracy of classification for data
sets with 14 grouped attributes is better then for data sets with 84 binary at-
tributes. It can be also observed that percent of correctly classified instances
increases with a reduction of attribute subsets. The best performance of J48
in this ranking could be attributable to its ability to identify attribute depen-
dencies. Reduced subsets of attributes containing strongly interacting attributes
increase the likelihood that J48 will discover and use these interactions early
on in the tree construction before the data becomes too fragmented. The results
show that in general, all classifiers have comparable accuracy but as shown in the
table 3 they need different number of rules to achieve it. The smallest number
of rules generated JRip and Ridor. PART and J48 both using C4.5 decision tree
produced similar results. The largest number of rules created DecisionTable but
these rules as shown in the table 2 did not increase the accuracy. The number
of rules for LEM2 for all reduced data sets lied between the results for J48 and
DecisionTable with comparable accuracy.
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Table 3. Average number of generated rules for the cACE class

Data set Decision JRip Ridor PART J48 LEM2
Table
D-84-ACE 113.69 3.59 6.54 163.26 51.68 814
D-84-ACE-11 35.85 2.04 4.54 7.53 8.88 18
D-84-ACE-10 29.75 2.06 3.25 5.96 10.35 16
D-84-ACE-7 22.34 2.00 4.09 6.08 7.00 13
D-84-ACE-6 21.64 221 524 7.95 7.94 7
D-14-ACE 53.73 4.51 7.94 97.39 22.39 733
D-14-ACE-6 14.85 2.29 6.57 6.08 5.03 17
D-14-ACE-5 14.54 2.44 598 4.98 5.03 13
D-14-ACE-3 7.96 2.00 3.77 3.00 3.99 5

Table 4. Wins versus losses in correctly classified instances for the cACE class

Scheme Wins—Looses Wins Looses
J48 15 18 3
Ridor 4 8 4
JRip -1 9 10
PART -7 8 15
DecisionTable -11 5 16

In the table 4 a pairwise comparison between Weka schemes is shown. The
number of times each scheme is significantly more or less accurate than another is
recorded and the schemes are ranked by the total number of “wins” and “losses”.
From this table it can be seen that the J48 classifier outperform its competitors
with 18 wins and only three losses and Ridor is the only other scheme that has
more wins than losses.

Results in the table 5 for the cBBloker shows the same tendency as the re-
sults for the cACE that accuracy of classification is higher for the data sets with
grouped attributes in compare to the data sets with a lot of binary attributes.
Overall accuracy of classification oscillates around 69% (76% for the cACE) what
could be attributable to increased complexity of correct prediction and thus re-
sulting in more decision rules as shown 