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Preface

This volume contains the papers selected for presentation at the 10th Inter-
national Conference on Rough Sets, Fuzzy Sets, Data Mining, and Granular
Computing, RSFDGrC 2005, organized at the University of Regina, August
31st–September 3rd, 2005. This conference followed in the footsteps of interna-
tional events devoted to the subject of rough sets, held so far in Canada, China,
Japan, Poland, Sweden, and the USA. RSFDGrC achieved the status of biennial
international conference, starting from 2003 in Chongqing, China.

The theory of rough sets, proposed by Zdzis�law Pawlak in 1982, is a model
of approximate reasoning. The main idea is based on indiscernibility relations
that describe indistinguishability of objects. Concepts are represented by ap-
proximations. In applications, rough set methodology focuses on approximate
representation of knowledge derivable from data. It leads to significant results
in many areas such as finance, industry, multimedia, and medicine.

The RSFDGrC conferences put an emphasis on connections between rough
sets and fuzzy sets, granular computing, and knowledge discovery and data min-
ing, both at the level of theoretical foundations and real-life applications. In
the case of this event, additional effort was made to establish a linkage towards
a broader range of applications. We achieved it by including in the conference
program the workshops on bioinformatics, security engineering, and embedded
systems, as well as tutorials and sessions related to other application areas.

Revision Process

There were 277 submissions, excluding the invited, workshop, and special session
papers. Every paper was examined by at least three reviewers. Out of the papers
initially selected, some were approved subject to major revision and then addi-
tionally evaluated by the Advisory Board and Program Committee members;
119 papers were finally accepted, this gives an acceptance ratio equal to 43.0%.

In the case of workshops, 22 out of 130 submissions were finally approved to
be published in the proceedings; this gives an acceptance ratio equal to 16.9%.

The reviewing process for the special session included in the proceedings was
conducted independently by its organizers; 5 papers were finally accepted.

Final versions of all invited, regular, workshop, and special session papers
were thoroughly revised by the editors, often with several iterations of
corrections.

Layout of Proceedings

The regular, invited, workshop, and special session papers are published within
30 chapters, grouped with respect to their topics. The conference materials are
split into two volumes (LNAI 3641 and 3642), both consisting of 15 chapters.



VI Preface

This volume contains 77 papers. Three invited papers are gathered in Chap. 1.
Forty-seven regular papers are gathered in Chaps. 2–8, 10, 11, and 13, related to
rough set software, data mining, hybrid and hierarchical methods, information
retrieval, image recognition and processing, multimedia applications, medical
applications, Web content analysis, business applications, and industrial appli-
cations. Twenty-two workshop papers are gathered in Chaps. 9, 12, and 14. Five
papers accepted for the special session on intelligent and sapient systems are
gathered in Chap. 15.
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Bożena Kostek Vijay Raghavan Yanqing Zhang
Marzena Kryszkiewicz Sheela Ramanna Zhi-Hua Zhou



VIII Organization

Non-committee Reviewers
Adam Ameur Andrzej Kaczmarek Concepción Pérez Llera
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Image Recognition and Processing

A Content-Based Image Quality Metric
Xinbo Gao, Tao Wang, Jie Li . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 231

A Novel Method of Image Filtering Based on Iterative Fuzzy Control
Rui-hua Lu, Ming Yang, Yu-hui Qiu . . . . . . . . . . . . . . . . . . . . . . . . . . . . 241

Land Cover Classification of IKONOS Multispectral Satellite Data:
Neuro-fuzzy, Neural Network and Maximum Likelihood Metods

JongGyu Han, KwangHoon Chi, YeonKwang Yeon . . . . . . . . . . . . . . . . 251

Rough Set Approach to Sunspot Classification Problem
Sinh Hoa Nguyen, Trung Thanh Nguyen, Hung Son Nguyen . . . . . . . . 263

Jacquard Image Segmentation Method Based on Fuzzy Optimization
Technology

Zhilin Feng, Jianwei Yin, Jiong Qiu, Xiaoming Liu,
Jinxiang Dong . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 273

Multimedia Applications

Intelligent Algorithms for Optical Track Audio Restoration
Andrzej Czyzewski, Marek Dziubinski, Lukasz Litwic,
Przemyslaw Maziewski . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 283

Multiresolution Pitch Analysis of Talking, Singing, and the Continuum
Between

David Gerhard . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 294



XII Table of Contents – Part II

Toward More Reliable Emotion Recognition of Vocal Sentences by
Emphasizing Information of Korean Ending Boundary Tones

Tae-Seung Lee, Mikyoung Park, Tae-Soo Kim . . . . . . . . . . . . . . . . . . . . 304

Some Issues on Detecting Emotions in Music
Piotr Synak, Alicja Wieczorkowska . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 314

A Global-Motion Analysis Method via Rough-Set-Based Video
Pre-classification

Zhe Yuan, Yu Wu, Guoyin Wang, Jianbo Li . . . . . . . . . . . . . . . . . . . . . 323

Analysis and Generation of Emotionally-Charged Animated
Gesticulation
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Generalizing Rough Set Theory Through
Dominance-Based Rough Set Approach
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Abstract. Ordinal properties of data related to preferences have been
taken into account in the Dominance-based Rough Set Approach
(DRSA). We show that DRSA is also relevant in case where preferences
are not considered but a kind of monotonicity relating attribute values
is meaningful for the analysis of data at hand. In general terms, mono-
tonicity concerns relationship between different aspects of a phenomenon
described by data: for example,“the larger the house, the higher its price”
or“the closer the house to the city centre, the higher its price”. In this per-
spective, the DRSA gives a very general framework in which the classical
rough set approach based on indiscernibility relation can be considered
as a special case.

1 Introduction

Dominance-based Rough Set Approach (DRSA) [3] has been proposed to deal
with ordinal properties of data related to preferences in decision problems [4].
In this paper, we show that the concept of dominance-based rough approxima-
tion includes the classical rough set concept, based on indiscernibility or a kind
of similarity. This is because the monotonicity, which is crucial for DRSA, is
also meaningful for problems where preferences are not considered. Generally,
monotonicity concerns relationship between different aspects of a phenomenon
described by data. More specifically, it concerns mutual trends between different
variables like distance and gravity in physics, or inflation rate and interest rate
in economics. Whenever we discover a relationship between different aspects of
a phenomenon, this relationship can be represented by a monotonicity with re-
spect to some specific measures of the considered aspects. So, in general, the
monotonicity is a property translating in a formal language a primitive intuition
of interaction between different concepts of our knowledge. As discovering is an
inductive process, it is illuminating to remember the following Proposition 6.363
of Wittgenstein [8]: “The process of induction is the process of assuming the sim-
plest law that can be made to harmonize with our experience”. We claim that this
simplest law is just monotonicity and, therefore, each data analysis methodology
can be seen as a specific way of dealing with monotonicity.

D. Śl ↪ezak et al. (Eds.): RSFDGrC 2005, LNAI 3642, pp. 1–11, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



2 S. Greco, B. Matarazzo, and R. S�lowiński

Rough set philosophy is based on an approximation describing relationships
between concepts. For example, in medical diagnosis the concept of “disease Y”
can be represented in terms of concepts such as “low blood pressure and high
temperature” or “muscle pain and headache”. The classical rough approximation
is based on a very coarse representation in the sense that, for each aspect charac-
terizing concepts (“low blood pressure”,“high temperature”,“muscle pain”, etc.),
only its presence or its absence is considered relevant. In this case, the rough
approximation involves a very primitive idea of monotonicity related to a scale
with only two values: “presence” and “absence”.

Monotonicity gains importance when a finer representation of the concepts
is considered. A representation is finer when for each aspect characterizing con-
cepts, not only its presence or its absence is taken into account, but also the
degree of its presence or absence is considered relevant. Due to graduality, the
idea of monotonicity can be exploited in the whole range of its potential. Grad-
uality is typical for fuzzy set philosophy [9] and, therefore, a joint consideration
of rough sets and fuzzy sets is worthwhile. In fact, rough sets and fuzzy sets cap-
ture the two basic complementary aspects of monotonicity: rough sets deal with
relationships between different concepts and fuzzy sets deal with expression of
different dimensions in which the concepts are considered. For this reason, many
approaches have been proposed to combine fuzzy sets with rough sets (cf. [1]).

In this paper we show how the framework of DRSA can be extended to rep-
resent any relationship of monotonicity in reasoning about data. In this context,
we envisage a knowledge representation model composed of a set of decision rules
with the following syntax:

“If object y presents feature fi1 in degree at least hi1, and feature fi2 in
degree at least hi2, and . . . , and feature fim in degree at least him, then object
y belongs to set X in degree at least α”.

We will show that the classical rough set approach [6,7] can be seen as a
specific case of our general model. This is important for several reasons; in par-
ticular, this interpretation of DRSA gives an insight into fundamental properties
of the classical rough set approach and permits to further generalize it.

The paper is organized as follows. Section 2 introduces rough approximation
of a fuzzy set, based on monotonicity property. Section 3 compares monotonic
rough approximation of a fuzzy set with the classical rough set; we prove that
the latter is a special case of the former. Section 4 contains conclusions.

2 Monotonicity Property-Based Fuzzy Set
Approximations

In this section we show how the dominance-based rough set approach can be
used for rough approximation of fuzzy sets.

A fuzzy information base is the 3-tuple B =< U,F, ϕ >, where U is a
finite set of objects (universe), F={f1,f2,...,fm} is a finite set of features, and
ϕ : U×F → [0, 1] is a function such that ϕ(x, fh) ∈ [0, 1] expresses the credibility
that object x has feature fh. Each object x from U is described by a vector
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DesF (x)=[ϕ(x, f1), . . . , ϕ(x, fm)]

called description of x in terms of the evaluations of the features from F ; it
represents the available information about x. Obviously, x ∈ U can be described
in terms of any non-empty subset E ⊆ F and in this case we have

DesE(x)= [ϕ(x, fh), fh ∈ F ].

For any E ⊆ F , we can define the dominance relation DE as follows: for any
x,y ∈ U , x dominates y with respect to E (denotation xDEy) if for any fh ∈ E

ϕ(x, fh) ≥ ϕ(y, fh).

Given E ⊆ F and x ∈ U , let

D+
E (x) = {y ∈ U : yDEx}, D−

E (x) = {y ∈ U : xDEy}.
Let us consider a fuzzy set X in U , given its membership function μX : U → [0, 1].
For each cutting level α ∈ [0, 1] and for ∗ ∈ {≥, >}, we can define the E-lower
and the E-upper approximation of X∗α={y ∈ U : μX(y) ∗ α} with respect to
E ⊆ F (denotation E (X∗α) and E(X∗α), respectively), as:

E(X∗α) = {x ∈ U : D+
E(x) ⊆ X∗α} =

⋃
x∈U{D+

E(x) : D+
E(x) ⊆ X∗α},

E(X∗α) = {x ∈ U : D−
E(x) ∩X∗α 	= ∅} =

⋃
x∈U{D+

E(x) : D−
E (x) ∩X∗α 	= ∅}.

Analogously, for each cutting level α∈[0,1] and for ∗ ∈{≤, <}, we define the E-
lower and the E-upper approximation of X∗α={y ∈ U : μX(y)∗α}, with respect
to E ⊆ F (denotation E (X∗α) and E(X∗α), respectively), as:

E(X∗α) = {x ∈ U : D−
E(x) ⊆ X∗α} =

⋃
x∈U{D−

E(x) : D−
E(x) ⊆ X∗α},

E(X∗α) = {x ∈ U : D+
E(x) ∩X∗α 	= ∅} =

⋃
x∈U{D−

E(x) : D+
E(x) ∩X∗α 	= ∅}.

Let us remark that we can rewrite the rough approximations E(X≥α), E(X≥α),
E(X≤α) and E(X≤α) as follows:

E(X≥α) = {x ∈ U : ∀w ∈ U,wDEx⇒ w ∈ X≥α},
E(X≥α) = {x ∈ U : ∃w ∈ U such that wDEx and w ∈ X≥α},
E(X≤α) = {x ∈ U : ∀w ∈ U, xDEw ⇒ w ∈ X≤α},
E(X≤α) = {x ∈ U : ∃w ∈ U such that xDEw and w ∈ X≤α}.

Rough approximations E(X>α), E(X>α), E(X<α) and E(X<α) can be rewrit-
ten analogously by the simple substitution of “≥” with “>” and “≤ “with “<”.

This reformulation of the rough approximations is concordant with the syntax
of decision rules obtained in DRSA. For example E(X≥α) is concordant with
decision rules of the type

“If object w presents feature fi1 in degree at least hi1, and feature fi2 in degree
at least hi2, . . . , and feature fim in degree at least him, then object w belongs
to set X in degree at least α”, where {i1, . . . , im} = E and hi1 = ϕ(x, fi1), . . . ,
him = ϕ(x, fim).



4 S. Greco, B. Matarazzo, and R. S�lowiński

Let us remark that in the above approximations, even if X≥α= X≤α, their
approximations are different due to the different directions of cutting the mem-
bership function of X . Of course, a similar remark holds also for X<α and X>α.
Considerations of the directions in the cuts X≤α, X<α and X≥α, X>α are im-
portant in the definition of the rough approximations of unions and intersection
of cuts. Let us consider n fuzzy sets X1,. . . ,Xn in U such that μX1(·), . . . , μXn(·)
are their membership functions.

Let us also consider n cutting levels α1, . . . , αn ∈ [0, 1] and n “directions”
∗1, . . . , ∗n ∈ {≥,≤, >,<}. In this way, we can define a cut for each considered
fuzzy set obtaining X∗1α1

1 , . . . , X∗nαn
n . For example, if ∗1 =”≥”, then X∗1α1

1 =
X≥α1

1 ; if ∗2 =”<”, then X∗2α2
1 = X<α2

1 , and so on. We define the rough approx-
imations of the union X∗1α1

1 ∪ . . .∪X∗nαn
n and intersection X∗1α1

1 ∩ . . .∩X∗nαn
n

with respect to E ⊆ F as follows:

E(
⋃

i X
∗iαi

i ) =
{
x∈U : D+

E(x) ⊆ ⋃
i:∗i∈{≥,>}

X∗i

i ∨D−
E(x) ⊆ ⋃

i:∗i∈{≤,<}
X∗i

i

}
,

E(
⋂

i X
∗iαi

i ) =
{
x∈U : D+

E(x) ⊆ ⋂
i:∗i∈{≥,>}

X∗i

i ∧D−
E(x) ⊆ ⋂

i:∗i∈{≤,<}
X∗i

i

}
,

E(
⋃

i X
∗iαi

i ) =
{
x∈U : D−

E(x)∩ ⋃
i:∗i∈{≥,>}

X∗i

i 	= ∅ ∨ D+
E(x)∩ ⋃

i:∗i∈{≤,<}
X∗i

i 	= ∅},
E(
⋂

i X
∗iαi

i ) =
{
x∈U : D−

E(x)∩ ⋂
i:∗i∈{≥,>}

X∗i

i 	= ∅ ∧ D+
E(x)∩ ⋂

i:∗i∈{≤,<}
X∗i

i 	= ∅}.
We consider also fuzzy rough approximations X ↑

E , X ↓
E , X

↑
E , X

↓
E , which are

fuzzy sets with memberships defined, respectively, as follows: for any y ∈ U ,

μX ↑
E
(y) = max{α ∈ [0, 1] : y ∈ E(X≥α)},

μX ↓
E

(y) = min{α ∈ [0, 1] : y ∈ E(X≤α)},
μ

X
↑
E
(y) = max{α ∈ [0, 1] : y ∈ E(X≥α)},

μ
X

↓
E

(y) = min{α ∈ [0, 1] : y ∈ E(X≤α)}.

μX ↑
E
(y) is defined as the upward lower fuzzy rough approximation of X with

respect to E and can be interpreted in the following way. For any α, β ∈ [0, 1] we
have that α < β implies X≥α ⊇ X≥β. Therefore, the greater the cutting level
α, the smaller X≥α and, consequently, the smaller also its lower approximation
E(X≥α). Thus, for each y ∈ U and for each fuzzy set X there is a threshold
k(y), 0 ≤ k(y) ≤ μX(y), such that y ∈ E(X≥α) if α ≤ k(y), and y /∈ E(X≥α)
if α > k(y). Since k(y) = μX ↑

E
(y), this explains the interest of μX ↑

E
(y). Analo-

gous interpretation holds for μ
X

↑
E
(y) defined as the upward upper fuzzy rough

approximation of X with respect to E.
μX ↓

E
(y) is defined as the downward lower fuzzy rough approximation of X

with respect to E and can be interpreted as follows. For any α, β ∈ [0, 1] we have
that α < β implies X≤α ⊆ X≤β. Therefore, the greater the cutting level α, the
greater X≤α and, consequently, its lower approximation E(X≥α). Thus, for each
y ∈ U and for each fuzzy set X there is a threshold h(y), μX(y) ≤ h(y) ≤ 1,
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such that y ∈ E(X≤α) if α ≥ h(y), and y /∈ E(X≤α) if α < h(y). We have
that h(y) = μX ↓

E
(y). Analogous interpretation holds for μ

X
↓

E
(y) defined as the

upward upper fuzzy rough approximation of X with respect to E.

Proposition 1. For any y ∈ U ,

μX ↑
E
(y) = min{μX(z) : z ∈ D+

E(y)}, μ
X

↑
E
(y) = max{μX(z) : z ∈ D−

E(y)},
μX ↓

E
(y) = max{μX(z) : z ∈ D−

E(y)}, μ
X

↓
E

(y) = min{μX(z) : z ∈ D+
E(y)}. ♦

Proposition 1 gives alternative formulation of fuzzy rough approximation
which has been introduced and investigated by Greco, Inuiguchi and
S�lowiński [2] .

We consider, moreover, the fuzzy rough ”approximations of approximations”
defined as second order fuzzy rough approximations. Let us take the fuzzy rough
approximation X ↑

E with its membership function μX ↑
E
(y). For each cutting level

α ∈ [0, 1] and E ⊆ F , we define the E-lower and E-upper approximation of

X ↑≥α
E = {y ∈ U : μX ↑

E
(y) ≥ α} and X

↑≥α

E = {y ∈ U : μ
X

↑
E
(y) ≥ α}

as: E(X ↑≥α
E ) = {x ∈ U : D+

E(x) ⊆ X ↑≥α
E } =

⋃
x∈U

{D+
E(x) : D+

E(x) ⊆ X ↑≥α
E },

E(X ↑≥α
E ) = {x ∈ U : D−

E(x) ∩X ↑≥α
E 	= ∅} =

⋃
x∈U

{D+
E(x) : D−

E(x) ∩X ↑≥α
E 	= ∅},

E(X
↑≥α

E ) = {x ∈ U : D+
E(x) ⊆ X

↑≥α

E } =
⋃

x∈U

{D+
E(x) : D+

E(x) ⊆ X
↑≥α

E },

E(X
↑≥α

E ) = {x ∈ U : D−
E(x) ∩X

↑≥α

E 	= ∅} =
⋃

x∈U

{D+
E(x) : D−

E(x) ∩X
↑≥α

E 	= ∅}.

Now, we define the second order fuzzy rough approximations (fuzzy rough “ap-
proximations of approximations”) related to the above sets. The upward fuzzy
rough lower / upper approximation of the upward lower / upper approximation
of fuzzy set X is defined as

lower ... of ... lower μ(X ↑
E)↑(y) = max{α ∈ [0, 1] : y ∈ E(X ↑≥α

E )},
upper ... of ... lower μ(X ↑

E)↑(y) = max{α ∈ [0, 1] : y ∈ E(X ↑≥α
E )},

lower ... of ... upper μ
(X

↑
E)↑(y) = max{α ∈ [0, 1] : y ∈ E(X

↑≥α

E )},
upper ... of ... upper μ

(X
↑
E)↑(y) = max{α ∈ [0, 1] : y ∈ E(X

↑≥α

E )}.
The above second order fuzzy rough approximations are “upward” with respect
to the first order approximations of upward cuts X≥α, and the second order
approximations of upward cuts X ↑≥α

E . Analogous definitions can be given for
the second order fuzzy rough approximations being “downward” (i.e. based on
downward cuts X≤α and X ↓≤α

E ). For each cutting level α ∈ [0, 1] and for each
E ⊆ F , we can define the E-lower and the E-upper approximation of

X ↓≤α
E = {y ∈ U : μX ↓

E
(y) ≤ α} and X

↓≤α

E = {y ∈ U : μ
X

↓
E
(y) ≤ α}
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as: E(X ↓≤α
E ) = {x ∈ U : D−

E(x) ⊆ X ↓≤α
E } =

⋃
x∈U

{D−
E(x) : D−

E(x) ⊆ X ↓≤α
E },

E(X ↓≤α
E ) = {x ∈ U : D−

E(x) ∩X ↓≤α
E 	= ∅} =

⋃
x∈U

{D−
E(x) : D+

E(x) ∩X ↓≤α
E 	= ∅},

E(X
↓≤α

E ) = {x ∈ U : D−
E(x) ⊆ X

↓≤α

E } =
⋃

x∈U

{D−
E(x) : D−

E(x) ⊆ X
↓≤α

E },

E(X
↓≤α

E ) = {x ∈ U : D−
E(x) ∩X

↓≤α

E 	= ∅} =
⋃

x∈U

{D−
E(x) : D+

E(x) ∩X
↓≤α

E 	= ∅}.

The downward fuzzy rough lower / upper approximation of the downward lower
/ upper approximation of fuzzy set X is defined as

lower ... of ... lower μ(X ↓
E)↓(y) = min{α ∈ [0, 1] : y ∈ E(X ↓≤α

E )},
upper ... of ... lower μ(X ↓

E)↓(y) = min{α ∈ [0, 1] : y ∈ E(X ↓≤α
E )},

lower ... of ... upper μ
(X

↓
E)↓(y) = min{α ∈ [0, 1] : y ∈ E(X

↓≤α

E )},
upper ... of ... upper μ

(X
↓
E)↓(y) = min{α ∈ [0, 1] : y ∈ E(X

↓≤α

E )}.
Let us also remark that “upwardness” or “downwardness” of the second order
approximation is independent of “upwardness” or “downwardness” of the first
order fuzzy rough approximation. Thus, for example, the downward fuzzy rough
lower approximation of the upward upper approximation of X is defined as

μ
(X

↑
E
)↓(y) = min{α ∈ [0, 1] : y ∈ E(X

↑≤α

E )}.

The third, fourth and further order fuzzy rough approximations can be defined
analogously.

The following theorem states some properties of the dominance-based rough
and fuzzy rough approximations.

Theorem 1. Given a fuzzy information base B =< U,F, ϕ > and a fuzzy set
X in U with membership function μX(·), the following properties hold:

1. For any 0 ≤ α ≤ 1 and for any E ⊆ F ,

E(X≥α) ⊆ X≥α ⊆ E(X≥α), E(X≤α) ⊆ X≤α ⊆ E(X≤α),
E(X<α) ⊆ X<α ⊆ E(X<α), E(X>α) ⊆ X>α ⊆ E(X>α).

2. For any 0 ≤ α ≤ 1 and for any E ⊆ F ,

E(X≥α) = U − E(X<α), E(X≤α) = U − E(X>α),
E(X<α) = U − E(X≥α), E(X>α) = U − E(X≤α).

3. For any 0 ≤ α ≤ β ≤ 1 and for any E ⊆ F ,

E(X≥β) ⊆ E(X≥α), E(X>β) ⊆ E(X>α),
E(X≤α) ⊆ E(X≤β), E(X<α) ⊆ E(X<β),
E(X≥β) ⊆ E(X≥α), E(X>β) ⊆ E(X>α),
E(X≤α) ⊆ E(X≤β), E(X<α) ⊆ E(X<β).
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4. For any E ⊆ F ,

E(X>1) = E(X>1) = E(X<0) = E(X<0) = ∅,
E(X≥0) = E(X≥0) = E(X≤1) = E(X≤1) = U.

5. For any 0 ≤ α ≤ 1 and for any E ⊆ F ,

E(X>α) ⊆ E(X≥α), E(X>α) ⊆ E(X≥α),
E(X<α) ⊆ E(X≤α), E(X<α) ⊆ E(X≤α).

6. For any x,y ∈ U , for any 0 ≤ α ≤ 1 and for any E ⊆ F ,

(a) [ yDEx and x ∈ E(X≥α) ]⇒ y ∈ E(X≥α),
(b) [ yDEx and x ∈ E(X>α) ]⇒ y ∈ E(X>α),
(c) [ yDEx and x ∈ E(X≥α) ]⇒ y ∈ E(X≥α),
(d) [ yDEx and x ∈ E(X>α) ]⇒ y ∈ E(X>α),
(e) [xDEy and x ∈ E(X≤α) ]⇒ y ∈ E(X≤α),
(f) [xDEy and x ∈ E(X<α) ]⇒ y ∈ E(X<α),
(g) [xDEy and x ∈ E(X≤α) ]⇒ y ∈ E(X≤α),
(h) [xDEy and x ∈ E(X<α) ]⇒ y ∈ E(X<α).

7. For any E1 ⊆ E2 ⊆ F and for any 0 ≤ α ≤ 1,

E1(X
≤α) ⊆ E2(X

≤α), E1(X
<α) ⊆ E2(X

<α),
E1(X

≥α) ⊆ E2(X
≥α), E1(X

>α) ⊆ E2(X
>α),

E1(X≤α) ⊇ E2(X≤α), E1(X<α) ⊇ E2(X<α),
E1(X≥α) ⊇ E2(X≥α), E1(X>α) ⊇ E2(X>α).

8. Given n fuzzy sets X1, . . . , Xn in U , n levels α1, . . . , αn ∈ [0, 1], as well as
n “directions” ∗1, . . . , ∗n ∈ {≥,≤, >,<}, for any E ⊆ F ,

E(X∗1α1
1 ∩ . . . ∩X∗nαn

n ) =
⋂n

i=1 E(X∗iαi

i ),
E(X∗1α1

1 ∪ . . . ∪X∗nαn
n ) =

⋃n
i=1 E(X∗iαi

i ),
E(X∗1α1

1 ∪ . . . ∪X∗nαn
n ) ⊇ ⋃n

i=1 E(X∗iαi

i ),
E(X∗1α1

1 ∩ . . . ∩X∗nαn
n ) ⊆ ⋂n

i=1 E(X∗iαi

i ).

9. For any E ⊆ F and for any α ∈ [0, 1],

(a) E(X ↑≥α
E ) = E(X ↑≥α

E ) = E(X
↓≥α

E ) = E(X
↓≥α

E ) = E(X≥α),
(b) E(X ↑>α

E ) = E(X ↑>α
E ) = E(X

↓>α

E ) = E(X
↓>α

E ) = E(X>α),
(c) E(X ↓≤α

E ) = E(X ↓≤α
E ) = E(X

↑≤α

E ) = E(X
↑≤α

E ) = E(X≤α),
(d) E(X ↓<α

E ) = E(X ↓<α
E ) = E(X

↑<α

E ) = E(X
↑<α

E ) = E(X<α),
(e) E(X

↑≥α

E ) = E(X
↑≥α

E ) = E(X ↓≥α
E ) = E(X ↓≥α

E ) = E(X≥α),
(f) E(X

↑>α

E ) = E(X
↑>α

E ) = E(X ↓>α
E ) = E(X ↓>α

E ) = E(X>α),
(g) E(X

↓≤α

E ) = E(X
↓≤α

E ) = E(X ↑≤α
E ) = E(X ↑≤α

E ) = E(X≤α),
(h) E(X

↓<α

E ) = E(X
↓<α

E ) = E(X ↑<α
E ) = E(X ↑<α

E ) = E(X<α).



8 S. Greco, B. Matarazzo, and R. S�lowiński

10. For any y ∈ U and for any E ⊆ F ,

μ
X ↑

E
(y) ≤ μX(y) ≤ μ

X
↑
E

(y) , μ
X

↓
E

(y) ≤ μX(y) ≤ μ
X ↓

E
(y) .

11. For any y ∈ U and for any E ⊆ F ,

μ
X ↑

E
(y) = μ

X
↓
E

(y) , μ
X ↓

E
(y) = μ

X
↑
E

(y) .

12. For any α ∈ [0, 1] and for any E ⊆ F ,

α ≤ μ
X ↑

E
(y)⇒ y ∈ E(X≥α), α ≥ μ

X ↓
E

(y)⇒ y ∈ E(X≤α)
α ≤ μ

X
↑
E

(y)⇒ y ∈ E(X≥α), α ≥ μ
X

↓
E

(y)⇒ y ∈ E(X≤α)

13. For any x, y ∈ U and for any E ⊆ F ,

yDEx⇒ μ
X ↑

E
(y) ≥ μ

X ↑
E

(x) , yDEx ⇒ μ
X

↑
E

(y) ≥ μ
X

↑
E

(x) ,
yDEx⇒ μ

X ↓
E

(y) ≥ μ
X ↓

E
(x) , yDEx ⇒ μ

X
↓
E

(y) ≥ μ
X

↓
E

(x) .

14. For any E1 ⊆ E2 ⊆ F and for any y ∈ U ,

μ
X ↑

E1
(y) ≤ μ

X ↑
E2

(y) , μ
X ↓

E1
(y) ≥ μ

X ↓
E2

(y) ,
μ

X
↑
E1

(y) ≥ μ
X

↑
E2

(y) , μ
X

↓
E1

(y) ≤ μ
X

↓
E2

(y) .

15. For any pair of fuzzy sets X and Y in U with membership function μX(·)
and μY (·), such that for any w ∈ U, μX∩Y (w) = min(μX(w), μY (w)) and
μX∪Y (w) = max(μX(w), μY (w)), for any E ⊆ F we have,

(a) μ
X∩Y ↑

E
(w) = min(μX ↑

E
(w), μY ↑

E
(w)),

(b) μ
X∩Y ↓

E
(w) ≤ min(μX ↓

E
(w), μY ↓

E
(w)),

(c) μ
X∪Y

↑
E

(w) = max(μ
X

↑
E

(w), μ
Y

↑
E

(w)),
(d) μ

X∪Y
↓
E

(w) ≥ max(μ
X

↓
E

(w), μ
Y

↓
E

(w)),
(e) μ

X∪Y ↑
E

(w) ≥ max(μX ↑
E

(w), μY ↑
E

(w)),
(f) μ

X∪Y ↓
E

(w) = max(μX ↓
E

(w), μY ↓
E

(w)),
(g) μ

X∩Y
↑
E

(w) ≤ min(μ
X

↑
E

(w), μ
Y

↑
E

(w)),
(h) μ

X∩Y
↓
E

(w) = min(μ
X

↓
E

(w), μ
Y

↓
E

(w)).

16. For any E ⊆ F and for any y ∈ U we have,

(a) μ(X ↑
E)↑(y) = μ

(X ↑
E)↑ (y) = μ(X ↑

E)↓(y) = μ
(X ↑

E)↓ (y) = μ
X ↑

E
(y),

(b) μ
(X ↓

E)↓ (y) = μ
(X ↓

E)↓
(y) = μ

(X ↓
E)↑ (y) = μ

(X ↓
E)↑

(y) = μ
X ↓

E
(y),

(c) μ(
X

↑
E

)↑ (y) = μ(
X

↑
E

)
↑ (y) = μ(

X
↑
E

)↓ (y) = μ(
X

↑
E

)
↓ (y) = μ

X
↑
E

(w),

(d) μ(
X

↓
E

)↓ (y) = μ(
X

↓
E

)
↓ (y) = μ(

X
↓
E

)↑ (y) = μ(
X

↓
E

)
↑ (y) = μ

X
↓
E

(w). ♦

Most of the results given in Theorem 1 correspond to well known properties of
classical rough sets. For example,
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– property 1) says that the set we are approximating includes its lower ap-
proximation and is included in its upper approximation;

– property 10) has an analogous interpretation with respect to fuzzy rough
approximations X ↑

E , X ↓
E , X

↑
E and X

↓
E .

3 Monotonic Rough Approximations of Fuzzy/Rough
Sets

In this section we show that the classical rough approximation is a specific case
of the rough approximation of a fuzzy set presented in the previous section.

Let us remember that in classical rough set approach [6,7], the original in-
formation is expressed by means of an information table, that is the 4-tuple
S=< U,Q, V, f >, where U is a finite set of objects (universe), Q={q1,q2,...,qm}
is a finite set of attributes, Vq is the domain of attribute q, V =

⋃
q∈Q Vq and

f : U ×Q→ V is a total function such that f(x, q) ∈ Vq for each q ∈ Q, x ∈ U ,
called information function.

Therefore, each object x from U is described by a vector DesQ(x) = [f(x, q1),
f(x, q2), ..., f(x, qm)], called description of x in terms of the evaluations of the
attributes from Q; it represents the available information about x. Obviously,
x ∈ U can be described in terms of any non-empty subset P ⊆ Q.

To every (non-empty) subset of attributes P is associated an indiscernibility
relation on U , denoted by IP :

IP = {(x,y) ∈ U × U : f(x,q) = f(y,q), ∀q ∈ P}.
If (x,y) ∈ IP , it is said that the objects x and y are P -indiscernible. Clearly,
the indiscernibility relation thus defined is an equivalence relation (reflexive,
symmetric and transitive). The family of all the equivalence classes of the relation
IP is denoted by U |IP , and the equivalence class containing an element x ∈ U
is denoted by IP (x), i.e.

IP (x)= {y ∈ U : f(y,q) = f(y,q), ∀q ∈ P}.
The equivalence classes of the relation IP are called P-elementary sets.

Let S be an information table, X a non-empty subset of U and ∅ 	= P ⊆
Q. The P-lower approximation and the P-upper approximation of X in S are
defined, respectively, by:

P (X) = {x ∈ U : IP (x) ⊆ X}, P (X) = {x ∈ U : IP (x) ∩X 	= ∅}.
The elements of P (X) are all and only those objects x ∈ U which belong to the
equivalence classes generated by the indiscernibility relation IP , contained in X ;
the elements of P (X) are all and only those objects x ∈ U which belong to the
equivalence classes generated by the indiscernibility relation IP , containing at
least one object x belonging to X . In other words, P (X) is the largest union of
the P -elementary sets included in X , while P (X) is the smallest union of the
P -elementary sets containing X .
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Now, we prove that any information table can be expressed in terms of
a specific type of information base. An information base is called Boolean if
ϕ : U × F → {0, 1}. A partition F={F1,. . . ,Fr} of F , with card(Fk) ≥2 for
all k=1, . . . , r, is called canonical if, for each x ∈ U and for each Fk ⊆ F ,
k=1,. . . ,r, there exists only one fj ∈ Fk for which ϕ(x,fj)=1 (and thus, for all
fi ∈ Fk-{fj}, ϕ(x, fi)=0). The condition card(Fk) ≥2 for all k=1, . . . , r, is nec-
essary because, otherwise, we would have at least one element of the partition
Fk={f ′} such that ϕ(x,f ′)=1 for all x ∈ U , and this would mean that feature
f ′ gives no information and can be removed. Now, we can see that any informa-
tion table S=< U,Q, V, f > can be interpreted as a Boolean information base
B=< U,F, ϕ > such that to each v ∈ Vq corresponds one feature fqv ∈ F for
which ϕ(x,fqv)=1 if f(x,q) = v, and ϕ(x,fqv)=0 otherwise. Let us remark that
F={F1,. . . ,Fm}, with Fq = {fqv, v ∈ Vq}, q ∈ Q, is a canonical partition of F .
In other words, this means that each information system can be viewed as an
information base where each possible value v ∈ V of attribute q corresponds to
a specific feature fqv. Let us remark that the vice versa is not true, i.e. there
are Boolean information bases which cannot be transformed into information
systems because their set of attributes does not admit any canonical partition.

The above considerations say that the rough approximation in the context
of a Boolean information base is more general than the rough approximation
in the context of an information system. This means, of course, that the rough
approximation in the context of a fuzzy information system is still more general.

The following theorem states what are the relationships between the rough
approximations in the context of a fuzzy information base and the classical
definition of rough approximations in the context of an information system.

Theorem 2. Consider an information system and the corresponding Boolean
information base; for each P ⊆ Q let EP be the set of all the features correspond-
ing to values v of attributes in P . Let X be a crisp set in U , i.e. μX :U →{0,1}
and, therefore, for any y ∈ U , μX(y)=1 or μX(y)=0. Then, we have:

EP (X≥1) = P (X≥1), EP (X≥1) = P (X≥1),
EP (X≤0) = P (U −X≥1), EP (X≤0) = P (U −X≥1). ♦

The above theorem proves that the rough approximation of a crisp set X within
a Boolean information base admitting a canonical partition is equivalent to the
classical rough approximation of set X within the corresponding information
system. Therefore, the classical rough approximation is a particular case of the
rough approximation within a fuzzy information system.

4 Conclusions

We presented a general model of rough approximations based on ordinal prop-
erties of membership functions of fuzzy sets. In this very general framework, the
classical rough set theory can be considered as a special case. This direction of
research seems very promising and we envisage developments with respect to
three following issues:
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1) algebraic properties of the proposed rough approximations;
2) generalizations of other rough set fundamental concepts such as reducts,

core, and decision rules;
3) application of the absolute and relative rough membership concept (see [5])

in a generalized variable precision model based on the proposed rough ap-
proximations.
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(ed.), Intelligent Decision Support: Handbook of Applications and Advances of the
Sets Theory, Kluwer, Dordrecht, 1992, pp. 203-232
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Abstract. Many problems in rough set theory have been successfully
solved by boolean reasoning (BR) approach. The disadvantage of this
elegant methodology is based on its high space and time complexity. In
this paper we present a modified BR approach that can overcome those
difficulties. This methodology is called the approximate boolean reason-
ing (ABR) approach. We summarize some most recent applications of
ABR approach in development of new efficient algorithms in rough sets
and data mining.

Keywords: Rough sets, data mining, boolean reasoning.

1 Introduction

Concept approximation problem is one of most important issues in machine
learning and data mining. Classification, clustering, association analysis or re-
gression are examples of well known problems in data mining that can be formu-
lated as concept approximation problems. A great effort of many researchers has
been done to design newer, faster and more efficient methods for solving concept
approximation problem.

Rough set theory has been introduced by [14] as a tool for concept approxima-
tion under uncertainty. The idea is to approximate the concept by two descriptive
sets called lower and upper approximations. The lower and upper approxima-
tions must be extracted from available training data. The main philosophy of
rough set approach to concept approximation problem is based on minimizing
the difference between upper and lower approximations (also called the bound-
ary region). This simple, but brilliant idea, leads to many efficient applications
of rough sets in machine learning and data mining like feature selection, rule
induction, discretization or classifier construction [4].

As boolean algebra has a fundamental role in computer science, the boolean
reasoning approach is also an ideological method in Artificial Intelligence. In
recent years, boolean reasoning approach shows to be a powerful tool for design-
ing effective and accurate solutions for many problems in rough set theory. This
paper presents a more generalized approach to modern problems in rough set
theory as well as their applications in data mining. This generalized method is
called the approximate boolean reasoning (ABR) approach.

D. Śl ↪ezak et al. (Eds.): RSFDGrC 2005, LNAI 3642, pp. 12–22, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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2 Boolean Reasoning Approach

Boolean reasoning approach is a general framework for solving decision and
optimization problems. This method comes from the great idea of George Boole
to whom we owe a possibility of using symbolic notation in mathematics. He
proposed to solve a problem by (1) converting it to a boolean formula, (2) solving
a corresponding problem for boolean formula and (3) decoding the solution for
boolean function to obtain the solution of the original problem.

By boolean function we denote any function f : {0, 1}n → {0, 1}. Boolean
functions can be described by boolean formulas, i.e., expressions constructed by
boolean variables from a set V AR = {x1, ..., xk}, and boolean operators like
conjunction (∧), disjunction (∨), and negation (¬).

The most famous problem related to boolean functions is the satisfiability
problem (SAT). It is based on checking, for a given boolean function, whether
there exists such an evaluation of variables that the function becomes satisfied.
In other words, the problem is to solve the equation f(x1, ..., xn) = 1. SAT is the
first problem which has been proved to be NP-complete (the Cook’s theorem).
This important result is used to prove the NP-hardness of many other problems
by showing the polynomial transformation of SAT to the studied problem. From
practical point of view, any SAT-solver (heuristical algorithm for SAT) can be
used to design heuristic solutions for all problems in the class NP. Therefore,
instead of solving a couple of hard problems, the main effort may be limited to
create efficient heuristics for the SAT problem.

One of possible solutions for scheduling problem is based on SAT-solver. In
this method, the specification of scheduling problem is formulated by a boolean
function, where each variable encodes one possible assignment of tasks, resources,
time slots, etc. The encoding function is satisfiable if and only if there exists a
correct schedule for the given specification [17].

The following steps should be taken into account when applying boolean
reasoning approach:

– Encoding: this is the most important step in BR scheme. It begins with
determining the set of boolean variables and their meanings in the original
problem. Later, the specification of the studied problem and input data are
encoded by boolean expressions over selected variables.

– Solving the corresponding problem for boolean function: this step is
independent with the original problem. The problem is to select the relevant
solution for the encoding boolean function. Selection criteria may be related
to the complexity and efficiency of existing solutions for the problem over
boolean function.

– Decoding: in this step, the solution for the problem over boolean function
is converted into the solution of the original problem.

SAT is more useful for solving decision problems. In this paper we consider
another problem for boolean functions called minimal prime implicant problem
that is more suitable for optimization problems. Let us briefly describe this
problem in more details.
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2.1 Prime Implicant Problems

The boolean function φ : {0, 1}n → {0, 1} is called ”monotone” if

∀x,y∈{0,1}n(x � y) ⇒ (φ(x) � φ(y))

It has been shown that monotone functions can be represented by a boolean
expression without negations.

Let φ be a monotone boolean function which can be expressed as a boolean
formula over the set of boolean variables V AR = {x1, ..., xn}. The term T =
xi1 ∧ ...∧xik

is called implicant of φ if T(x) ≤ φ(x) for any x ∈ {0, 1}n. The term
T is called prime implicant of φ if (1) T is an implicant and (2) any term T′,
which is obtained from T by removing some variables, is not implicant of φ. If
the set of all prime implicants of φ is denoted by PI (φ), then f (x) =

∨
T∈PI(φ)

T.

Let us consider the following problem:

MINIMAL PRIME IMPLICANT PROBLEM:
Input: Monotone boolean function f of n variables.
Output: A prime implicant of f with the minimal length.

It has been shown that the minimal prime implicant problem is NP-hard
and the corresponding decision problem, e.g., checking the existence of prime
implicant of a given length, is NP-complete [3].

2.2 Boolean Reasoning Approach to Optimization Problems

Most problems in data mining are formulated as optimization problems. We
will show in the next Section that prime implicant problem is very useful for
application of boolean reasoning approach to optimization problem. The general
boolean reasoning scheme (BR-scheme) for optimization problems is presented
in Figure 1.

Optimization problem π −−−−−−−→
Encoding
process

Boolean function fπ

�
Optimal solution for π ←−−−−−−−

Decoding
process

Prime implicants of fπ

Fig. 1. The boolean reasoning scheme for solving optimization problems

Since the minimal prime implicant problem is NP-hard, it cannot be solved
(in general case) by exact methods only. It is necessary to create some heuristics
to search for short prime implicants of large and complicated boolean functions.
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Usually, the input boolean function is given in the CNF form, i.e., it is presented
as a conjunction of clauses, and the minimal prime implicant problem is equiva-
lent to the problem of searching for minimal set of variables that has nonempty
intersection with each clause of the given function. Let us mention some well
known heuristics that have been proposed for prime implicant problem:

1. Greedy algorithm: the prime implicant can be treated as a set covering
problem, where a set of variables X is said to cover a clause C if X contains
at least one variable of C. Therefore, in each step, greedy method selects the
variable that most frequently occurs within clauses of the given function and
removes all those clauses which contain the selected variable.

2. Linear programming: the minimal prime implicant can also be resolved
by converting the given function into a system of linear inequations and
applying the Integer Linear Programming (ILP) approach to this system.
More details are described in [15].

3. Simulated annealing: many optimization problems are resolved by a
Monte-Carlo search method called simulated annealing. In case of minimal
prime implicant problem, the search space consists of subsets of variables
and the cost function for a given subset X of variables is defined by the size
of X and the number of clauses that are uncovered by X , see [16].

3 Boolean Reasoning Approach to Rough Set Problems

As we have introduced before, searching for approximation of a concept is a fun-
damental problem in machine learning and data mining. Classification, cluster-
ing, association analysis, and many other tasks in data mining can be formulated
as concept approximation problems. Let X be a given universe of objects, and
let L be a predefined descriptive language consisting of such formulas that are
interpretable as subsets of X . Concept approximation problem can be under-
stood as a problem of searching for a description ψ of a given concept C ⊂ X
such that (i) ψ expressible in L and (ii) the interpretation of ψ should be as close
to the original concept as possible. Usually, the concept to be approximated is
given on a finite set of examples U ⊂ X , called the training set, only.

The main idea of rough set theory is based on approximating the unknown
concept by a pair sets called lower and upper approximations. The lower ap-
proximation contains those objects which certainly – according to the actual
knowledge of the learner – belong to the concept, the upper approximation con-
tains those objects which possibly belong to the concept.

Let C ⊆ X be a concept and let U ⊆ X be a training set. Any pair P = (L,U)
is called rough approximation of C (see [2]) if it satisfies the following conditions:

1. L ⊆ U ⊆ X ;
2. L,U are expressible in the language L;
3. L ∩ U ⊆ C ∩ U ⊆ U ∩ U ;
4. L is maximal and U is minimal among those L-definable sets satisfying 3.
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The sets L and U are called the lower approximation and the upper approxi-
mation of the concept C, respectively. The set BN = U−L is called the boundary
region of approximation of C. For objects x ∈ U, we say that “probably, x is in
C”. The concept C is called rough with respect to its approximations (L,U) if
L 	= U, otherwise C is called crisp in X .

The input data for concept approximation problem is given by decision table
which is a tuple S = (U,A, dec), where U is a non-empty, finite set of training
objects, A is a non-empty, finite set of attributes and dec /∈ A is a distinguished
attribute called decision. Each attribute a ∈ A corresponds to the function
a : X → Va where Va is called the domain of a. For any non-empty set of
attributes B ⊆ A and any object x ∈ X , we define the B-information vector of
x by: infB(x) = {(a, a(x)) : a ∈ B}. The language L, which is used to describe
approximations of concepts, consists of boolean expressions over descriptors of
the form (attribute = value) or (attribute ∈ set of values). If C ⊂ X is a
concept to be approximated, then the decision attribute dec is a characteristic
function of concept C, i.e., if x ∈ C we have dec(x) = yes, otherwise dec(x) = no.
In general, the decision attribute dec can describe several disjoint concepts.

The first definition of rough approximation was introduced by Pawlak in his
pioneering book on rough set theory [14]. For any subset of attributes B ⊂ A, the
set of objects U is divided into equivalence classes by the indiscernibility relation
and the upper and lower approximations are defined as unions of corresponding
equivalence classes. This definition can be called the attribute-based rough approx-
imation. A great effort of many researchers in RS Society has been investigated
to modify and to improve this classical approach. One can find many interesting
methods for rough approximation like Variable RS Model [24], Tolerance-based
Rough Approximation [22], Approximation Space [21], or Classifier-based Rough
Approximations [2].

The condition (4) in the above list can be substituted by inclusion to a
degree to make it possible to induce approximations of higher quality of the
concept on the whole universe X . In practical applications, it is hard to fulfill
the last condition. Hence, by using some heuristics we construct sub-optimal
instead of maximal or minimal sets. This condition is the main inspiration for
all applications of rough sets in data mining and decision support systems.

Let S = (U,A∪{dec}) be a given decision table, where U = {u1, ...,un}, and
A = {a1, ..., am}. The following rough set methods have been successfully solved
by boolean reasoning approach:

Attribute Reduction: Reducts are subsets of attributes that preserve the same
amount of information. In rough set theory a subset of attributes B ⊂ A is called
a decision reduct, if B preserves the same rough approximation of a concept likes
A. It has been shown in [20] that the problem of searching for minimal reduct
of a decision system is equivalent to the minimal prime implicant problem. BR
approach has been applied to minimal reduct problem as follows:

– Boolean Variables: We associate with each attribute ai ∈ A a boolean
variable a∗

i for i = 1, ..., m.
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– Encoding: for any pair of objects ui,uj ∈ U , where i, j = 1, ..., n we define
a discernibility function between ui,uj by

ψi,j =
∨

a∈A:a(ui) �=a(uj)

a∗

A discernibility function fS for S is defined by

fS(a∗
1, ..., a

∗
m) =

∧
dec(ui) �=dec(uj)

ψi,j (1)

– Heuristics: in the greedy algorithm for reduct problem, quality of a subset of
attributes B is measured by the number of pairs of objects that are discerned
by B. More efficient algorithm based on genetic algorithm was presented in
[23].

Decision Rule Induction: decision rules are logical formulas that indicate the
relationship between conditional and decision attributes. Let us consider those
decision rules r whose the premise is a boolean monomial of descriptors, i.e.,

r ≡ (ai1 = v1) ∧ ... ∧ (aim = vm) ⇒ (dec = k) (2)

In the rough set approach to concept approximation, decision rules are used
to define finer rough approximation comparing to attribute-base rough approx-
imation. Each decision rule is supported by some objects and, inversely, the
information vector of each object can be reduced to obtain a minimal consistent
decision rule. The boolean reasoning approach to decision rule construction from
a given decision table S = (U,A ∪ {dec}) is very similar to the minimal reduct
problem. The only difference occurs in the encoding step, i.e.:

– Encoding: For any object u ∈ U in , we define a function fu(a∗
1, ..., a

∗
m),

called discernibility function for u by

fu(a∗
1, ..., a

∗
m) =

∧
v:dec(v) �=dec(u)

ψu,v(x1, ..., xk) (3)

– Heuristics: all heuristics for minimal prime implicant problem can be ap-
plied to boolean functions in Equation 3. Because there are n such functions,
where n is a number of objects in the decision table, the well known heuristics
may show to be time consuming.

Discretization: In [6], boolean reasoning approach to real value attribute dis-
cretization problem was presented. The problem is to search for a minimal set
of cuts on real value attributes that preserve the discernibility between objects.
Given a decision table S = (U,A ∪ {dec}) and a set of candidate cuts C the
discretization problem is encoded as follows:

– Variables: Each cut (a, c) ∈ C is associated with a boolean variable x(a,c)

– Encoding: similarly to the reduct problem, a discernibility function between
ui,uj ∈ U , where i, j = 1, ..., n, is defined by
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φi,j =
∨

(a,c)discernsuianduj

x(a,c)

and the discretization problem is encoded by the following boolean function

φ =
∧

dec(ui) �=dec(uj)

φi,j (4)

– Heuristics: again all mentioned heuristics for prime implicant problem can
be applied to optimal discretization problem, but we have to take under our
attention their computational complexity.

4 Approximate Boolean Reasoning Approach

In [6], [18], [9] we have presented few more feature extraction methods based on
rough sets and BR approach. Let us mention the following ones:

– Symbolic value grouping problem: the idea is to create new features
by partition of attribute domains into as less as possible groups of attribute
values. This method leads to construction of generalized decision rule of form

(ai1 ⊂ S1) ∧ ... ∧ (aim = Sm) ⇒ (dec = k)

Each boolean variable encodes a a group of symbolic values in the domain
of an attribute.

– Oblique hyperplanes extraction: new features are defined by linear com-
bination of the existing ones.

All mentioned problems can be encoded by boolean functions but the com-
plexity of heuristic solutions are very different. Table 1 compares the complexity
of encoding functions for the mentioned above problems.

Table 1. Complexity of encoding boolean functions for basic problems in rough sets
(n, m are numbers of objects and attributes of the given decision table, respectively)

Problem Complexity of encoding function

minimal reduct O(m) variables, O(n2) clauses
decision rules O(n) functions containing O(m) variables and O(n)

clauses each
discretiztion O(mn) variables, O(n2) clauses
grouping O( a∈A 2|Va|) variables, O(n2) clauses
hyperplanes O(nm) variables , O(n2) clauses

The problem with computational complexity becomes more serious in data
mining applications on very large databases. We have proposed a novel solu-
tion called approximate boolean reasoning approach. Figure 2 presents a general
scheme of this method. The idea is to approximate every step in the BR-scheme.
Let us discuss some possible techniques that were applied in rough set methods.



ABR Approach to Rough Sets and Data Mining 19

optimization problem Π

�
boolean function fΠ approximate function f ′

Π

�
prime implicants of fΠ prime implicants of f ′

Π

�
approximate solution for Π

Fig. 2. General scheme of approximate boolean reasoning approach

4.1 The α-Reduct Problem

One method for computation time reduction is based on weakening the require-
ment of a problem. α-reducts are example of this technique, see [7].

The set B of attributes is called α-reduct if B has nonempty intersection
with at least α ·N clauses of the discernibility function (1), where N is the total
number of clauses occurring in (1) and α ∈ [0, 1] is a real parameter.

In some applications (see [19]), e.g., rough classifier construction, α-reducts
produce much shorter and more accurate classifiers comparing with original
reducts. Practical experiments show that in some cases, the 95%-reducts are
two times shorter than 100%-reducts.

Let S = (U,A) be a given information system and let T = D1 ∧D2... ∧Dk

be an extracted pattern (or frequent itemset [1]). Consider the set of descriptors
P ⊂ {D1, D2..., Dk}, the implication∧

Di∈P

Di ⇒
∧

Dj /∈P

Dj

1. is 100%-irreducible association rule from T if and only if P is reduct in S|T.
2. is c-irreducible association rule from T if and only if P is α-reduct in S|T,

where α = 1− (1
c − 1)/(n

s − 1), n is the total number of objects from U and
s = support(T).

One can show that for a given α, the problems of searching for shortest
α-reducts and for all α-reducts are also NP-hard [10].

4.2 Discretization Problem

Two solutions based on approximate boolean reasoning approach have been pro-
posed for discretization problem.
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Discretization process always effects on a lost of information. The optimal dis-
cretization algorithm preserves the discernibility of all attributes only. Therefore,
the discretized decision table is irreducible. We have proposed for a discretiza-
tion method that preserves some more reducts for a given decision table [5]. This
method also can be solved by boolean reasoning approach, but the encoding
function consists of O(mn) variables and O(n22n) clauses. In the approximate
boolean reasoning approach the encoding function is replaced by approximate
encoding function containing O(n2) clauses only.

Another discretization method was proposed for relational database systems
[8]. This method minimizes the number of simple SQL queries necessary to search
for the best cuts by using “divide and conquer” search strategy. To make it possi-
ble, we develop some novel“approximate measures”which are defined on intervals
of attribute values. Proposed measures are necessary to evaluate a chance that
a given interval contains the best cut.

4.3 Symbolic Value Grouping Problem

This method is the best demonstration of approximate boolean reasoning ap-
proach. This problem can be encoded by a boolean function containing O(n2)
clauses and O(

∑
a∈A 2|Va|) variables. We have proposed an approximate encod-

ing function containing O(
∑

a∈A |Va|2) variables (and still O(n2) clauses) only
[18]. In this application, the decoding process was not trivial, since it is equiva-
lent to a well-known graph vertex coloring problem which is NP-hard. One more
heuristical algorithm for this graph coloring problem is necessary to construct a
whole solution for symbolic value grouping problem.

5 Applications in Data Mining

Rough sets and approximate boolean reasoning approach to data mining has
been presented in [11], [9], [7]. Both discretization and symbolic value grouping
methods can be used to construct accurate decision trees from large databases.

In the decision tree construction method based on rough sets and boolean
reasoning approach, the quality of a split (defined either by a cut on a continuous
attribute or by a partition symbolic values) is measured by the number of pairs of
objects from different classes that are discerned by the split. In case of large data
sets, an application of approximate boolean reasoning approach makes a search
for semi-optimal cuts very efficient, particularly when the data set is stored in
a relational database system [11]. We have proposed a concept of soft cuts and
soft decision trees which have many advantages. Comparing with the standard
decision tree concept, soft decision tree model maintains the high classification
accuracy, but it can be constructed very fast [12].

The latest applications of approximate boolean reasoning approach is related
to the concept of layered learning [13]. This method allows improving the accu-
racy of concept approximation by utilizing the domain knowledge in the learning
process. In cases, when the domain knowledge is given in form of concept on-
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tology, we have proposed a layered learning method based on rough sets and
boolean reasoning approach [13].

6 Conclusions

We have presented a boolean reasoning approach and its extension called ap-
proximate boolean reasoning approach as general methods for designing efficient
solutions for rough sets and data mining. Recently, we are working on an appli-
cation of boolean reasoning approach to decision tables with continuous decision.
The method is called the differential calculus for pseudo boolean functions, and
some first experiments are showing that this method is quite promising. We are
also planning to apply the approximate boolean reasoning method in layered
learning algorithms that make approximation of concept from data and domain
knowledge possible.
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of the Republic of Poland.
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The concept of Web Intelligence (WI for short) was first introduced in our papers
and books [4,13,16,17,19]. Broadly speaking, Web Intelligence is a new direction
for scientific research and development that explores the fundamental roles as
well as practical impacts of Artificial Intelligence (AI)1 and advanced Information
Technology (IT) on the next generation of Web-empowered systems, services, and
environments. The WI technologies revolutionize the way in which information
is gathered, stored, processed, presented, shared, and used by virtualization,
globalization, standardization, personalization, and portals.

As more detailed blueprints and issues of Web Intelligence (WI) are being
evolved and specified [4,13,17,19,24], it has been recognized that one of the fun-
damental goals of WI research is to understand and develop Wisdom Web based
intelligent systems that integrate all the human-level capabilities such as real-
time response, robustness, autonomous interaction with their environment, com-
munication with natural language, commonsense reasoning, planning, learning,
discovery and creativity.

Turing gave the first scientific discussion of human level machine intelli-
gence [12]. Newell and Simon made a start on programming computers for gen-
eral intelligence [8]. McCarthy argued that reaching human-level AI requires
programs that deal with the commonsense informative situation, in which the
phenomena to be taken into account in achieving a goal are not fixed in ad-
vance [6]. Laird and Lent proposed using interactive computer games that are
the killer application for human-level AI research, because they can provide the
environments for research on the right kinds of problem that lead to the type of
incremental and integrative research needed to achieve human-level AI [2].

The new generation of WI research and development needs to understand
multiple natures of intelligence in depth, by studying integrately the three in-
telligence related research areas: machine intelligence, human intelligence, and
social intelligence, as shown in Figure 1, towards developing truly human-level
Web intelligence. Machine intelligence (also called Artificial Intelligence (AI))
has been mainly studied as computer based technologies for the development of
intelligent knowledge based systems; Human intelligence studies the nature of
intelligence towards our understanding of intelligence; Social intelligence needs
1 Here the term of AI includes classical AI, computational intelligence, and soft com-

puting etc.
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Fig. 1. The relationship between WI and other three intelligence related research areas

a combination of machine intelligence and human intelligence for establishing
social networks that contain communities of people, organizations, or other so-
cial entities [18]. Furthermore, the Web can be regarded as a social network in
which it connects a set of people (or organizations or other social entities). Peo-
ple are connected by a set of social relationships, such as friendship, co-working
or information exchange with common interests. In other words, it is a Web-
supported social network or called virtual community. In this sense, the study of
Web Intelligence is of social network intelligence (social intelligence for short).

In previous paper [24], we gave a new perspective of WI research from the
viewpoint of Brain Informatics. Brain Informatics (BI) is a new interdiscipli-
nary field to study human information processing mechanism systematically
from both macro and micro points of view by cooperatively using experimental
brain/cognitive technology and WI centric advanced information technology. In
particular, it attempts to understand human intelligence in depth, towards a
holistic view at a long-term, global field of vision, to understand the principles,
models and mechanisms of human multi-perception, reasoning and inference,
problem solving, learning, discovery and creativity [22].

As mentioned by McCarthy [6], if we understood enough about how the hu-
man intellect works, we could simulate it. However, we, so far, did not have
sufficient ability to observe ourselves or others to understand directly how our
intellects work. Understanding the human brain well enough to imitate its func-
tion therefore requires theoretical and experimental success in cognitive science
and neuroscience.

Fortunately, now neuroscience, the study of the brain and nervous system, is
beginning to allow direct measurement and observation of ourselves or others to
understand directly how our intellects work. These measurements and observa-
tions are, in turn, challenging our understanding of the relation between mind
and action, leading to new theoretical constructs and calling old ones into ques-
tion. New instrumentation (fMRI etc.) and advanced information technology are
causing an impending revolution in WI and Brain Sciences [7,21,22,23,24]. This
revolution is bi-directional:
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– WI based portal techniques will provide a new powerful platform for Brain
Sciences.

– New understanding and discovery of human intelligence models in Brain
Sciences will yield a new generation of WI research and development.

Figure 2 shows the relationship between Brain Informatics and other brain
sciences related disciplines as well as the WI centric IT. On one hand, although
brain sciences have been studied from different disciplines such as cognitive sci-
ence and neuroscience, Brain Informatics (BI) represents a potentially revolu-
tionary shift in the way that research is undertaken. It attempts to capture new
forms of collaborative and interdisciplinary work. In this vision, new kinds of
Brain Informatics methods and global research communities will emerge, through
infrastructure on the Wisdom Web and Knowledge Grids that enables high speed
and distributed, large-scale analysis and computations, and radically new ways of
sharing data/knowledge repositories. On the other hand, some of these lessons in
cognitive science and neuroscience are applicable to novel technological develop-
ments in Brain Informatics, yet others may need to be enhanced or transformed
in order to manage and account for the complex and possibly more innovative
practices of sharing data/knowledge that are made technically possible by the
Wisdom Web and Knowledge Grids [1,3,4,22].

WI centric IT

Cognitive Science Neuroscience

Brain Informatics

Fig. 2. The relationship between Brain Informatics and other brain sciences related
disciplines as well as the WI centric IT

Figure 3 shows the relationship between WI research and Brain Informatics
research. The synergy between WI with BI will yield profound advances in our
analyzing and understanding of the mechanism of data, knowledge, intelligence
and wisdom, as well as their relationship, organization and creation process. It
means that fundamental and implementation of Web intelligence will be studied
as a central topic and in a unique way. It will fundamentally change the nature
of information technology in general and artificial intelligence in particular.

A good example is the development and use of a Web-based problem-solving
system for portal-centralized, adaptable Web services [4,10,11,15,18,19]. The core
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Fig. 3. The relationship between WI research and Brain Informatics research

of such a system is the Problem Solver Markup Language (PSML) and PSML-
based distributed Web inference engines, in which the following support functions
should be provided since this is a must for developing intelligent portals.

– The expressive power and functional support in PSML for complex adaptive,
distributed problem solving;

– Performing automatic reasoning on the Web by incorporating globally dis-
tributed contents and meta-knowledge automatically collected and trans-
formed from the Semantic Web and social networks with locally operational
knowledge-data bases;

– Representing and organizing multiple, huge knowledge-data sources for dis-
tributed network reasoning;

– Combining multiple reasoning methods in PSML representation and distrib-
uted inference engines, efficiently and effectively;

– Modeling user behavior and representing/managing it as a personalized
model dynamically.

In order to develop such a Web based problem-solving system, we need to
better understand how human being does complex adaptive (distributed) prob-
lem solving and reasoning, as well as how intelligence evolves for individuals and
societies, over time and place [5,9,10,15].

More specifically, we will investigate ways by discussing the following issues:

– How to design fMRI/EEG experiments to understand the principle of human
inference/reasoning and problem solving in depth?

– How to understand and predict user profile and usage behavior?
– How to implement human-level inference/reasoning and problem solving on

the Web based portals that can serve users wisely?

We will describe our endeavor in this direction, in particular, we will show
that grid-based multi-aspect analysis in multiple knowledge and data sources on
the Wisdom Web is an important way to investigate human intelligence mech-
anism, systematically. The ultimate goal is to establish the foundations of Web
Intelligence by studying Brain Informatics for developing Wisdom Web based
intelligent systems that integrate all the human-level capabilities.
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Abstract. This paper presents ARES Rough Set Exploration System.
This system is a complex data analyzing application. The program lets
the user to discretize real data, find relative static and dynamic reducts,
find frequent sets, find decision rules and calculate credibility coefficients
for objects from a decision table. Some information about logical and
technical aspects of the system architecture is provided as well.

1 Introduction

In the past few years rapid growth of data can be observed and a demand for
new tools for processing them into a concise form is emerging. Data mining and
knowledge acquisition projects have gained a lot of interests and applications.
In the paper ARES Rough Set Exploration System is presented. Its basis lies in
the rough set theory. The system provides functionality similar to existing rough
set tools but also introduce some new features.

There are many commercial as well as free to use systems [1] which use rough
set theory for data analysis. Some of them are versatile (eg. RSES2, ROSETTA
and some of them are specialized, goal-oriented (eg. LERS, PRIMEROSE - only
inducing rules, RoughFuzzyLab - specially designed for image recognition).

The most important and unique feature of ARES system is ability to cal-
culate credibility coefficients for every object from decision table using different
methods. This feature can be very useful in detecting either corrupted data or
abnormal and distinctive situations. Such functionality can be applied in dif-
ferent fields of science, especially in medicine [2], [3]. By evaluating credibility
coefficients the system can recognize objects that are exceptions to the ”typical”
description and draw attention of an expert to them. If in a medical application
the objects represent patients then the low values of credibility coefficients can
identify the set of them requiring a special consideration as not fitting to the
usual explanation.

Improper data in the information system can be blamed for corrupting rela-
tionships between the other objects. This situation can be exposed when elim-
ination of the improper data results in improving the outcome of the system

D. Śl ↪ezak et al. (Eds.): RSFDGrC 2005, LNAI 3642, pp. 29–38, 2005.
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denoted by better quality of generated rules or uncovering some new ones. Cred-
ibility coefficients can recommend candidates for elimination from a decision
table.

The main functionality of this system was originally presented in [4]. A multi-
document architecture of the system facilitates performing parallel analysis of
different steps or aspects of data processing and analyzing.

2 System Overview

System has been implemented in Java and supplied with a user-friendly graphic
environment. The main application window consists of two views:

– Tree view - A list of all elements currently available for user (e.g. work-
spaces, decision tables, analysis results).

– Workspace view - Panel where windows are opened according to user
selection from the tree view (e.g. window with decision table or window with
list of all found reducts).

A sample screenshot from ARES Rough Set Exploration System is shown in
Fig. 1. In the next section basic system functionality is shortly described.

Fig. 1. Sample screenshot from Ares Rough Set Exploration System
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The main goal of such a design is easy management of the whole process of
data analysis. Each data-mining operation is presented as a new item in a tree-
view section (the relationships between the items are user dependent and usually
are denoted by similarity of item names). This feature enables carrying out
parallel analysis of different aspects of the same information system (or related
ones). Additionally, multi document architecture allows comparing gained data
in an easy way.

The user may display in separate windows information associated with every
node in tree view. The nodes usually store the following information:

– Node type (kind) - Structure or process represented by node (e.g. infor-
mation system, reduct set, rule set, summary of execution of an algorithm).

– Node data - Data associated with the node (e.g. for an information system
the window presents information on the set of objects).

– Processing algorithm basic information - Some basic information of
data-mining operation (e.g. algorithm name, execution time).

– Processing algorithm extended information - It contains some algo-
rithm specific information (e.g. minimal reduct length and number of reducts
are provided for reduct finding algorithm).

3 System Functionality

3.1 Data Discretization

Discretization [5] is one of the methods of data preprocessing. Usually, vast data
mining algorithms do not work on real values, which makes discretization so
important phase of data analyses.

This module supports five algorithms of discretization assigning a given value
to a class representing it (the last two were originally designed for ARES system):

– Naive Discretizer [5] - Each unique value denotes a different class.
– Equal Width Discretizer [5] - A class is an interval and all classes have

equal widths; number of classes is a parameter. A value from an interval
belongs to its class.

– Equal Frequency Discretizer [5] - A class is an interval and all classes
have equal widths; number of elements in each class is a parameter. A value
from an interval belongs to its class.

– Equal Support Discretizer - Each class consists of the same number of
elements (values).

– Upper Bound of Ranges Discretizer - After naive discretization the
number of classes is reduced by merging the classes to get the required num-
ber of classes.

ARES system provides discretization preview which presents information
about discretization process (i.e. number of objects in each range).

Each attribute of an information system is discretized separately using one
of available methods according to user needs and preferences. The discretization
results (obtained by the described algorithms) can be arbitrary customized to
expert knowledge. Discretized information system is saved as a new one.
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3.2 Rough Set Primary Analyses

This module enables to work out basic rough set [6] components such as:

– Class approximation - Lower and upper approximation, positive and neg-
ative region, boundary for each decision class.

– Approximation accuracy and quality
– Indiscernibility matrix
– Indiscernibility function

These elements may contain some important information themselves or they
may be used in further analyses of information system.

3.3 Reducts

Reduct is a subset of attributes which allow to classify the data as satisfactory
as the whole set of attributes. Reducts are usually applied to reduce size of
information system (by removing the dependent attributes) without a loss of
classification capabilities. This may, for instance directly influence the speed of
rule generation or credibility coefficients calculation algorithms.

ARES system provides a wide variety of different algorithms for finding
reducts. They are divided into two basic types: methods which calculate only
one (minimal or almost minimal) reduct and methods which calculate a set of
reducts (all reducts) for a given decision table. The following algorithms may be
used for achieving the goal:

– Complete (exhaustive) method [7] is based on indiscernibility matrix
and indiscernibility function. This method finds all reducts of a given decision
table. Its time complexity is very high, so it can be applied only for relatively
small sets of data.

– Random algorithm [8] tries to find reducts by random guesses.
– Johnson algorithm [7] is heuristic and discovers only one reduct (minimal

or almost minimal) from indiscernibility matrix.
– Set of simple greedy algorithms [8] which find one reduct. They are very

fast and may be used as start point in more advanced heuristic methods.
– Set of genetic algorithms [9], which differ from each other in chromosome

representation and applied genetic operators. They may be used either for
finding minimal reduct or set of reducts. All genetic methods can be pa-
rameterized by parameters typical for evolutionary algorithms (i.e. crossover
probability, number of individuals, and so on).

– Space decompositions algorithms [8] work together with genetic algo-
rithms (Genetic Space) but may be used with random search as well. These
algorithms take advantage of reduction of optimization problem to a series
of decision problems. Genetic Space is faster than other known genetic al-
gorithms for finding reducts. It provides better results as well. This target
is achieved by effective chromosome coding and specially designed genetic
operators. Algorithms based on decomposition of search space are important
and unique feature of ARES system and currently are not provided in any
other rough set data analyzing application.
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Dynamic reducts [7] calculation is parameterized by the following parameters:

– Number of decision sub-tables
– Percentage of all original objects in each decision sub-table
– Static reduct finding algorithm - One of algorithms presented in the

preceding section

Dynamic reducts are almost the same as static reducts. In some cases (es-
pecially when new data is being added to information system) calculation of
dynamic reduct is more suitable.

For each reduct set ARES also calculates following parameters:

– Core set comprising the most important attributes of a given decision tables
regarding classification purposes.

– Reduct stability, which is a ratio of all objects from decision table dis-
cernible by this attribute set. It is only important when dynamic reducts are
considered (for static reducts this value is always equal to 100%).

Reducts may be used for the next steps of inducing rules process to simplify
and speed it up.

We consider medical data as a special case of information system in which
the essential operation is to detect whether an analyzed object fits or, even more
important, do not fit to the rest of the objects. The latter should be immediately
reconsidered as a suspect for a medical mistake or an item requiring special
investigation as an exception to the rule.

If using reducts can speed up the whole processing without blurring the
decision by partial data elimination then obviously reducts will be generated.
The most probably approach will incorporate analyses with and without finding
the reducts and then some comparisons to get experience for further adjusting
the methodology of exploiting the system.

3.4 Frequent Sets

A frequent set is a set of variable-value pairs that occur in objects of information
system more often than other pairs. It is also the base for some data-mining
algorithms.

This module enables to generate set of frequent sets with a standard Apriori
algorithm [10]. There are 3 parameters of this algorithm:

– Minimal support - the minimal number of objects in which the considered
set of variable-value pairs are required to be present.

– Hash value (hash tree parameter) is the parameter of a hash function as-
sociated with all non-terminal nodes.

– Leaf node capacity (hash tree parameter) is the maximal capacity of ter-
minal nodes.

Both hash tree parameters can only effect in speed efficiency of finding the
frequent sets. The default values for the hash tree parameters are provided and
only an experienced user can benefit from adjusting their values to the specific
needs.



34 R. Podraza, M. Walkiewicz, and A. Dominik

3.5 Rules

Decision rules are one of the most popular methods of representing knowledge
gained from a considered information system. Rules can be immediately applied
to the inferring processes. Rules may be generated with 2 types of algorithms:

– Apriori
– Based on extraction

Both algorithms [11] allow to create certain and possible rules. Apriori based
algorithm generates rules directly from the information system, whereas extrac-
tion algorithm can be used on previously generated frequent sets (generally, it
can be used on previously generated set of rules).

There are two main parameters: minimal support and minimal confidence.
Minimal support is the minimal number of objects in which the considered rules
are correct (it is possible that there are objects for which the considered rules are
incorrect). Confidence is the ratio of correctness of the rule. Maximal value (100%)
means that whenever the rule is applied, the decision part of the rule is correct.

Rule analyzer provides following functionality:

– Object coverage selects a subset of generated rules that covers a specified
object. Taking analyzed object as a starting point, it provides the user with
a small decision system of reliable (in respect to the object) rules.

– Rules coverage selects a subset of information system covered by specified
rules. It provides a proof of reliability of decision rules in form of properly
identified association in the selected objects.

– Rules investigator selects list of objects covered by the predecessor of spec-
ified rule. It can be used to detailed analyses of the specified rule by providing
user with a list of objects covered by the rule and those for which the rule is
incorrect. Potentially, it can lead to either disproving of the considered rule
or, if rule is believed reliable, finding in-correct objects.

3.6 Credibility Coefficients Calculation

Credibility coefficient of object is a measure of its similarity with respect to the
rest of the objects in the considered information system. There is no common way
to define the relation of similarity, so it is strictly connected with the implemented
method.

All credibility coefficients implemented in ARES system are normalized to
range <0, 1>. Value 0 represents the least level of credibility of a given object,
while value 1 is the maximum representing perfect relationship of similarity to
other objects in the decision table. This normalization is very useful especially
when we want to compare results returned by different algorithms.

This module allows calculation of credibility coefficients with one of the fol-
lowing methods:

– Statistical/frequency method (CSF ) - This is a very simple and fast
algorithm. It calculates credibility coefficients based on number of objects
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having the same value for each attribute. Coefficient for each object is
proportional to the number of objects having the same values for given
attributes. Credibility coefficient CSF (u, d) for object u of decision table
S =< U,C ∪ {d}, V, p > is calculated according to the following formula:

CSF (u, d) =

∑
a∈C

card(Wu,d,a)
card(Ku,d)

card(C)
(1)

where:

Ku,d = {y ∈ U : p(y, d) = p(u, d)}
Wu,d,a = {y ∈ U : p(y, d) = p(u, d) ∧ p(y, a) = p(u, a)} (2)

– Based on class approximation (CCA) - This credibility coefficient is
based on rough set theory. The value of coefficient is calculated using mea-
sures of positive and negative regions of each decision class. Credibility co-
efficient CCA(u, d) for object u of decision table S =< U,C ∪ {d}, V, p > is
calculated according to the following formula:

CCA(u, d) =
∑

h∈H def(u, d, h)
card(H)

(3)

where:

H = {v ∈ Vd}; Xd,h = {u ∈ U : p(u, d) = h} = X
Kpos = {u ∈ U : u ∈ POSC(X)}; Kneg = {u ∈ U : u ∈ NEGC(X)}
Wposu,a = {y ∈ U : y ∈ POSC(X) ∧ p(y, a) = p(u, a)}
Wnegu,a = {y ∈ U : y ∈ NEGC(X) ∧ p(y, a) = p(u, a)}
def(u, d, h) =

{
1 for u ∈ {POSC(X) ∪NEGC(X)}∑

a∈A addCoef(u,d,h,a)

card(C) for u ∈ BNC(X)

addCoef(u, d, h, a) =

{
card(Wposu,a)

card(Kpos) for p(u, d) = h
card(Wnegu,a)

card(Kneg) for p(u, d) 	= h

(4)
– Hybrid (CHM ) - This is an assemblage of the most significant features of

frequency method and class approximation method. Credibility coefficient
CHM (u, d) for object u of decision table S =< U,C∪{d}, V, p > is calculated
according to the following formula:

CHM (u, d) =
∑

h∈H def2(u, d, h)
card(H)

(5)

where:

def2(u, d, h) =

⎧⎨⎩1 for u ∈ {POSC(X) ∪NEGC(X)}∑
a∈C

card(Wu,d,a)
card(Ku,d)

card(C) for u ∈ BNC(X)
(6)

All other parameters are defined in previous methods.
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Example
Sample decision table (S =< U,C ∪ {d}, V, p >, U = {1, 2, 3, 4, 5, 6}, C =
{c1, c2, c3}, d = dec) and credibility coefficients (CSF ,CCA,CHM ) calculated
for every object are presented in Table 1.

Table 1. Sample decision table and values of credibility coefficient for every object

Object Id c1 c2 c3 dec CSF CCA CHM

1 0 1 0 1 0.44 1.00 1.00
2 1 0 0 1 0.22 0.22 0.21
3 1 1 1 1 0.44 1.00 1.00
4 0 1 1 1 0.00 1.00 1.00
5 1 0 0 0 0.00 0.00 0.25
6 0 1 2 0 0.44 1.00 1.00

3.7 Data Elimination

This module enables to change information systems’ structure by eliminating se-
lected objects and/or attributes. The elimination may be done arbitrary by user.
User decisions may be also supported by results generated by different modules
of the ARES system. For instance: using reduct sets only the least meaningful
attributes may be removed or using credibility coefficients can indicate the least
reliable objects for elimination. Modified information system is saved as a new
one and it may be used as input data for all presented algorithms (presumably
to be compared with the original one’s outcomes).

4 Technical Aspects of ARES System

ARES Rough Set Exploration System was developed using only free tools and
free software. It was entirely written in JAVA programming language. Graphic
user interface was implemented using standard JAVA graphic library - Swing.
The GUI of ARES system is equipped with some elements of MDI (Multiple Doc-
ument Interface) architecture. It means that the user can work simultaneously
on a few projects (the user may use number of independent workspaces).

Whole system was designed in such a way that it is very easy to add additional
functionality to it (e.g. new algorithms for finding reducts or mining rules).
It could be achieved by employing abstract classes and interfaces, which build
framework of this application.

ARES can be launched on every operating system on which Java Virtual
Machine is provided (e.g. Windows, Linux, Unix, Solaris). ARES system is easy
to install and operate. The user has to copy application files and execute the
prepared batch file, which sets up the system environment.

The most crucial parameter of a computer system is the amount of RAM
memory installed. The bigger decision tables we want to analyze, the more
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memory we need for efficient work. Huge data sets will require fast CPU as
well. Minimal requirements are: 128MB of RAM, CPU of 500 MHz, 1MB of free
disc space and Java Runtime Environment (JRE) 1.4.

5 Conclusions

The paper presents ARES Rough Set Exploration System functional capabilities.
All typical stages of data exploration based on the rough set theory can be
performed and presented with support of ARES system. This application is
similar to other versatile rough set tools [1] but it also provides some unique and
useful features:

– Credibility coefficient calculation - A set of algorithms which estimate
reliability of data stored in decision tables. More on this topic (algorithms
description, samples, etc...) can be found in [4].

– Reduct finding algorithm based on decomposition of the search
space - Very fast and effective algorithm for finding minimal reduct and set
of reducts of given size. Comparison of this method with other algorithms is
presented in [8].

– New discretization algorithms - ARES system introduces two new ap-
proaches to this problem.

The first feature introduces new capabilities to rough set tools functionality
and the next two ones can improve efficiency of the appropriate data analysis
steps. Some preliminary experiments on credibility coefficients were carried out
and the results seem to be promising. To the original data set some randomly
generated elements were added and it was possible to detect them by low val-
ues of credibility coefficients. We hope the proposed credibility coefficients may
be successfully used in detecting corrupted data or abnormal and distinctive
situations.

The methodology of handling credibility coefficients should be worked out.
We do believe that a knowledge consisting of rules and exceptions to them is
complete. The significance of identifying improper data may vary in different
applications, nevertheless credibility coefficients introduce a new quality to data
analysis.

A multi-document architecture of the ARES System allows for detailed anal-
ysis of the data exploration process, what makes the system a perfect and easy
to use learning tool.

The ARES system has been implemented in Java and is portable. Its archi-
tecture enables permanent development by adding new items with appropriate
algorithms to the documents presented and processed by the system. The mod-
ule structure of ARES Rough Set Exploration System makes its development
very easy - new functional items inherit structure features of the system. In the
nearest future we plan to provide more functionality to the system e.g. reduct
finding algorithm using simulated annealing and ant colony, support for other
data sources (database servers).
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ARES system was aimed at medical application to exploit its ability to rec-
ognize exceptional cases by employing credibility coefficients, but, generally, it
can be used on any kind of data, e.g. engineering purposes.
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Algorithms in Classification Problem. In: Polkowski, L., Tsumoto, S., Lin, T.Y.
(eds), Rough Set Methods and Applications, Physica-Verlag (2000) 49–88

8. Walczak, Z., Dominik, A., Terlecki, P.: Space Decomposition in the Problem of
Finding Minimal Reducts. Proc. of the VII National Conference on Genetic Algo-
rithms and Global Optimization, Kazimierz Dolny, Poland (2004) 193–201
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Abstract. We present the Distributed Executor for RSES (DIXER)
which is a supplementary software for the Rough Set Exploration System
(RSES). It takes an advantage of grid computing paradigm and allows
to shorten the time necessary for experiments by employing all available
workstations to run a scenario of experiments. DIXER software includes
most important rough set classification algorithms from RSES and also
other algorithms for distributed machine learning. It creates an easy to
operate and utilize platform for grid computations and provides a robust
and fault tolerant environment for computation-heavy experiments. We
provide also experimental evaluation of DIXER that proves at least 96%
efficiency in parallelization.

1 Introduction

Machine Learning researchers commonly face a problem of carrying out a huge
number of experiments or one, but very time-consuming. The two main reasons of
that is the demand for completeness of experimental evaluation and complexity
of the machine learning methods themselves.

Let us take, for example, an imaginary algorithm with three parameters.
Each of these parameters may take one of three discrete values. This makes
3 · 3 · 3 = 27 different configurations for our algorithm and if we would like to
do a complete empirical evaluation we should provide experimental results for
all 27 possibilities. Let’s also assume that we have an implementation of this
algorithm that requires one minute of execution time to complete single run. To
get results of ten experiments using ten-fold cross-validation (CV10) with this
algorithm we have to wait 27 · 10 · 10 = 2700 minutes (45 hours).

The example above is only imaginary, but in real cases we usually face much
more demanding problems. If we could acquire four times more computational
power then instead of 45 hours we would obtain results overnight. That is why for
carrying out experiments we would like to utilize not one, but several computers.

D. Śl ↪ezak et al. (Eds.): RSFDGrC 2005, LNAI 3642, pp. 39–47, 2005.
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There are several ways to get more computational power through balancing
the load over a number of computational units. The first and the simplest way to
do this is just by dividing the work manually and then, by going from machine
to machine, put parts of work on all available computers. This approach can
be improved by using remote access to another computer but, unfortunately,
this method is not available on some software platforms. Obviously, in such an
approach we waste a lot of effort on manual partitioning of work, not-automated
process of experiment execution, result gathering, and execution monitoring.

Another approach is to use specially designed parallel computers or clusters
of computers. However, these machines are extremely expensive and efficient
utilization of such resources require re-implementation of software used in ex-
periments (or manual partitioning of work as above).

In late 90’s another approach has been proposed, namely the grid computing
(cf. [5]). This approach is constantly gaining popularity in academic and com-
mercial circles. In contrast to cluster computing, the grid computing does not
require highly efficient and very expensive inter-computer connections and as-
sumes utilization of regular network of workstations, exactly like those available
at every university or company. Probably the first widely known grid computing
scientific application is the Seti@Home (cf. [10]). In this project every computer
connected to the Internet can participate in searching for extra-terrestrial civi-
lization by analyzing data from a radio-telescope.

In this paper we present a grid computing platform dedicated to machine
learning experiments. The Distributed Executor (DIXER) software system is de-
signed to meet the need for a tool that makes it possible to perform series of
complex experiments by employing the grid computing paradigm. It provides an
easy to operate environment that automates execution of tasks in heterogeneous,
commonly available networks of workstations. The DIXER is a supplementary
software for the Rough Set Exploration System (RSES, see [1,2]). It is mainly
suited for experiments based on RSES-Lib software [1], but as an open archi-
tecture it facilitates a plug-in mechanism, so that new modules can be added
without modification of the main program.

The DIXER had to be written from scratch, as existing solutions proved to
be not suitable for our purposes. We considered utilization of existing cluster-
ing/concurrency support systems, such as PVM or MPI, but they are either not
efficient enough in machine learning applications or provide too low-level solu-
tions. It is not a surprise, as these approaches are designed to work with spe-
cialized parallel computers or very expensive equipment like Myrinet network in
the case of Network of Workstations (NOW) project (cf. [3]). In the case of grid
computing applications in data analysis we should avoid implementations that
assume too frequent synchronization between concurrent processes. In general,
we would like to make the use of the machine standing in the office next door after
hours, or to employ a student lab as a grid machine, when there are no classes.

In the second section we provide a very brief description of DIXER. Next,
(Section 3) we describe two modules bundled with DIXER. In Section 4 we
describe our experimental evaluation of the efficiency boost achieved through
the use of DIXER. Finally, conclusions and bibliography close the paper.
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2 Description

The DIXER software consist of two applications: Manager and Node. As they
are written in Java, it is possible to install them on variety of operating systems
including Linux, MS-Windows, Mac-OS, and various flavors of Unix. DIXER-
Node has to be installed and run on all computers that cooperate in distributed
computation. DIXER-Manager should run on one machine only (see Fig. 1).
DIXER-Manager schedules experiments (jobs) for all nodes in the grid of com-
puters, i.e., those, where DIXER-Node is executed. DIXER-Node performs all
experiments (jobs) scheduled by DIXER-Manager.

The DIXER software creates an easy to operate and utilize platform for grid
computing and provides a robust and fault tolerant environment for
computation-heavy experiments. At the moment it is bundled with two mod-
ules for distributed computations. The RSES Parallel Experimenter (RSParal-
lel) allows performing experiments with classifiers available in RSES-Lib. The
Branch-and-Bound DIXER module makes it possible to perform feature selec-
tion with use of wrapper attribute evaluation and strategies similar to well known
branch-and-bound search algorithm.

The DIXER-Manager has a graphical user interface (GUI, see Fig. 2) that
provides the console for managing all cooperating computers. Playing the boss,
for most of the time DIXER-Manager consumes only a small fraction of system
resources, both CPU time and system memory. This load, however, depends on
the number of nodes in grid and the task at hand. DIXER-Manager requires some
additional data files to be created. These files are necessary to store experiment
control data.

The DIXER-Node contains simplistic graphical user interface (GUI, see
Fig. 2) on which one can supervise the program status. On demand this GUI
can be disabled and then DIXER-Node runs silently in background. Usually,
DIXER-Node consumes a lion share of system resources, both CPU time and
system memory. DIXER-Node can also require some disc space in order to store
data files needed in experiments, which are sent by DIXER-Manager together
with job descriptions.

DIXER also provides mechanisms for recovery from failure. Execution of all
experiments can be easily stopped and restarted without loss of any already
computed results. This property is used also for assuring robustness. Should one
or more nodes crash because of the hardware or software failure, the already

Fig. 1. Architecture of the grid of computers running DIXER-Manager and DIXER-
Nodes
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Fig. 2. Graphical User Interface of DIXER-Manager and DIXER-Node

computed results are preserved. If crash occurs only on the computers that run
DIXER-Node, then the whole system is still working, but with less computational
power due to reduced grid size. If crash touches the computer that runs DIXER-
Manager then the DIXER-Manager should be restarted from the point of last
delivered result.

There are several advantages of using DIXER for machine learning experi-
ments. The obvious benefit from DIXER is the automation of processing multiple
experiments using several computers. If it is necessary to test, e.g., which dis-
cretization or which decision rule shortening factor gives the best classification
for particular data set, then DIXER can help in automation of experiment se-
ries. Another advantage is that DIXER architecture offers the platform that effi-
ciently utilize power of available computers. DIXER is entirely written in JavaTM

programming language, what makes possible the construction of the grid in het-
erogenous hardware and software environments. DIXER, as well as the RSES is
distributed free of charge for non-commercial purposes. It can be downloaded
from the RSES Web page [9].

3 Implemented Methods

The DIXER software is distributed with two built-in modules. Apart from them
it is possible to plug-in new modules that implement other distributed algo-
rithms. The already implemented methods are: feature selection and execution
of multiple experiments.

3.1 Multiple Experiments

DIXER allows to distribute multiple experiments across all computers that run
DIXER-Node. The RSES Parallel Experimenter (RSParallel) is a DIXER module
that makes it possible to carry out experiments based on methods implemented
in Rough Set Exploration System (RSES), and particularly in RSES-Lib (c.f.



DIXER – Distributed Executor for RSES 43

[1]). It processes a special script language, described in DIXER User Manual [7],
that is used to prepare individual scenarios for experiments. This script language
is interpreted line by line from the beginning of the file to its end, and each line
contains description of a separate experiment.

While preparing the scenario file user can choose between several classifica-
tion algorithms implemented in RSES-Lib. The description of each experiment
includes the selection of algorithm, its parameters, and reference to data files
used in training and testing phases. The results of experiments are written to a
special file that can be used for generating description of results in the form of
tables and/or statistics. These results are easy to analyze and support reporting.

Currently RSParallel provides the following RSES-Lib methods in experiment
scenarios: discretization, decision rule induction, decision rule shortening and
decomposition-based classifiers. A given experiment scenario can be stopped and
restarted without loss of already computed partial results. User can also force
DIXER to recalculate all results from the beginning.

3.2 Feature Selection

The feature selection problem is one of the most important problems in Data
Mining as well as one of the most computationally expensive. The Branch-and-
Bound DIXER module allows to carry out experiments with very expensive and
accurate feature selection based on the wrapper method (see, e.g., [4]), which is
a non-rough set feature selection approach. The strategy for searching the space
of the possible attribute subsets is similar to the branch-and-bound search. Here,
however, this strategy is not complete and is used rather in selection of the first
candidate to visit within the lattice of the possible feature subsets. The results
are saved in the special file that can be viewed both manually and with a help
of text processing tools. As a wrapper classifier the decision tree from RSES-Lib
is used. This decision tree algorithm can perform clustering of symbolic values
using the indiscernibility as a measure for heuristic split.

This algorithm is an example of method that cannot be manually partitioned
in order to distribute work among several machines. It cannot be prepared be-
forehand as the search strategy is modified on the basis of partial results. The
integrated solutions for distributed computing give the advantage over manual
methods, because implementation of more sophisticated experiments becomes
viable.

The details on using these two methods are provided in the DIXER User
Manual [7] bundled with the software.

4 Experimental Illustration

DIXER is available for download since 2003 (see [9]) and already has been used
in several research experiments. As an example of such experiment we refer the
reader to [8] where research on flexible indiscernibility relations and, particularly,
on attribute limited indiscernibility relations is presented. The attribute limited
indiscernibility relations are modifications of the indiscernibility relations that
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enable different treatment of missing attribute values for each attribute. The
experimental work consisted of discretization and induction of decision rules over
train part of data using all possible attribute limited indiscernibility relations
and calculating classification accuracy over test part of data. Since the RSES-Lib
does not support decision rule induction using attribute limited indiscernibility
relations a special data preprocessing routine was used to simulate it. Generally
speaking, there were two possible treatments of missing values for each attribute,
so the number of all possible attribute limited indiscernibility relations is 2N ,
where N is the number of conditional attributes in data. The experiments were
carried out for five data sets, three of them with six conditional attributes and
two of them with eight conditional attributes. Every data set was partitioned
into ten pairs of train and test samples in order to use ten fold cross-validation
(CV10), so in total there were 10 · (3 · 26 + 2 · 28) = 7040 experiments. The
execution of those experiments took about a week on heterogeneous grid of
computers consisting of up to three computers with Pentium 4 2.6GHz CPU
and one computer with Pentium M 1GHz CPU, connected with 100Mb switched
network. Some of computers were detached from the grid because of network
failure or other user actions, but as it was mentioned before, it did not break the
computation, it only reduced the computational power of the grid.

For the purpose of this paper we repeated a part of the experiments described
above on a homogeneous grid of computers. The experiments were carried out
with use of up to ten identical computers with a 733Mhz Pentium III CPU
connected to 100Mb non-switched network. We took one pair of train and test
data that has the shortest time of discertization and decision rule induction. The
selected data — head injury data (hin), 3 classes, 6 categorical attributes, 1000
observations, 40.5% incomplete cases, 9.8% missing values — requires less than
7 seconds on a computer mentioned above to complete a single decision rule
induction procedure. The number of possible attribute limited indiscernibility
relations, thus the number of experiments is 26 = 64. We selected this set of
data because with so small execution time the effect of communication and
synchronization overhead will be most visible. We may say, that this experiment
is the worst case as the potential communication overhead is significant.

The results of experiments are presented in Table 1. The experiments were
carried out using separate machine for manager and separate machines for nodes
of the grid. We decided to measure the execution time in that way, because the
execution of all 64 experiments on exactly the same computer acting as manager
and node requires up to two seconds more than the execution on separate com-
puters. In the first row of Table 1 the number of computers acting as nodes is
presented, in the second — the execution time in seconds, and in the third row
— the relative speed-up factor.

We have to take into account that on some configurations, where 64 is not
divisible by the number of nodes in grid, DIXER-Manager has to wait for the
last computer to collect all results. This implies that on configurations where
64 is divisible by the number of computers cooperating in grid the efficiency of
grid should be slightly better. The worst result, i.e., result with largest difference
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Table 1. Execution time and observed speed-up of DIXER grid consisting of up to ten
computers

Number of computers 1 2 3 4 5 6 7 8 9 10
Time 440.32 220.17 148.28 115.13 92.81 75.52 65.72 55.79 50.87 46.3
Speed-up 1.00 2.00 2.97 3.82 4.74 5.83 6.70 7.89 8.66 9.51

from the expected speed-up is the result with ten computers acting as grid nodes.
In this case we have 9.51 speed-up ratio instead of 10. That corresponds to two
wasted seconds. In order to measure the scalability more accurately, we also
performed a linear regression on the presented results. The results are linearly
approximated by line with factor 0.9636 with goodness of fit R2 = 0.999. It
corresponds to 96% efficiency in computational resources utilization.

Figure 3 presents two charts with results of experiments. On that figure the
execution time and speed-up for first 16, 32 and 48 experiments is presented
for reference purposes. On the execution time chart (left) we can notice that
the reduction of computation time is inversely proportional to the resources
(number of computers). On the right, speed-up chart a reference line with ideal
speed-up is presented for comparison. We can observe that the lowest speed-up
curve correspond to the execution of first 16 experiments. It suggests that the
DIXER achieves worst parallelization efficiency is at the beginning of distributed
computation. However, overall efficiency is never lower than 95% of the ideal
speed-up.

The excellent results of experiments are partially caused by the fact, that
on mentioned computers we carried out multiple experiments utilizing always
the same 64 pairs of data. This means, that on those computers we needed to
download the input data to local hard disk only once. However, if the data for
scheduled experiment is not present on the remote computer then they have to
be sent from the Manager to Node using DIXER internal mechanism for data

Fig. 3. The left chart presents execution time of the experiments on DIXER grid with
parition to first 16, 32, 48 and all 64 experiments. The right chart presents observed
speed-up of the execution.
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transfer. We have not tested in detail the influence of data transfer on execution
time, but this influence should not be significant. There are two arguments sup-
porting such statement. Firstly, the size of the data is somehow proportional to
the execution time of the experiment. In this particular case each pair of files
have total size of about 19KB, so the transfer time is negligible. Secondly, even
when the data is on local hard disk, DIXER performs additional test by com-
paring properties of these files on the DIXER-Manager computer with originals
stored on the DIXER-Node computer. It checks such values as: last modification
time, total size and CRC16 of the first 4KB of the file. Such a verification is very
similar to the data transfer, as it employs both local hard drive and network
connection. This verification is, of course, included in the results presented in
Table 1 and Figure 3. After all, not all experiments done with help of DIXER uti-
lize different data files. More typical use is to test different methods or different
parameters on relatively small set of data files.

5 Conclusions

The DIXER software provides a platform for grid-like computations supporting
Machine Learning and Data Mining experiments. The computational core, with
respect to the Machine Learning algorithms, is based on renewed RSES-Lib li-
brary that implements several Rough Set based algorithms. The flexibility of
DIXER software makes it possible to extend its functionality without modifica-
tion of the essential source code. The DIXER is easy to operate and provides
a robust and fault tolerant environment for computational-heavy experiments.
Especially in an academic environment, where usually a number of standard
workstations is available, it is the cheapest way to access an enlarged computa-
tional power. The minimization of communication overhead and grid manage-
ment (load balancing) makes it possible to obtain the computational throughput
that almost equals the sum of computational powers of cooperating computers.
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1 The Linnaeus Centre for Bioinformatics,
Uppsala University, Box 598, SE-751 24 Uppsala, Sweden

{Robin.Andersson, Jan.Komorowski}@lcb.uu.se
2 Dept. of Science and Technology,
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Abstract. This paper presents a user-oriented view of RoSy, a Rough
Knowledge Base System. The system tackles two problems not fully
answered by previous research: the ability to define rough sets in terms
of other rough sets and incorporation of domain or expert knowledge. We
describe two main components of RoSy: knowledge base creation and
query answering. The former allows the user to create a knowledge base
of rough concepts and checks that the definitions do not cause what we
will call a model failure. The latter gives the user a possibility to query
rough concepts defined in the knowledge base. The features of RoSy are
described using examples. The system is currently available on a web site
for online interactions.

1 Introduction

The rough set framework [1] is relevant from the knowledge representation and
data mining perspectives. The ability to handle vague and contradictory knowl-
edge makes rough sets an important technique that can be incorporated in knowl-
edge base systems. In addition, rough set methods can also be used to perform
data exploration, which makes them relevant from a data mining point of view.

This paper presents a Rough Knowledge Base System, called RoSy. The
system is accessible on the web page: http://www.ida.liu.se/rkbs .
RoSy tackles two problems not fully answered by previous research in the

field of rough set theory. The first problem is related to defining rough sets in
terms of other rough sets. For instance, we may wish to express that a rough set
is obtained as a projection of another rough set over a subset of its attributes.
The second problem deals with incorporation of domain or expert knowledge.
A question arises of how concept approximations can be derived by taking into
account not only the examples provided explicitly by one or more tables but also
domain knowledge.

In RoSy, the user can create a knowledge base of (non-recursive) vague con-
cepts. Vague concepts are represented as implicitly or explicitly defined rough

D. Śl ↪ezak et al. (Eds.): RSFDGrC 2005, LNAI 3642, pp. 48–58, 2005.
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sets. Implicitly defined rough sets are obtained by combining different regions of
other rough sets, e.g. lower approximations, upper approximations, and bound-
aries. The system also allows defining rough sets in terms of explicit examples.
An important feature is that RoSy handles some basic numerical measures and
that they can be used in the implicit definition of rough sets. The system de-
tects whether the defined vague concepts do not introduce “conflicts” leading
to a so-called model failure. Finally, a knowledge base of rough concepts can
be queried. Hence, the system supports the user in reasoning about the defined
rough concepts and in data exploration.

As we show in this paper through some examples1, RoSy allows users to
describe in an declarative and concise way solutions to problems that otherwise
would require constructing specific programs in some language.

To our knowledge, besides RoSy, only the CAKE system [2] addresses the
problem of implicitly defining rough sets. There are two major differences be-
tween the two systems. Firstly, our system distinguishes tuples for which there
is no information available from the tuples for which there is contradictory evi-
dence. The latter case corresponds to tuples in the boundary region. CAKE does
not support this distinction: the boundary region includes tuples about which
there is no information at all and tuples about which there is contradictory in-
formation. Secondly, RoSy supports quantitative measures. This feature seems
less obvious to achieve in CAKE. A more detailed comparison between both
systems is included in [3].

2 A Knowledge Base System for Rough Sets

In this section we present the rough knowledge base systemRoSy. We start with
presenting the online user interface of RoSy . The notion of rough sets used in
our framework and a proposed language for defining rough sets are presented
in Section 2.2. Finally, a rough query language is discussed in Section 2.3. For
a detailed and technical description of the system and its main components
consult [4].

2.1 The Online User Interface

The online user interface of RoSy is a simple tab-navigation system, where
each tab corresponds to a different mode. The main mode is Compile Rules
or Queries, described below. Besides this mode, RoSy provides a mode for
overviewing the defined rough knowledge base and a tool for query construction.
Fig. 1 shows the main page of RoSy’s web interface.

The first step in using the system (Fig. 1) is to create a rough knowledge
base (RKB). An RKB can be typed directly in RoSy in the text area or loaded
from local or remote files. The second step is to compile the RKB by clicking
the Compile Rules button. Errors detected during compilation, such as syntax
1 All examples presented in this paper are available from:
http://www.ida.liu.se/rkbs/examples.html .
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Fig. 1. RoSy’s web interface, http://www.ida.liu.se/rkbs

errors, are displayed in the Feedback area. If the compilation procedure succeeds
then the message Rules compiled is displayed in the feedback area. An RKB can
be deleted from the system via the Clear KB button. The third step is to
reason with the knowledge in the (compiled) RKB by querying it. Queries can
be typed directly in the text area or loaded from local or remote files. Queries
are evaluated via the Query KB button and answers to the queries are output
in table format in the feedback area.

2.2 Defining Rough Relations in RoSy

We start with presenting the notion of rough sets used in our framework [3, 5].
Consider an information system I = (U, A), in the sense of [6], where U is a
universe of objects and A is a set of attributes. Every object in U is associated
with a tuple of conditional attributes. We assume that such a tuple is the only
way of referring to an object. Hence, different individuals described by the same
tuple are indiscernible. For simplicity, we write t to designate a general tuple
〈t1, . . . , tn〉. Let k be a positive integer. A pair t : k is called a supported tuple,
where k is called the support. Intuitively, t : k represents k individuals which all
have their conditional attribute values as indicated by the tuple t. A rough set
(or rough relation2) S is a pair of sets (S,¬S) of supported tuples, such that
for any tuple t at most one supported tuple t : k appears in each of the sets S

2 The expressions “rough set” and “rough relation” are used interchangeably in this
paper.
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and ¬S3. An element t : k ∈ S or t : k ∈ ¬S indicates that the indiscernibility
class described by t belongs to the upper approximation of a rough set S or
¬S, respectively, and that this class contains k > 0 individuals that are positive
examples of the concept described by S or ¬S.

The lower approximation and the boundary region of a rough set S is defined
as:

S = {t : k1 ∈ S | ∀ k2 > 0, t : k2 /∈ ¬S} (1)

S = {t : k1 : k2 | ∃ k1, k2 > 0, t : k1 ∈ S and t : k2 ∈ ¬S} (2)

A decision table D = (U, A = {a1, . . . , an}, {d}), where d /∈ A is a binary
decision attribute, represents a rough set D = (D,¬D). Any decision table can
be encoded by rough facts that describe the rows in the table. A rough fact
describes a tuple in the upper approximation of a rough relation D and is in one
of the following forms:

upper(d(t1,...,tn)) : k. (3)
upper(∼d(t1,...,tn)) : k. (4)

where the predicate symbols d and ∼d denote the positive and negative outcome
of the decision attribute respectively, each ti (1 ≤ i ≤ n) is an attribute value
corresponding to attribute ai, and k denotes the support of the tuple.

As an example, consider decision table Walk [6] and its corresponding rough
facts encoding rough relation Walk in Table 1.

Table 1. Decision table Walk and its corresponding collection of rough facts defining
rough relation Walk

Age LEMS Walk

o1 16to30 50 Yes ⇒ upper(walk(16to30,50)) : 1.
o2 16to30 0 No ⇒ upper(∼walk(16to30,0)) : 1.
o3 16to30 26to49 Yes ⇒ upper(walk(16to30,26to49)) : 1.
o4 31to45 1to25 No ⇒ upper(∼walk(31to45,1to25)) : 1.
o5 31to45 1to25 Yes ⇒ upper(walk(31to45,1to25)) : 1.
o6 46to60 26to49 No

}
⇒ upper(∼walk(46to60,26to49)) : 2.o7 46to60 26to49 No

Note that objects o6 and o7 are indiscernible and they belong to the same
decision class, which yields the support 2. From Table 1 it is easy to see that:

Walk = {〈16to30,50〉 : 1, 〈16to30,26to49〉 : 1} (5)
¬Walk = {〈16to30,0〉 : 1, 〈46to60,26to49〉 : 2} (6)

Walk = {〈31to45,1to25〉 : 1 : 1} (7)

3 Intuitively, this restriction requires that the support of each tuple t is specified only
once, rather than as the sum of different supports.
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Rough facts explicitly define the upper approximation of a rough relation.
However, the lower approximation and the boundary region of that relation are
implicitly derived from (1) and (2). RoSy also allows specific regions of rough
relations to be defined implicitly by regions of other rough relations. This can
be accomplished by rough clauses.

Consider again decision table Walk in Table 1. Its corresponding rough rela-
tion Walk can be used to define a new rough relation Walk2, which corresponds
to Walk but ignores the attribute Age. The following rough clauses define Walk2 :

upper(walk2(LEMS)) :-[1,_] upper(walk(Age,LEMS)). (8)
upper(∼walk2(LEMS)) :-[1,_] upper(∼walk(Age,LEMS)). (9)

A rough clause is an implication on the general form Head ← Body, e.g.
upper(walk2(LEMS))← upper(walk(Age,LEMS))., meaning that the tuples of
Walk are defined to be members of Walk2. The body and head of clause (8) con-
tain rough literals that denote upper approximations of rough relations. A head
rough literal refers to the rough relation being defined and can denote either the
upper or lower approximation of that relation, while the body can contain one
or more rough literals that can also denote boundary regions. A general rough
literal is on the form reg(p(T1,. . .,Tn)) , where p (possibly negated) denotes a
rough relation P, reg ∈ {upper, lower, boundary}, and Ti (1 ≤ i ≤ n) denotes
an attribute term representing attribute i in that relation. Attribute terms can
either be constants, starting with lower-case letters or digits, or variables, start-
ing with upper-case letters. A constant denotes a specific attribute value, e.g.
16to30, while a variable can denote any attribute value in the domain of the
corresponding attribute, e.g. variable Age above can denote any of the values
16to30, 31to45, or 46to60.

Besides rough literals, certain quantitative measures, such as support (supp),
accuracy (acc), coverage (cov), and strength (strength) can optionally be in-
cluded in the body as constraints. All variables occurring as their arguments
should also appear in some rough literal in the body.

The body and the head of a rough clause is separated by the implication
operator :-[τ,F]. F is the support-combining function sum, min or max, that
specifies how the support of the newly defined rough relation is obtained from
the support of the rough relations in the body of the clause. If the body only
has one rough literal then F is auxiliary and often set to ([τ,_]). The constant
τ ∈ [0, 1] (often set to 1) is a rational number representing the trust in the body
of the clause. The trust is the fraction of the calculated support of the body that
should be considered as support for the rough region being defined.

A rough clause defining the lower approximation of a rough relation must
fulfill condition (1). If the user tries to define a rough relation P such that a
tuple t ∈ P and t ∈ ¬P then, RoSy reports a model failure [4], the current
compilation stops, and the definition is retracted. For more details see [4].
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2.3 Querying RoSy

RoSy provides a rough query language for retrieving information about defined
rough relations. For instance, it may be desirable to monitor the changes in the
regions of Walk when excluding the attribute Age. Such information may be
retrieved by, for example, asking the following rough query.

boundary(walk2(LEMS)), K1 = supp(walk2(LEMS)), K2 = supp(∼walk2(LEMS)).

The above compound query asks for all the tuples in the boundary region of
Walk2 and their support. In other words, the query requests all instantiations
of the variables LEMS, K1 and K2 for the tuples in the boundary of Walk2. The
received answer is given below.

K1 K2 LEMS
1 1 1to25
1 2 26to49

The answer states that tuples 〈1to25〉 : 1 : 1
and 〈26to49〉 : 1 : 2 are members of Walk2.

A rough query can be any combination of rough literals and quantitative
measures (constraints or assignments). Moreover,RoSy provides a classification
procedure written on the form K = classify(p(T1,. . .,Tn)), where K denotes
a variable to be instantiated with the classification results, p denotes some (de-
fined) rough relation P, and Ti (1 ≤ i ≤ n) denotes an attribute term representing
attribute i of P. The classification query requests a prediction for the decision
class to which a new individual described by tuple 〈T1,. . .,Tn〉 may belong. The
answer to such a query is either yes, no or unknown together with the certainty
of the prediction. For more details see [3].

A rough query can either be ground (all attribute terms are constants) or
non-ground (some attribute terms are variables). If a query is ground then it
requests the truth value, yes or no, of the query. If the query on the other hand
is non-ground then it requests all instantiations of the attribute variables in the
query that make it true.

3 A Medical Informatics Application in RoSy

We now illustrate the use of RoSy with a data set that previously was analyzed
with classical rough sets in [7].

Study [8] has shown that the single most important independent predictor
for future hard cardiac events (cardiac death or non-fatal myocardial infarction)
is an abnormal scintigraphic scan pattern. However, performing such a test is
expensive, and may sometimes be redundant with respect to making a prognosis.
It is therefore desirable to identify patients who are in need of a scintigraphic
scan and avoid it for patients who can be prognosticated without such a test.

Table 2 describes information about patients observed in [8]4. A group of 417
patients has been examined and each patient has an associated set of medical
4 The number of attributes were reduced by Komorowski and Øhrn in [7] from the

original data in [8].
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Table 2. Attribute definitions

Attribute Definition

Age > 70 years old
Oldmi Prior Infarction
Hypert Hypertension
Dm Diabetes
Smok Smoking
Chol Hypercholesterolemia
Gender Male or female
Hfmed History of dec. cordis
Angp History of angina
Apstress Angina during stress
Stt Level of ST-T changes
Scanabn Abnormal scintigraphic scan
Deathmi Cardiac death or infarction

information. Attribute Deathmi is the decision attribute. The data is captured
by rough relation Deathmi that is encoded by 335 rough facts.

Following the approach suggested in [7], identification of the patients who are
in need of a scintigraphic scan requires monitoring changes in Deathmi when
considering only the set of attributes A \ {Scanabn}, i.e. removing the attribute
Scanabn. Next, we show how the problem can be formulated and solved inRoSy.
A detailed comparison between our approach and the approach by [7] is outside
the limits of this paper, but can be found in [3].

3.1 Avoiding the Expensive Test

The knowledge of a scintigraphic scan outcome is strictly required for the pa-
tients for whom excluding conditional attribute Scanabn causes migration into
the boundary region from either Deathmi or ¬Deathmi . In the following rough
clauses in Fig. 2, we shorten the sequence of attributes for readability reasons,
e.g. we write Age,. . . ,Scanabn instead of Age,Oldmi,Hypert,Dm,Smok,Chol,
Gender,Hfmed,Angp,Apstress,Stt,Scanabn5.

First, the set of attributes is reduced to not include Scanabn. The new rough
relations D and its explicit negation ¬D are defined by Deathmi, ignoring the
last attribute, through rough clauses (10) and (11). The set of patients migrating
into the boundary region of D from either Deathmi or ¬Deathmi corresponds
to the rough relation Migrate defined by (12) and (13). These clauses state that
the set of migrating individuals are the patients who are members of Deathmi
(clause (12)) or ¬Deathmi (clause (13)) and also members of D. If a patient is
captured by either of these rules, one cannot make a reliable prognosis of future
cardiac events without including the knowledge of the outcome of a scintigraphic
scan. Rough clauses (14), (15) and (16) capture the set of non-migrating patients.
Clause (14) captures those patients who were originally in the boundary region of

5 This kind of abbreviation is, however, not allowed in the RoSy system.
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upper(d(Age,. . .,Stt)) :-[1,_] upper(deathmi(Age,. . .,Stt,Scanabn)). (10)

upper(∼d(Age,. . .,Stt)) :-[1,_] upper(∼deathmi(Age,. . .,Stt,Scanabn)). (11)

upper(migrate(Age,. . .,Stt)) :-[1,min] boundary(d(Age,. . .,Stt)), (12)

lower(deathmi(Age,. . .,Stt,Scanabn)).

upper(migrate(Age,. . .,Stt)) :-[1,min] boundary(d(Age,. . .,Stt)), (13)

lower(∼deathmi(Age,. . .,Stt,Scanabn)).

upper(∼migrate(Age,. . .,Stt)) :-[1,sum] (14)

upper(deathmi(Age,. . .,Stt,Scanabn)),

upper(∼deathmi(Age,. . .,Stt,Scanabn)).

upper(∼migrate(Age,. . .,Stt)) :-[1,_] lower(d(Age,. . .,Stt)). (15)

upper(∼migrate(Age,. . .,Stt)) :-[1,_] lower(∼d(Age,. . .,Stt)). (16)

Fig. 2. A rough program for identification of migrating patients

Deathmi. These patients obviously remain in the boundary region after removing
the Scanabn attribute. sum is used for combining the support of those tuples t
such that t : k1 ∈ Deathmi and t : k2 ∈ ¬Deathmi, into sum(k1, k2) = k1 +k2,
since k1 + k2 is the total number of individuals in the indiscernibility class t.

We want to know for which patients the scintigraphic scan test is needed for
a reliable prognosis. The answer to the following query is given in Table 3.

upper(migrate(Age,. . .,Stt)),
K1 = strength(migrate(Age,. . .,Stt)),
K2 = strength(∼migrate(Age,. . .,Stt)).

For which patients is it useful to request
the scintigraphic scan and what is the
percentage of patients for whom the test
is needed?

Table 3. Migrating patients
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0.0024 0.0073 0 0 0 0 0 0 0 0 0 0 0
0.0024 0.0049 0 0 0 0 0 0 1 1 1 2 0
0.0049 0.0000 0 1 0 0 0 0 1 0 0 0 0

For any tuple t, strength(migrate(t)) (strength(¬migrate(t))) repre-
sents the proportion of patients of the universe who belong to the indiscernibility
class described by t and have positive (negative) outcome for migrate. Hence,
the percentage of patients for whom the scintigraphic test is needed can be
computed by the formula
Φ = 100 · ∑

t ∈ Migrate

(strength(migrate(t)) + strength(¬migrate(t))).
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upper(deathmiApprox(Attrs)) :-[1,_] lower(deathmi(Attrs)). (17)

upper(∼deathmiApprox(Attrs)) :-[1,_] lower(∼deathmi(Attrs)). (18)

lower(deathmiApprox(Attrs)) :-[1,sum] upper(deathmi(Attrs)), (19)

upper(∼deathmi(Attrs)), acc(deathmi(Attrs)) >= 0.7.

lower(∼deathmiApprox(Attrs)) :-[1,sum] upper(deathmi(Attrs)), (20)

upper(∼deathmi(Attrs)), acc(deathmi(Attrs)) =< 0.3.

upper(deathmiapprox(Attrs)) :-[1,_] upper(deathmi(Attrs)), (21)

acc(deathmi(Attrs)) > 0.3, acc(deathmi(Attrs)) < 0.7.

upper(∼deathmiapprox(Attrs)) :-[1,_] upper(∼deathmi(Attrs)), (22)

acc(deathmi(Attrs)) > 0.3, acc(deathmi(Attrs)) < 0.7.

Fig. 3. A rough program approximating Deathmi

The answer indicates that if only the migrating patients, given by Table 3,
undergo the expensive scintigraphic scan, then one may expect to avoid the
test for approximately 98% of all the patients. Non-migrating patients who are
members of D cannot be reliably prognosticated. For these patients it may still
be needed to perform the scintigraphic scan procedure, if that is the opinion of
a medical expert.

3.2 VPRSM in RoSy

Quantitative measures in the body of rough clauses can be used as constraints
to build more generalized rough approximations of a relation in the same spirit
as with precision control parameters in the variable precision rough set model
(VPRSM) [9], as discussed in [5]. This means that it is possible to define new
rough relations by other ones stating that a certain constraint must be fulfilled.
The new rough relation DeathmiApprox, see Fig. 3, can be defined by the bound-
ary region of Deathmi and the constraint stating that the accuracy of Deathmi
should be above a certain threshold, say 70% (clause (19)). ¬DeathmiApprox is
then defined by the boundary region of Deathmi and the constraint stating that
the accuracy of Deathmi should be below 30% (clause (20)). In the rough clauses
of Fig. 3, we write Attrs to denote the sequence Age,Oldmi,Hypert,Dm,Smok,
Chol,Gender,Hfmed,Angp,Apstress,Stt,Scanabn6.

Rough clauses (17) and (18) state that the indiscernibility classes in Deathmi
and ¬Deathmi are members of the upper approximation of respective approx-
imate rough relation. The decision rules corresponding to these indiscernibility
classes have 100% accuracies and are therefore included in the same region of the
new rough relation. Rough clauses (21) and (22) state that any indiscernibility
class t in the boundary such that 0.3 < acc(deathmi(t)) < 0.7 remains in
the boundary.
6 As previously, such a notation is used here only for readability reasons and is not

allowed in the RoSy system.
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To see that the previously defined DeathmiApprox in fact approximates the
rough relation Deathmi one can ask the following query to RoSy.

lower(∼deathmiApprox(Age,. . .,Scanabn)),
upper(deathmi(Age,. . .,Scanabn)),
K1 = acc(∼deathmi(Age,. . .,Scanabn)),
K2 = acc(deathmi(Age,. . .,Scanabn)).

Which indiscernibility classes are
both in ¬DeathmiApprox and in

Deathmi, and what are the corre-
sponding accuracies?

The answer, given in Table 4, shows that two indiscernibility classes of
Deathmi are members of the concept ¬DeathmiApprox. Since K2 ≤ 0.3, by rough
clause (20), those classes are included in ¬DeathmiApprox.

Table 4. Patients who are members of ¬DeathmiApprox and Deathmi
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0.8000 0.2000 0 1 0 0 0 0 1 0 0 1 0 1
0.8000 0.2000 0 1 1 0 0 0 1 0 0 0 0 1

4 Conclusions

This paper presents an overview of a system, called RoSy, that allows users to
create knowledge bases of vague concepts. The main novel aspect of this system
is that concepts can be represented by intensionally defined rough relations.

The main strengths of RoSy can be summarized as follows.

• RoSy makes it possible to capture and to integrate in a uniform way vague
knowledge obtained directly from experimental data and encoded as rough
facts with domain or expert knowledge expressed as rough clauses. This
contrasts with most of current rough set techniques that only allow definition
of (vague) concepts to be obtained from experimental data.

• The expressive power of RoSy makes it possible to formulate in the same
language several useful techniques and extensions to rough sets reported in
the literature, such as [7, 9]. Section 3 illustrates this point with two concrete
examples.

Another important aspect of RoSy is the possibility of using queries to re-
trieve information about the defined rough sets and patterns implicit in the
data.

The functionalities of RoSy can be improved in several ways. Firstly, RoSy
does not handle recursive rough programs. This extension requires compilation
of rough programs to extended logic programs whose semantics is captured by
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paraconsistent stable models [3]. Secondly, the query language may need exten-
sions. For instance, assume that danger(Roadcond, Speed) is a rough concept
indicating whether a traffic situation is dangerous in terms of road conditions
(e.g. ice, wet) and vehicle speed (e.g. high, medium). The user may want to
find out whether for an icy road, it is definitely dangerous to drive at any speed
(based on this information a road may then be temporarily closed for safety
reasons). The actual query capabilities of RoSy do not allow a direct formula-
tion of this query. Thirdly, RoSy may be extended to find candidate hypothesis
that explain observed facts, given a rough knowledge base. In this way we could
combine abductive reasoning with rough relations. A possible application is rea-
soning about incomplete networks of chemical reactions represented in a rough
knowledge base. Exploration of RoSy on a wide range of applications is crucial
for further demonstration of its usefulness and for making relevant improve-
ments. Among others, rough mereology [10] applications seem to be promising
in that respect.
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Abstract. We present here Semantic and Descriptive Models for Clas-
sification as components of our Classification Model (definition 17). We
do so within a framework of a General Data Mining Model (definition 4)
which is a model for Data Mining viewed as a generalization process and
sets standards for defining syntax and semantics and its relationship for
any Data Mining method. In particular, we define the notion of truthful-
ness, or a degree of truthfulness of syntactic descriptions obtained by any
classification algorithm, represented within the Semantic Classification
Model by a classification operator. We use our framework to prove (the-
orems 1 and 3) that for any classification operator (method, algorithm)
the set of all discriminant rules that are fully true form semantically the
lower approximation of the class they describe. The set of characteristic
rules describes semantically its upper approximation. Similarly, the set
of all discriminant rules for a given class that are partially true is seman-
tically equivalent to approximate lower approximation of the class. The
notion of the approximate lower approximation extends to any classifi-
cation operator (method, algorithm) the ideas first expressed in 1986 by
Wong, Ziarko, Ye [9], and in the VPRS model of Ziarko [10].

1 Introduction

One of the main goals of Data Mining is to provide a comprehensible description
of information we extract from the data bases. The description comes in different
forms. It might be a decision tree or a neural network, or a set of neural networks
with fixed set of weights. It might be, as in Rough Set analysis ([5], [10], [11])
a decision table, or a set of reducts. In case of association analysis it is a set of
associations, or association rules (with accuracy parameters). In case of cluster
analysis it is a set of clusters, each of which has its own description and name.

In presented work we concentrate on, and describe in detail a special case
of the General DM Model, namely a Classification Model. The Classification
Model defined here includes a general method how to build a formal syntax and
semantics for any classification problem, algorithm, or method. In this sense
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our Model encompasses all known (and future) classification algorithms and
semantical and syntactical meaning of their results. In order to achieve this level
of generality we assume that syntactically all algorithms have sets of rules as
their outputs. We assume in particular that whatever the descriptive output of
a given algorithm is (decision tree, neural network, decision table or others) it
has been translated into a proper set of discriminant or characteristic rules, or
both, with uncertainty or other measures, when needed. Hence our Descriptive
Model (definition 14) is a rule based model.

The details of the Data Mining Model viewed as generalization process are
presented in [7], [8]. The General DM Model framework is a subject of section 2.
The details of the Descriptive Model and Semantic Model for Classification and
their relationship to within the Classification Model (definition 17) are presented
in sections 4, 3, and section 5.

2 The General Data Mining Model Framework

We build the General DM Model on two levels: syntactic and semantic. On syn-
tactic level we define how to construct a formal description language and its
components. The language is always based on the input data and the form of
the output of a given algorithm used in the data mining process. The descrip-
tive (syntactical) quality of information generalization performed by a given
algorithm, or method is defined by its connection with the semantics of the al-
gorithm which is being established by the Semantic Model (definition 2). The
algorithms, or different DM methods are represented in the Semantic and Data
Mining (definition 3) Models by proper generalization operators,as defined and
The generalization investigated in [4], [7], [8].

The syntactic view of Data Mining as information generalization is modelled
in our General Model by a Descriptive Model defined below. The definition of a
Semantic Model follows.

Definition 1. A Descriptive Model is a system DM = ( L, E ,DK ), where

– L = ( A, E ) is called a descriptive language.
– A is a countably infinite set called the alphabet.
– E 	= ∅ and E ⊆ A∗ is the set of descriptive expressions of L.
– DK 	= ∅ and DK ⊆ P(E) is a set of descriptions of knowledge states.

For a given Data Mining application or method one defines in detail all the
components of the model but in the General Model we only assume existence
and a form of such definitions.

We usually view Data Mining results and present them to the user in their
syntactic form as it is the most natural form of communication. The algorithms
process records finding similarities which are then presented in a corresponding
descriptive i.e. syntactic form. But the Data Mining process is deeply semantical
in its nature and in order to capture this fact we not only define a semantic
model but also its relationship with the syntactic descriptions. It means that we
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have to assign a semantic meaning to descriptive generalization operators and
this is done in the General Model by the satisfiability relation.

Definition 2. A Semantic Model is a system M = (U, K, G, �), where

– U 	= ∅ is the universe,
– K 	= ∅ is the set of generalization states,
– � ⊆ K×K is a generalization relation; we assume that � is transitive.
– G 	= ∅ is the set of generalizations operators such that for every G ∈ G,

for every K,K ′ ∈ K, G(K) = K ′ if and only if K�K ′.

Data Mining process consists of two phases: preprocessing and data mining
proper. We concentrate here on the Data Mining phase. The detailed defini-
tions and discussion of its generalization operators is published in [7]. The
preprocessing operators and preprocessing phase can also be expressed within
our Semantic Model and are presented in a separate paper [8].

Data Mining Model defined below is a special case of the Semantic Model,
with generalization relation being a special, non-reflexive data mining relation
≺dm ⊂�.

Definition 3. A Data Mining Model is a system DM = (U, K, Gdm,≺dm),
where the set Gdm is the set of data mining generalization operators.

The detailed definitions of the above notions and motivation for them are the
subject of [7] and [8]. Let DM and DM be descriptive (definition 1) and Data
Mining (definition 3) Models. We define our General Model as follows.

Definition 4. A General Data Mining Model is a system GM = (DM,
DM, |=), where

– DM is a descriptive model,
– DM is the Data Mining Model model (definition 3),
– |= ⊆ E × U is called a satisfaction relation. It establishes relationship

between expressions of the descriptive model DM, and the data mining model
DM.

The notion of satisfaction depends on the Data Mining algorithm one works with
and consequently, on the appropriate choice of the Descriptive Language. The
definition of our notion of a satisfaction relation (definition 15) is a generalization
of Pawlak’s definition, as it appears in [5].

3 Semantic Classification Model

In the classification process we are given a data set (set of records) with a special
attribute C, called a class attribute. The values c1, c2, ...cn of the class attribute
C are called class labels. The classification process is both semantical (grouping
objects in sets that would fit into the classes) and syntactical (finding the de-
scriptions of those sets in order to use them for testing and future classification).
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In fact all data mining techniques share the same characteristics of semantical-
syntactical duality. The formal definitions of classification data and classification
operators are as follows.

Definition 5 (Classification Information System). Any information sys-
tem I = (U,A∪ {C}, VA ∪ VC , f) with a distinguished class attribute C and with
the class attribute values VC = {c1, c2, ...cm}, m ≥ 2, is called a classification
information system, or shortly, a classification system if and only if the sets
Cn = {x ∈ U : f(x,C) = cn} form a partition of U .

The classification information system is called in the Rough Set community and
literature ([10], [5], [11]) a decision information system with the decision attribute
C.

Definition 6. Let I = (U,A ∪ {C}, VA ∪ VC , f) be the initial database with the
class attribute C. The sets Cn,I = {x ∈ U : f(x,C) = cn}, for n = 1, 2, ..,m,
are called the object classification classes.

In the data analysis, preprocessing and data mining in general and in classifica-
tion process in particular we start the process with the input data. We assume
here that they are represented in a format of information system table. We hence
define the lowest level of information generalization as the relational table. The
meaning of the intermediate and final results are considered to be of a higher
level of generalization. We represent those levels of generalization by a sets of
objects of the given (data mining) universe U , as in [2], and [7], [8].

This approach follows the granular view of the data mining and is formalized
within a notion of knowledge generalization system, defined as follows.

Definition 7. A generalization system based on the information system I =
(U,A, VA, f), or classification system I = (U,A ∪ {C}, VA ∪ VC , f) is a system
KI = (P(U),A, E, VA, VE , g), where

– E is a finite set of groups attributes, called also granules attributes
such that A ∩ E = ∅.

– VE is a finite set of values of granules attributes.
– g is a partial function called knowledge information function g : P(U)×

(A ∪ E) −→ (VA ∪ VE), such that
(i) g | (⋃x∈U{x} ×A) = f
(ii) ∀S∈P(U)∀a∈A((S, a) ∈ dom(g) ⇒ g(S, a) ∈ VA)
(iii) ∀S∈P(U)∀e∈E((S, e) ∈ dom(g) ⇒ g(S, e) ∈ VE)

Classification system: the generalization system KI a classification system if
and only if I is a classification system and the following additional condition
holds. ∀S ∈ P(U)(∀a ∈ A((S, a) ∈ dom(g))⇒ (S,C) ∈ dom(g) ).

We denote by Kclf the set of all classification systems based on any subsystem
of the initial classification system I.

Definition 8. For any K ∈ Kclf the sets Cn,K = {X ∈ P(U) : g(X,C) = cn},
for n = 1, 2, ..,m are called granule classes of K.
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The knowledge system K represents a state of knowledge after some algorithm
(represented by a generalization operator) had been applied to the initial data
base represented by the initial information system I. Hence if we apply a classi-
fication algorithm (operator) to initial classification system we obtain a classifi-
cation knowledge system, with its own classification classes (as computed by the
algorithm). To assure the correctness of the operation we must relate obtained
(computed) classes to the initial (real) ones. We adopt hence the following defi-
nition.

Definition 9. Let DM = (U, Kclf , Gdm, ≺dm) be a Data Mining Model. A
generalization operator G ∈ Gdm is called a classification operator if and
only if G is a partial function G : Kclf longrightarrowKclf , such that for any
K ′ ∈ domG, any K ∈ Kclf such that K = G(K ′) the following classification
condition holds. ∀X(X ∈ Cn,K ⇒ (X⊆ Cn,I∪X⊆K Cn,I), for n = 1, 2, ..,m.

The sets Cn,I ,Cn,K are the sets from definitions 6, 8, respectively and ⊆K is
an approximate set inclusion defined in terms of granules-attributes of K,
i.e. the attributes from E. We denote the set of classification operators based on
the initial system I by Gclf .

Definition 10. A Semantic Classification Model is a system
SC = (U, Kclf , Gclf , ≺dm).

4 Descriptive Classification Model

Given a Semantic Classification Model SC = (U, Kclf , Gdm, ≺dm). We associate
with any and any K ∈ Kclf its Descriptive Language LK . We adopt here the
Rough Sets community tradition and write a = v to denote that v is a value of
an attribute a.

Definition 11. For any K ∈ Kclf of SC of definition 10, we define the De-
scription Language LK = (AK , EK ,FK), where AK is called an alphabet,
EK the set of descriptive expressions, or descriptions, and FK is the set of all
formulas of the language LK .

Let K = (P(U),A ∪ {C}, E, VA ∪ VC , VE , g) be a system based on the initial
classification data I = (U,A ∪ {C}, VA ∪ VC , f) (definition 6). The components
of the language LK are defined as follows.

AK = V AR ∪CONN , for V AR = V ARA ∪ V ARE ∪ V ARC , where
V ARA = {(a = v) : a ∈ A, v ∈ VA,
V ARE = {(a = v) : a ∈ E, v ∈ VE},
V ARC = {(C = c) : C ∈ {C}, c ∈ VC}.

Elements of V AR are called variables and represent minimal ”blocks”of seman-
tical description. They also are called atomic descriptions. Elements of V ARA

are atomic descriptions of minimal blocks build with use of non-classification at-
tributes of the initial database. Elements of V ARE are atomic descriptions of
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minimal blocks build with use of group attributes used (if any) during the pro-
cess of constructing a classifier. Elements of V ARC are atomic descriptions of
minimal blocks build with use of classification attribute of the initial database.
The set of connectives CONN = {∩,⇒} contains two classical connectives. We
use them to build the set EK descriptions, and the set FK of all formulas.

Definition 12. The set EK ⊂ AK
∗ is a set of all descriptions of the language

LK and EK = DESA ∪DESE ∪DESC .

DESA is called the set of descriptions by attributes of I, DESE is the set of
descriptions by granule attributes of K, and DESC is the set of class descriptions.
DESA ⊂ AK

∗ is the smallest set such that V ARA ⊆ DESA (atomic object
descriptions), and if D1, D2 ∈ DESA, then D1 ∩D2 ∈ DESA.
DESE ⊂ AK

∗ is the smallest set such that V ARK ⊆ DESK (atomic group
attributes descriptions), and if D1, D2 ∈ DESE , then D1 ∩ D2 ∈ DESE .
DESC = V ARC (class descriptions).

Definition 13. The set FK ⊂ AK
∗ of all formulas of the language LK is

defined as FK = DFI ∪DFK ∪ CHF .
DFI is called a set of discriminant formulas based on I and

DFI = {(D ⇒ DC) : D ∈ DESI , DC ∈ DESC}.
The set DFK is the set of K-discriminant formulas and contains discriminant
formulas that incorporate the information expressed by the granules attributes
of K. These attributes usually denote uncertainty measures. We put

DFK = {(D ⇒ DC) ∩B : D ∈ DESK , DC ∈ DESC ,B ∈ DESK}.
The set CHF is called a set of characteristic formulas for K and

CHF = {(DC ⇒ D) : D ∈ DESI , DC ∈ DESC}.
Definition 14. A Descriptive Classification Model based on a classification
system K and initial classification data I = (U,A∪{C}, VA ∪VC , f) is a system
DC = ( LK , DFI , DFK , CHF).

Remark that the formulas of the language LK are not data mining rules. They
only describe a syntactical form of appropriate discriminant of characteristic
rules. Formulas from FK become rules determined by K only when they do
relate semantically to K, i.e. reflect the properties of K and in this case we say
that they are true, or true with some certainty in K. In the next section
we define the satisfaction relation |= that establishes the relationship between
formulas of the descriptive language determined by K with what K semantically
represents. We use it to define what does it mean that ”F is true” in K, and
”F is partially true” in K, with the the measures of truthfulness described by
granule attributes of K, and hence by a description B ∈ DESK .

4.1 Satisfaction, Truth

Let K = (P(U),A∪{C}, E, VA∪VC , VE , g) and is based on I = (U,A∪{C}, VA∪
VC , f). Let LK = (AK , EK ,FK) be the description language defined by K and I.
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Definition 15. A satisfaction relation is a binary relation |= P(U)× (EK ∪
FK) defined in stages, by induction over level of complexity of F ∈ (EK ∪ FK).

Step 1. Let a = v ∈ V ARA, C = c ∈ DESC , and S ∈ P(U) we define
S |= a = v iff ((S, a) ∈ dom(g) and g(S, a) = v.

Step 2. Let DC = C = c, we say that S |= DC iff ((S,C) ∈ dom(g) and
g(S,C) = c.

Step 3. We extend |= to the set DESA as follows. For any D = D1∩..∩Dn ∈
DESA, S |= D iff ∀(1 ≤ i ≤ n)(S |= Di).

Step 4. We extend |= to the set DFI of discriminant and characteristic for-
mulas based on I as follows. For any (D ⇒ DC) ∈ DFI ,
S |= (D ⇒ DC),S |= (DC ⇒ D) iff S |= D and S |= DC .

Denote EI = DESA ∪DESC and FI = DFI ∪ CHFI .

Definition 16. A description, or a formula F ∈ EI ∪FI is satisfiable in K if
there is S, such that S |= F .

5 The Model

Now we are ready to define our classification model as a particular case of the
General DM Model of definition 4.

Definition 17. A Classification Model based on a classification system K
and initial classification data I = (U,A ∪ {C}, VA ∪ VC , f) is a system CM =
(SC,DC, |=) for the components defined by definitions 10, 14, and definition 16,
respectively.

Let us now assume that K = G(K ′), i.e. K is a result of application of any
classification operator G (algorithm). Satisfiability means that the semantics
and then syntax of the application of a classification algorithm described within
the system K can be, and are related to each other. It shows that the semantics-
syntax duality inherent to all Data Mining applications is well reflected within
our General Data Mining model GM and in the Classification Model CM in
particular.

The definitions of descriptive language (definition 11) and of satisfiability
relation (definition 15) is hence setting a standard how to define syntax for
a semantic model. As we pointed before, satisfiability of F in K does not yet
mean that a given formula is true. In order to define the notion of ”true in K”
we need to point out two properties of classifications systems. Directly from the
definition 7 we get that the following holds.

Lemma 1. For any classification system K = (P(U),A∪{C}, E, VA∪VC , VE , g)
the following holds.

∀S ∈ P(U)∀a ∈ A((S, a) ∈ dom(g)⇒ ∃(1 ≤ n ≤ m)∃X ∈ Cn,K(S ⊆ X)),

where Cn,K is a granule class of K as in the definition 8.
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Directly from the above lemma 1 and the definition 9 we obtain the following.

Lemma 2. For any classification system K such that K = G(K ′) for certain
K ′ ∈ Kclf and classification operator G ∈ Gclf the following holds.

∀S ∈ P(U)∀a ∈ A((S, a) ∈ dom(g)⇒
⇒ ∃(1 ≤ n ≤ m)∃Cn,I(S ⊆ Cn,I ∪ S⊆KCn,I)),

where Cn,I is the object class from definitions 6 and ⊆K is an approximate set
inclusion defined in terms of granules attributes of K.

Now we are ready to define the notion of truthfulness of formulas of LK in K.

Definition 18. For any discriminant formula F = (D ⇒ C = cn) we say that
F is true in K and is a discriminant rule determined by K iff there is
S ∈ P(U), such that S |= F and S ⊆ Cn,I .

Definition 19. For any discriminant formula F = (D ⇒ C = cn) we say that
F is partially true in K iff there is S ∈ P(U), such that S |= F and
S⊆KCn,I , and ⊆K is an approximate set inclusion defined in terms of granules
attributes of K.

The approximate set inclusion defined in terms of granules attributes of K is
usually represented by a formula B ∈ DESK a formula (D ⇒ C = cn) ∩ B ∈
DFK is used instead of F . We hence adopt the following definition.

Definition 20. For any discriminant formula F = (D ⇒ C = cn) ∩ B for
B ∈ DESK we say that F is partially true in K and is a partially certain
discriminant rule determined by K iff there is S ∈ P(U), such that S |= F
and S⊆KCn,I , where ⊆K is an approximate set inclusion defined by B ∈ DESK .

We define, in a similar way true characteristic formulas, i.e. characteristic
rules.

Definition 21. For any characteristic formula F = (C = Cn ⇒ D) we say that
F is true in K and is a characteristic rule determined by K iff there is
S ∈ P(U), such that S |= F and S ∩Cn,I 	= ∅.
Denote by DRI , CHR the sets of all discriminant rules (definition 18) and
characteristics rules (definition 21), respectively.

Let Cn,I be an object classification class (definition 6). We denote

(DRn,I)∗ = {S : S |= (D ⇒ C = cn), (D ⇒ C = cn) ∈ DRI},

(CHRn,I)∗ = {S : S |= (C = cn ⇒ D), (C = cn ⇒ D) ∈ CHR}.
Directly from the definitions 18, 21 and lemma 2 and the definition of lower
and upper rough set approximations ([5]) we obtain the following relationship
between any classification algorithms (as expressed in our model by the classifi-
cation operator) and the Rough Set methodology.
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Theorem 1. Let SC = (U, Kclf , Gclf , ≺dm) be a Semantic Classification
Model (definition 10). For any G ∈ Gclf and K ∈ Kclf , such that K = G(K ′)
for some K ′ ∈ Kclf the following holds.⋃

(DRn,I)∗ = lower(Cn,I ),⋃
(CHRn,I)∗ = upper(Cn,I),

where lower(A), upper(A) are lower and upper approximations of the set A, as
defined in [5].

The meaning of the above theorem 1 expressed in ”plain words” is the following.

Theorem 2 (Plain Statement of theorem 1). Let (DRn,I) be a set of dis-
criminant rules describing a class (concept) C = cn of the initial data base
obtained an application of a classification algorithm, as represented by classifi-
cation operator G.

The union of all sets described by these rules, i.e. sets in which the rules are
true, is the lower approximation of the class (concept) C = cn.

Similar property holds for the characteristic rules; semantically they describe
the upper approximation of the class (concept) C = cn.

Consider now the set of discriminant formulas based on K, namely DFK =
{(D ⇒ DC) ∩ B : D ∈ DESK , DC ∈ DESC ,B ∈ DESK}. As we said before
some of them become partially true discriminant rules generated by an applica-
tion of a classification operator G and describing a class C = cn of the initial
database I. Denote by PDRI ⊆ DFK the sets of all partially certain dis-
criminant rules (definition 20) as obtained by an application of an classification
operator G, i.e. by K = G(K ′). We denote
(PDRn,I)∗ = {S : S |= (D∩B ⇒ C = cn), (D ⇒ C = cn) ∈ DRI ,B ∈ DESK}.
Directly from the definition 20 and lemma 2 and the we obtain the following.

Theorem 3. Let CM = (U, Kclf , Gclf , ≺dm) be a Semantic Classification
Model (definition 10). For any G ∈ Gclf and K ∈ Kclf , such that K = G(K ′)
for some K ′ ∈ Kclf the following holds.⋃

(PDRn,I)∗ = lowerK(Cn,I),

where lower is an approximate lower approximation defined in terms of B ∈
DESK and ⊆K .

6 Conclusions

Classification, or machine learning as they used to be called, algorithms and
methods such as Neural Networks, Bayesian Networks, Genetic Algorithms have
a long history dating early 1960ties. Then in the mid-70ties and mid-80ties came
Decision Tree Induction and Rough Sets approaches and algorithms. All these
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methods and algorithms had been developed and implemented by thousands
researches and practitioners for long before they were incorporated and extended
to the large databases and hence became a part of a field that is now called Data
Mining. The appearance and a vide spread and rapid development of the Rough
Sets methodology brought a foundational and not only algorithmic investigations
into the picture. We follow this foundational trend by proving that our extension
of the language of Rough Sets provides a common ground to any Data Mining
foundational investigations.
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Abstract. A common practice of human learning and knowledge man-
agement is to use general rules, exception rules, and exceptions to rules.
One of the crucial issues is to find a right mixture of them. For discover-
ing this type of knowledge, we consider “rule + exception”, or rule-plus-
exception, strategies. Results from psychology, expert systems, genetic
algorithms, and machine learning and data mining are summarized and
compared, and their implications to knowledge management and dis-
covery are examined. The study motivates and establishes a basis for
the design and implementation of new algorithms for the discovery of
“rule + exception” type knowledge.

1 Introduction

Many theories and algorithms have been proposed and studied extensively for
understanding and summarizing data, and discovering knowledge from data.
The spectrum ranges from classical statistical analysis, cluster analysis, and
data analysis to recent machine learning, data mining, and knowledge discov-
ery [1,18,19]. For simplicity, we use the term knowledge discovery to cover all
those approaches by highlighting their high-level shared commonalities and ig-
noring their low-level detailed differences.

From the vast amount of studies, we identify two related fundamental prob-
lems that have not received enough attention.

Problem 1: Diverse user requirements. Every user may try to make sense
of a set of data by seeing it from different angles, in different aspects, and under
different views. There exists a wide range of users with great diversity of needs.
On the other hand, there may not exist a universally applicable theory or method
to serve the needs of all users. This justifies the co-existence of many theories
and methods, and motivates the exploration of new theories and methods.
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Problem 2: Roles of knowledge discovery systems and users. The huge
volume of raw data is far beyond a user’s processing capacity. A goal of knowledge
discovery is to discover, summarize and present the information and knowledge
in the data in concise and human understandable forms. It should be realized
that, at least in the near future, the insights about the data, as well as its se-
mantics, may not be brought out by a knowledge discovery system alone. A user,
in fact, uses knowledge discovery systems as research tools to browse, explore,
understand the data, and to search for knowledge and insights from the data.

A careful examination of the two problems would provide guidelines for the
design of viable knowledge discovery systems. We need to consider a number of
fundamental issues, such as different views of the same data, different aspects of
the same data, different presentations of the same data, different interpretations
of the same data, and different types of knowledge embedded in the same data, as
well as their associated construction and discovery methods. In fact, a majority of
studies of knowledge discovery is devoted to the investigation of novel approaches
that analyze and interpret data differently.

In this paper, we take a user-centered view of knowledge discovery. It is
emphasized that the knowledge discovery problem must be related to the ways in
which the discovered knowledge is to be used by human users. More specifically,
the knowledge discovered by a system must be easily understood and organized,
and subsequently used, by a human user. Potential solutions to the problem may
be obtained by examining how human users learn and use knowledge in real world
problem solving. This motivates the study of “rule + exception”, or rule-plus-
exception, strategies, as they are commonly employed by human [5,7,21,24,27].

The main objective of the paper is to prepare the groundwork and to establish
a basis for “rule + exception” strategies for knowledge discovery. To achieve such
a goal, the rest of the paper is organized as follows. Section 2 briefly discusses
“rule + exception” strategies and their essential role in human problem solving.
Section 3 presents a review and comparison of three “rule + exception” models.
Section 4 examines applications of “rule + exception” strategies in knowledge
discovery. The emphasis of this paper is on the understanding of the problem,
rather than proposing new knowledge discovery algorithms. As future research,
we are planning to design and evaluate new or modified algorithms for knowledge
discovery based on “rule + exception” strategies.

2 “Rule + Exception” Strategies

The central idea of “rule + exception” strategies is the representation, under-
standing, and organization of knowledge at different levels of detail and accu-
racy. A higher level consists of simple, generally applicable, and almost correct
rules. They are amended by exception rules and exceptions at a lower level. That
is, the knowledge is gradually made more accurate through the introduction of
exceptions, and possibly exceptions to exceptions, and so on.

There are many reasons for the study of the “rule + exception” strategies.
First, they provide more realistic models by capturing the nature of the real
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world. Second, they are consistent with the ways in which human understands,
organizes, and utilizes knowledge. Third, they offer the economy in knowledge
representation in the sense that a smaller set of simpler rules are used. Conse-
quently, they lead to easy communication and understanding of knowledge.

Natural things and phenomena normally have exceptions. Generalizations
have exceptions, or have the status of a default when more exact information
is not available [24]. It may be impossible to have general rules without excep-
tions. An important topic of knowledge representation in artificial intelligence
is to study the notions of defaults and exceptions, in order to handle partial
knowledge and real world problems [22,24]. One uses rules to represent the main
characteristics, most common features and properties, and general, common-
sense knowledge, and uses exceptions to represent particulars and special cases.
The “rule + exception” models provide a realistic description of the real world.

In real world problem solving, we often have general rules of what we normally
do, as well as exceptions to the rules. A typical example is the grammar rules
of natural languages such as English [11]. Another example is the exception
handling in programming languages. The “rule + exception” models correspond
to the cognitive style that a human expert most likely uses to organize and
represent knowledge.

The combination of rules and exceptions to rules provides a concise, eco-
nomic, and comprehensive way of knowledge representation. “Rule + exception”
strategies lead naturally to a multiple level organization of knowledge [27]. In-
stead of using a larger set of more specific rules without exceptions at the same
level, one may use a smaller set of more general rules with exceptions at higher
levels. On one hand, a general rule with less conditions is normally applicable
to more cases and easy to understand by a human user. On the other hand,
the modification by exceptions to rules at lower levels ensures that the accu-
racy of the rule is not compromised. One may move to a lower level to examine
exceptions when more accurate knowledge is needed.

3 Three “Rule + Exception” Models

The three models reviewed represent different important aspects of“rule + excep-
tion” strategies. They demonstrate the psychological plausibility, the cognitive
basis, and the economy of “rule + exception” strategies, as well as the human
adoption of these strategies in learning, knowledge management, and reasoning.

3.1 Rule-Plus-Exception Model of Human Classification Learning

The rule-plus-exception model (RULEX) was proposed by Nosofsky et al. for
modeling human classification learning [21]. The basic assumption of the model
is that people tend to form simple logical rules and memorize occasional excep-
tions to those rules when learning to classify objects [21]. The learning process
of RULEX consists of constructing a decision tree and testing for exceptions at
each node. The criterion used is that the learner only needs to memorize mini-



72 Y. Yao, F.-Y. Wang, and J. Wang

mum information. The decision tree is developed on a trial-by-trial basis using
induction over examples [21].

The RULEX model is designed to investigate the psychological plausibility
of such a “rule + exception” learning strategy. It is in fact found that the model
accounts for many fundamental classification phenomena. Moreover, individuals
vary greatly in their choices of rules and exceptions to the rules, which lead to
different patterns of generalization [21].

3.2 Ripple-Down Rule Model for Knowledge Base Maintenance

Ripple-down rule model was introduced by Compton and Jansen as a tool for
the acquisition and maintenance of large rule-based knowledge base [5]. The
model explores the notions of rules and exceptions from a different point of view.
In particular, the ripple-down rule model captures the ways in which experts
perform knowledge acquisition and maintenance tasks.

The ripple-down rule model is motivated by the observation that people
deal with complex large knowledge structures by making incremental changes
within a well-defined context. The context consists of a sequence of rules whose
applications lead to an incorrect interpretation and thus require a change. The
effect of changes is therefore locally contained in such a well-defined manner [7].
In contrast to other knowledge base maintenance methods, rules in the ripple-
down rule model are never directly corrected or changed. Corrections are instead
contained in new rules which represent exceptions to the existing rules and are
added to the knowledge base. This provides another way to cope with rules and
exceptions.

Two types of exceptions can be identified: the cases with incorrect interpre-
tations or conclusions produced by the existing rules, and the cases for which
the existing rules fail to produce interpretations or conclusions [5,7]. They are
referred to, respectively, as the false positives and false negatives by some au-
thors [6,7]. We refer to them as incorrectly covered exceptions and uncovered
exceptions of the rules.

To cope with the two types of exceptions, a two-way dependency relation be-
tween rules are created. An “if-true” dependency links a rule with a set of rules
that handle its incorrectly covered exceptions, and an“if-false”dependency links
a rule with a set of rules that handle its uncovered exceptions. Each exception
rule can also have its exceptions linked by the two types of links. Through the
dependency links, ripple-down rules in fact form a different type of binary de-
cision tree. Each node in the decision tree is labeled by a rule, the left subtree
deals with incorrectly covered exceptions, and the right subtree processes un-
covered exceptions. The decision procedure is different from a standard decision
tree [7]. If the rule at the root can be applied, one must search recursively its left
subtree to see if a more specific rule can be applied. If no contradiction arrives
from its left subtree, the conclusion of the root is used, otherwise, the conclu-
sion from the left subtree is used. If the rule at the root can not be applied,
one searches for the right subtree. The conclusion is given by the last successful
rule.
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3.3 Default Hierarchy of Classifiers in Genetic Algorithms

The ideas of “rule + exception” have been investigated in classifier systems, a
machine learning model investigated in genetic algorithms [8,10]. By considering
general rules (classifiers) as defaults and specific rules as exceptions, the multi-
level layout of rules forms a default hierarchy.

A classifier system consists of a set of classifiers, a message list, an input
interface and an output interface [10]. A classifier is a string rule made up by
a condition and an action. At any given point of time, if the condition part of
a classifier is satisfied by a message in the message list, the classifier is fired
and its action part specifies a message to be placed on the message list. A set of
classifiers can be organized into a default hierarchy, ordered by their generalities.

The default hierarchy offers an alternative way to represent “rule + excep-
tion” type knowledge. In some sense, a default hierarchy is related to a ripple-
down rule, if only the uncovered exceptions are considered in the latter. With
a default hierarchy, the number of rules needed is smaller than the number of
rules in a perfect rule set [8]. This achieves the goal of economy of defaults and
exceptions [10]. Moreover, rules, when being organized into default hierarchies
and operating in parallel, can be used to build mental models [10]. The classifier
systems are concrete examples of such mental models.

4 “Rule + Exception” Strategies in Knowledge Discovery

This section first reviews the “rule + exception” strategies for knowledge discov-
ery derived from the applications of the principles and ideas of the three models,
and then briefly summarizes related studies.

4.1 Applications of the Three Models

Application of RULEX model. The findings from the RULEX model have
significant implications for knowledge discovery. First, human classification
learning involves forming simple rules and memorizing occasional exceptions,
which is natural, economic, and comprehensive. Accordingly, knowledge discov-
ery systems should explore the “rule + exception” type knowledge. Second, indi-
viduals vary greatly when forming rules and exceptions. Each piece of resulting
“rule + exception” knowledge may reveal a particular aspect of the data. There-
fore, knowledge discovery algorithms need to deal with different combinations of
rules and exceptions.

Based on the RULEX model, Wang et al. proposed an algorithm to discover
rules and exceptions using the theory of rough sets [27,31]. The algorithm first
selects a set of attributes in order to construct a set of rules. The set of attributes
induces a boundary region for which certain, i.e., 100% correct, rules do not
exist. The algorithm then attempts to describe the boundary region by using
rule and exception pairs. With the two types of control, namely, the selection
of attribute sets, and the selection of rule and exception pairs, the algorithm is
able to produce a multi-level summarization of data [27].
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In order to choose a suitable set of attributes, user preference of attributes is
used. The principle for the selection of rule and exception pairs is consistent with
the RULEX model. The rules should be chosen in a way so that their exceptions
are minimum.

In knowledge discovery, one may consider two types of rules [28]. The low
order rules focus on the knowledge about a single object. Classification rules and
association rules are examples of low order rules. Such a rule typically involves the
determination of the class of an object, or its value on a different set of attributes,
based on its value on a set of attributes. The high order rules focus on the
knowledge about a pair of objects. Instance functional dependency in database
is a typical example of high order rules. An instance functional dependency states
that if two objects have the same value on one set of attributes, they have the
same value on another set of attributes [2].

The method proposed by Wang et al. discovers low order rules with excep-
tions. A method for discovering high order rules with exceptions was introduced
by Berzal et al. [2]. The notion of partial instance functional dependency is intro-
duced. A partial instance functional dependency can be precisely presented by
a pair of full instance functional dependency and a set of exceptions. An excep-
tion is a tuple that breaks the instance functional dependency. The criterion for
finding a set of exceptions is similar to the RULEX model, namely, the number
of exceptions must be minimum.

Application of ripple-down rule model. There are several advantages of the
ripple-down rule model. It provides a systematic way to represent and organize
the “rule + exception” type knowledge. Its binary decision tree representation
is not only easy to understand, but also codes the context in which exceptions
occur. Moreover, the construction of the decision tree is seamlessly tied together
with the knowledge updating process. Those salient features make the model a
good candidate for knowledge discovery. In fact, the model can be easily adopted
for knowledge discovery [7,29].

Gaines and Compton applied a machine learning algorithm, called Induct,
for the induction of ripple-down rules [7]. The Induct algorithm is an extension
of Cendrowka’s PRISM algorithm [4], which applies naturally to the discovery of
ripple-down rules. The experiments show that ripple-down rules are much easier
to understand and are in very economic forms, namely, the number of rules and
the number of attributes in each rule are smaller than rules obtained using other
machine learning algorithms.

Application of default hierarchy. The notion of default hierarchies can be
discussed in a wide context, in connection to default reasoning [23]. General
rules represent general conditions and produce certain default expectations. More
specific rules cover exceptions. The default expectation derived from general
rules can be overridden by more specific rules, representing the exceptions to the
default expectations. The result can be overridden again by even more specific
rules.
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Mollestad and Skowron proposed a framework for mining default rules based
on the theory of rough sets [20]. They suggested that a default rule may be
constructed to account for the normal situation, and further exception rules
can be constructed when more specific knowledge becomes available. The rules
discovered by their method may be organized into simple default hierarchies.

4.2 Additional Studies on “Rule + Exception” Strategies

Suzuki introduced the notion of exception rules [25,26]. An exception rule is
associated with a general association rule as the modification of the latter. Rule
and exception rule pairs present “rule + exception” type knowledge. It is related
to the formulation of Wang et al. for mining rule and exception pairs [27,31], and
the formulation of default rule and exception pairs by Mollestad and Skowron
for mining default rules [20].

Li suggested building classification trees with exception annotations [15]. In
the decision tree construction process, a node is checked to see if it needs excep-
tion annotation. A node is deemed exceptional if one particular class is dominant.
That is, the dominant class may be viewed as the decision of the current node,
and the instances of other classes as exceptions. The result is a concise decision
tree, although may not be very accurate. Exception rules are mined from these
exception nodes. Li’s method therefore provides another way for implementing
the “rule + exception” strategy, based on a modification of classical decision tree
construction methods.

Liu et al. proposed to use general rules and exceptions, called GE patterns,
as intuitive representation of a decision tree [16,17]. A general rule may have
none or a list of exceptions, which in turn may have further exceptions. The
GE patterns are obtained by post-processing a decision tree generated by a tree
induction algorithm. A decision tree is transformed into a much more concise
GE tree. The GE tree shares some common features with ripple-down rules, in
terms of knowledge representation and reasoning method.

Although both methods of Li and Liu et al. involve the adoption of classical
decision tree learning, there is a subtle and important difference. The annotation
operation is performed during the construction of the decision tree. This allows
us to consider explicitly the “rule + exception” strategies in the learning process.
In contrast, an GE tree is the result of post-processing a decision tree, without
considering the “rule + exception” strategies in the tree construction stage. It is
desirable for a tree induction algorithm to use a heuristic that is directly linked
to the “rule + exception” strategy.

The topic of subgroup discovery is related to the “rule + exception” strate-
gies [14]. One of the criteria discussed by Lavrač et al. for subgroup discovery
is consistent with the “rule + exception” strategies [14]. Instead of requiring the
rule to be as accurate as possible, new heuristics for subgroup discovery aim
at finding “best” subgroups in terms of rule coverage. Consequently, such a rule
may introduce exceptions. The trade-off of generality and accuracy of the rule
reflects the basic principle of “rule + exception” strategies.
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4.3 Discussion

The investigations of “rule + exception” are related to, and different from, the
outlier analysis and peculiarity-oriented data mining [13,30]. In many classical
outlier analysis methods, outliers or exceptions are treated as noise due to human
or measurement error, which are to be removed. It is recently realized in data
mining that exceptional instances are in fact true descriptions of the real world.
It is therefore necessary to identify and examine such exceptional and peculiar
cases [9,13,30,31].

The “rule + exception” strategies deal with a new type of knowledge. There
exist two types of exceptions to a rule, the incorrectly covered exceptions and
uncovered exceptions. The presentation of exceptions in a well-constructed con-
text may provide more insights into the understanding of general knowledge and
its exceptions. While rules and exception rules cover subsets of instances, excep-
tions are instances. The rules, exceptions rules, and exceptions can be organized
into a multi-level structure, which provides a multi-level view of the data.

Algorithms for discovering “rule + exception” typ knowledge must use new
heuristics. In contrast to a standard criterion that emphasizes the accuracy of
discovered rules, “rule + exception” strategies aim at easy understandable, ap-
proximate rules. The new heuristics can be characterized by softened criteria
discussed by Kacprzyk and Szkatula for inductive machine learning [12]. The
partial completeness criterion requires that the rules must correctly describe
most of the positive examples. The partial consistency criterion requires that
the rules must describe almost none of the negative examples [12]. Obviously,
such criteria implement the principles of RULEX model.

For a given set of data, there exist different combinations of rules, exception
rules and exceptions. Each of them leads to a different view of data or a different
knowledge structure. A commonly accepted criterion is related to the economy
of knowledge representation, namely, the rules must be as simple as possible,
and at the same time, the number of exceptions must be as small as possible.

Algorithms for the discovery of “rule + exception” type knowledge can be
obtained by adopting existing algorithms with explicit consideration of “rule +
exception”strategies. Currently, we are in the process of designing and evaluating
algorithms based on existing algorithms, such as PRISM [4], Induct [6,7], and
ART [3]. The results of learning are expressed as a binary decision tree, in the
same way ripple-down rules are represented. An initial study of these algorithms
suggests that the “rule + exception” strategies can be easily incorporated.

5 Conclusion

“Rule + exception” strategies lead to a concise and comprehensive way of knowl-
edge representation. They have been explored either explicitly or implicitly in
many fields. Knowledge discovery needs to consider such strategies.

In contrast to algorithm-centered approaches, this paper focuses more on the
conceptual understanding of “rule + exception” strategies. As a first step, we
argue for the study of such strategies and review existing studies. Although the
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underlying idea of “rule + exception” is easy to understand or elementary, its
significance should not be overlooked. The view, provided by the “rule + ex-
ception” strategies, offers new opportunities for knowledge discovery. By pooling
together scattered research efforts in many fields, it is hoped that a new research
topic can be emerged and receive its due attention.

There are advantages of the “rule + exception” strategies. They are related
to the ways in which human learning and organize knowledge. The use of“rule +
exception” leads to understandability and economy in knowledge representation.
This provides not only insights into the problem itself, but also guidelines for
the design of actual algorithms. Existing algorithms can be easily adopted to
discover “rule + exception” type knowledge.

The conceptual investigation of the paper establishes a solid basis for the
further study of rules, exception rules, and exceptions in knowledge discovery.
With respect to the “rule + exception” strategies, it is necessary to modify ex-
isting algorithms, design new algorithms, as well as to test these algorithms on
real world data.
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Abstract. In this paper, we suggest to exploit the framework of rough
set for detecting outliers — individuals who behave in an unexpected way
or feature abnormal properties. The ability to locate outliers can help to
maintain knowledge base integrity and to single out irregular individu-
als. First, we formally define the notions of exceptional set and minimal
exceptional set. We then analyze some special cases of exceptional set
and minimal exceptional set. Finally, we introduce a new definition for
outliers as well as the definition of exceptional degree. Through calculat-
ing the exceptional degree for each object in minimal exceptional sets,
we can find out all outliers in a given dataset.

1 Introduction

Rough set theory introduced by Z. Pawlak [1,2,3], is as an extension of set theory
for the study of intelligent systems characterized by insufficient and incomplete
information. It is motivated by the practical needs in classification and concept
formation. The rough set philosophy is based on the assumption that with every
objects of the universe there is associated a certain amount of information (data,
knowledge), expressed by means of some attributes used for object description.
Objects having the same description are indiscernible (similar) with respect to
the available information. In recent years, there has been a fast growing interest
in this theory. The successful applications of the rough set model in a variety of
problems have amply demonstrated its usefulness and versatility.

In this paper, we suggest a somewhat different usage of rough set. The basic
idea is as follows. For any subset X of the universe and any equivalence rela-
tion on the universe, the difference between the upper and lower approximations
constitutes the boundary region of the rough set, whose elements can not be
characterized with certainty as belonging or not to X , using the available infor-
mation (equivalence relation). The information about objects from the boundary
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region is, therefore, inconsistent or ambiguous. When given a set of equivalence
relations (available information), if an object in X always lies in the boundary re-
gion with respect to every equivalence relation, then we may consider this object
as not behaving normally according to the given knowledge (set of equivalence
relations) at hand. We call such objects outliers. An outlier in X is an element
that always can not be characterized with certainty as belonging or not to X ,
using the given knowledge.

Recently, the detection of outlier (exception) has gained considerable interest
in KDD. Outliers exist extensively in real world, and they are generated from dif-
ferent sources: a heavily tailed distribution or errors in inputting the data. While
there is no single, generally accepted, formal definition of an outlier, Hawkins’
definition captures the spirit: “an outlier is an observation that deviates so much
from other observations as to arouse suspicions that it was generated by a dif-
ferent mechanism” [4]. Finding outliers is important in different applications,
such as credit fraud detection and network intrusion detection. Outlier detection
has a long history in statistics [4, 5], but has largely focused on univariate data
with a known distribution. These two limitations have restricted the ability to
apply these types of methods to large real-world databases which typically have
many different fields and have no easy way of characterizing the multivariate
distribution of examples. Other researchers, beginning with the work by Knorr
and Ng [6,7,8], have taken a non-parametric approach and proposed using an ex-
ample’s distance to its nearest neighbors as a measure of unusualness [9,10,11].
Eskin et al. [12], and Lane and Brodley [13] applied distance-based outliers to
detecting computer intrusions from audit data. Although distance is an effec-
tive non-parametric approach to detect outliers, the drawback is the amount
of computation time required. Straightforward algorithms, such as those based
on nested loops, typically require O(N2) distance computations. This quadratic
scaling means that it will be very difficult to mine outliers as we tackle increas-
ingly larger datasets.

In this paper, we formally state the ideas briefly sketched above within the con-
text of Pawlak’s rough set theory. Our goal is to develop a new way for outlier de-
finition and outlier detection. The remainder of this paper is organized as follows.
In the next section, we present some preliminaries of rough set theory that are rele-
vant to this paper. In Section 3, we give formal definitions of concepts of exceptional
set and minimal exceptional set, and discuss basic properties about them. In Sec-
tion 4, we analyze some special cases of exceptional set and minimal exceptional
set. Section 5 introduces a new definition for outliers along with the definitions of
exceptional degree (degree of outlier-ness). Conclusions are given in Section 6.

2 Preliminaries

Let U denote a finite and nonempty set called the universe, and θ ⊆ U×U denote
an equivalence relation on U . The pair apr = (U, θ) is called an approximation
space. The equivalence relation θ partitions the set U into disjoint subsets. Such
a partition of the universe is denoted by U/θ . If two elements x, y in U belong
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to the same equivalence class, we say that x and y are indistinguishable. The
equivalence classes of θ and the empty set ∅ are called the elementary or atomic
sets in the approximation space.

Given an arbitrary set X ⊆ U , it may be impossible to describe X precisely
using the equivalence classes of θ. In this case, one may characterize X by a pair
of lower and upper approximations:

Xθ =
⋃{[x]θ : [x]θ ⊆ X},

Xθ =
⋃{[x]θ : [x]θ ∩X 	= ∅} ,

where [x]θ = {y | xθy} is the equivalence class containing x. The pair (Xθ, Xθ) is
called the rough set with respect to X . The lower approximation Xθ is the union
of all the elementary sets which are subsets of X , and the upper approximation
Xθ is the union of all the elementary sets which have a nonempty intersection
with X . An element in the lower approximation necessarily belongs to X , while
an element in the upper approximation possibly belongs to X .

3 Exceptional Set and Minimal Exceptional Set

In contrast to current methods for outlier detection, we will take a two step
strategy. First, we find out all exceptional sets and minimal exceptional sets in
a given dataset X . Second, we detect all outliers in X from minimal exceptional
sets of X . Here we assume that all outliers in X must belong to some minimal
exceptional set of X . That is, if an object in X doesn’t belong to any minimal
exceptional set of X , then we can conclude that it is not an outlier of X . What
we need to do is to judge whether an object from a minimal exceptional set is
an outlier of X .

In the rest of this paper, given a finite and nonempty universe U , we will
not only consider one equivalence relation on U at one time, but also consider
an amount of equivalence relations on U simultaneously, which denoted by set
R = {r1, r2, ..., rm}. First, we give the definition of exceptional set.

Definition 1 [Exceptional Set]. Given an arbitrary set X ⊆ U , and a set
R = {r1, r2, ..., rm} of equivalence relations on U . Let e ⊆ X be a subset of X .
If for every equivalence relation ri ∈ R, e ∩ BX

i 	= ∅, i = 1, 2, ..., m, then e is
called an exceptional set of X with respect to R, where BX

i = BNi(X) ∩X =
X−Xi 	= ∅. Xi and X i are respectively the lower approximation and the upper
approximation of X with respect to ri. BNi(X) = Xi−X i is called the boundary
of X with respect to ri.

We call BX
i the inner boundary of X with respect to ri. When X is clear

from the context, we simply use Bi to denote BX
i .

If an exceptional set e ⊆
m⋃

i=1

BX
i , then e is called a type 1 exceptional set,

else e is called a type 2 exceptional set.
In order to define the concept of minimal exceptional set, we give the following

two definitions first.



82 F. Jiang, Y. Sui, and C. Cao

Definition 2. Given an arbitrary set X ⊆ U , and a set R = {r1, r2, ..., rm} of
equivalence relations on U . Let e ⊆ X be an exceptional set of X with respect
to R. For any x ∈ e, if e−{x} is also an exceptional set of X with respect to R,
then the element x is called dispensable in the set e with respect to R, otherwise
x is indispensable.

Definition 3. Let e ⊆ X be an exceptional set of X with respect to R. If all
the elements of e are indispensable in e with respect to R, then exceptional set
e is called independent with respect to R, otherwise e is dependent.

Now we can define minimal exceptional set as an exceptional set which is
independent with respect to the corresponding set R of equivalence relations.

Definition 4 [Minimal Exceptional Set]. Let e ⊆ X be an exceptional set
of X with respect to R. If f = e − e′(e′ ⊆ e) is an independent exceptional set
of X with respect to R, then f is called a minimal exceptional set of X with
respect to R in e . We use M in(e) to denote the set of all minimal exceptional
sets of X with respect to R in e.

It is not difficult to prove that the exceptional set and minimal exceptional
set have the following basic properties.

Proposition 1. Given an arbitrary set X ⊆ U , and a set R = {r1, r2, ..., rm} of
equivalence relations on U . If e ⊆ X is an exceptional set of X with respect to
R, then there exists at least one minimal exceptional set f in e.

Proposition 2. Given an arbitrary set X ⊆ U , and a set R = {r1, r2, ..., rm} of
equivalence relations on U . If e ⊆ X is an exceptional set of X with respect to
R and f is a minimal exceptional set in e, then

(i) f ⊆ e;

(ii) f ⊆
m⋃

i=1

Bi, where Bi denotes the inner boundary of X with respect to

equivalence relation ri, i = 1, 2, ..., m.

Proposition 3. Let E be the set of all exceptional sets of X with respect to R
and F be the set of all minimal exceptional sets of X with respect to R, denoted
by F =

⋃
e∈E

M in(e) , where M in(e) is the set of all minimal exceptional sets

in e. Then
(i) F ⊆ E;
(ii) For any e, e′ ⊆ X , if e ∈ E and e ⊆ e′čňthen e′ ∈ E;
(iii) For any e, e′ ⊆ X , if e′ /∈ E and e ⊆ e′, then e /∈ E;
(iv) For any e ∈ E, e 	= ∅, that is, exceptional set can not be empty;
(v) For any e, e′ ∈ E, if e ⊆ e′ , then all minimal exceptional sets in e are

also minimal exceptional sets in e′.

Proposition 4. If E is the set of all exceptional sets of X with respect to R
and F is the set of all minimal exceptional sets of X with respect to R, then
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(i) For any e1, e2 ∈ E, e1 ∪ e2 ∈ E;
(ii) For any e1, e2 ∈ F , if e1 	= e2, then e1 ∩ e2 /∈ E.

Proof.
(i) Given any e1, e2 ∈ E, for every 1 ≤ i ≤ m, e1∩Bi 	= ∅ and e2∩Bi 	= ∅, where

Bi denotes the inner boundary of X with respect to equivalence relation ri.
Therefore for every 1 ≤ i ≤ m, (e1 ∪ e2)∩Bi = (e1 ∩Bi) ∪ (e2 ∩Bi) 	= ∅. So
e1 ∪ e2 is an exceptional set of X with respect to R by Definition 1, that is,
e1 ∪ e2 ∈ E;

(ii) (Proof by contradiction) Assume that e1 ∩ e2 ∈ E. Since e1 	= e2, e1 ∩ e2 ⊂
e1 and e1 ∩ e2 ⊂ e2. Therefore e1 − (e1 ∩ e2) 	= ∅, that is, there exists a
x ∈ (e1 − (e1 ∩ e2)). Furthermore, e1 ∈ F ⊆ E and e1 ∩ e2 ∈ E. So x is
dispensable in the set e1 with respect to R, e1 is dependent with respect to
R, that is, e1 is not a minimal exceptional set of X with respect to R. This
contradicts with the condition e1 ∈ F . So if e1 	= e2, then e1 ∩ e2 /∈ E. �

Proposition 5. Given an arbitrary set X ⊆ U , and a set R = {r1, r2, ..., rm} of
equivalence relations on U . Let F be the set of all minimal exceptional sets of X
with respect to R and B = {B1,B2, ...,Bm} be the set of all inner boundaries
of X with respect to each equivalence relations in R. The union of all minimal
exceptional sets in F equals to the union of all inner boundaries in B, that is,⋃
f∈F

f =
m⋃

i=1

Bi.

4 Some Special Cases

From above we can see, mostly, we get an amount of exceptional sets and minimal
exceptional sets from a given X and R. In order to detect all outliers in X from
these minimal exceptional sets, it is necessary to investigate some special cases
of them first.

At first, we define a concept of boundary degree.

Definition 5 [Boundary Degree]. Given an arbitrary set X ⊆ U , and a set
R = {r1, r2, ..., rm} of equivalence relations on U . Let B = {B1,B2, ...,Bm} be
the set of all inner boundaries of X with respect to each equivalence relations
in R. For every object x ∈ X , the number of different inner boundaries which
contain x is called the boundary degree of x, denoted by Degree B(x).

Then, we can consider a special kind of minimal exceptional set which con-
tains the least elements with respect to other minimal exceptional sets. We define
it as the shortest minimal exceptional set.

Definition 6 [The Shortest Minimal Exceptional Set]. Given an arbitrary
set X ⊆ U , and a set R = {r1, r2, ..., rm} of equivalence relations on U . Let F
be the set of all minimal exceptional sets of X with respect to R. If there exists
a minimal exceptional set f ′ ∈ F such that for any f ∈ F , |f ′| ≤ |f |, where
|p| denotes the cardinal number of p. Then f ′ is called the shortest minimal
exceptional set of X with respect to R.
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Next, we give an algorithm which can find out the shortest minimal excep-
tional set of X with respect to R.

Algorithm 1. Find out the shortest minimal exceptional set of X with respect
to R.

Input: Inner boundaries set B = {B1,B2, . . . ,Bm}
Output: The shortest minimal exceptional set f ′

(1) f ′ = ∅ // Initialize f ′ as an empty set;
(2) While (B 	= ∅ ) do {
(3) For each Bi ∈ B
(4) For each x ∈ Bi

(5) Compute the boundary degree of x // Degree B(x);
(6) Find an element y which has the biggest boundary degree in all Bi ∈ B

(if there exist more than one such elements, Select one randomly);
(7) f ′ = f ′ ∪ {y};
(8) Delete all the inner boundaries which contain y from B;
(9) }
(10) Return f ′.
We can also define two special kinds of exceptional set—the greatest excep-

tional set and the least exceptional set.

Definition 7 [The Greatest Exceptional Set]. Given an arbitrary set X ⊆
U , and a set R = {r1, r2, ..., rm} of equivalence relations on U . If E is the set
of all exceptional sets of X with respect to R, then the union of all elements
in E is called the greatest exceptional set of X with respect to R, denoted by
GESR(X) =

⋃
e∈E

e.

Proposition 6. The greatest exceptional set of X with respect to R is unique
and equals to X itself, that is,

⋃
e∈E

e = X .

Definition 8 [The Least Exceptional Set]. Given an arbitrary set X ⊆ U ,
and a set R = {r1, r2, ..., rm} of equivalence relations on U . Let E be the set of all
exceptional sets of X with respect to R. If there exists a set l ∈ E such that for
any e ∈ E, l ⊆ e. Then l is called the least exceptional set of X with respect to R.

Proposition 7. Let E be the set of all exceptional sets of X with respect to R
and F be the set of all minimal exceptional sets of X with respect to R. If l is
the least exceptional set of X with respect to R, then

(i) l is also a minimal exceptional set of X , that is, l ∈ F ;
(ii) l is not empty and unique;
(iii) l equals to the intersection of all the elements in E, denoted by l =

⋂
e∈E

e.

Since the least exceptional set is the intersection of all exceptional sets. But
the intersection of all exceptional sets may be empty. So when do we have the
least exceptional set? The next proposition gives an answer.
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Proposition 8. Let E be the set of all exceptional sets of X with respect to
R, and F be the set of all minimal exceptional sets of X with respect to R. If
and only if there is only one element in F , the least exceptional set of X with
respect to R exists, and the only element in F just is the least exceptional set.

5 Defining Outliers

Most current methods for outlier detection give a binary classification of objects
(data points): is or is not an outlier. In real life, it is not so simple. For many
scenarios, it is more meaningful to assign to each object a degree of being an
outlier. Therefore, M. M. Breunig proposed a method for identifying density-
based local outliers [14]. He defines a local outlier factor (LOF) that indicates
the degree of outlier-ness of an object using only the object’s neighborhood. The
outlier factor of object p captures the degree to which we call p an outlier.

We define two types of exceptional degree respectively for object and set.

Definition 9 [Exceptional Degree of Object]. Given an arbitrary set X ⊆ U ,
and a set R = {r1, r2, ..., rm} of equivalence relations on U . Let B = {B1,
B2, ..., Bm} be the set of all inner boundaries of X with respect to each equiva-
lence relations in R. For any object x ∈ X , the cardinal number of set B (equals
to m) divided by the boundary degree of x (namely Degree B(x)) is called
the exceptional degree of x with respect to R, denoted by ED Object(x) =
Degree B(x)

m .
Obviously, 0 ≤ ED Object(x) ≤ 1.
When we have worked out the exceptional degree for all objects in minimal

exceptional sets of X , it is not difficult to find out all outliers in X with respect
to R. We can assume that all the objects in minimal exceptional sets whose
exceptional degree is greater than a given threshold value are outliers. And the
other objects in minimal exceptional sets are not outliers.

Definition 10 [Outlier]. Given an arbitrary set X ⊆ U , and a set R =
{r1, r2, ..., rm} of equivalence relations on U . Let F be the set of all mini-
mal exceptional sets of X with respect to R. For any object o ∈ ⋃

f∈F

f , if

ED Object(o) ≥ μ then object o is called an outlier in X with respect to R,
where μ is a given threshold value.

Definition 11 [Exceptional Degree of Set]. Given an arbitrary set X ⊆ U ,
and a set R = {r1, r2, ..., rm} of equivalence relations on U . For any set Y ⊆ X ,
the sum on the exceptional degree of all objects in Y divided by the cardinal
number of Y is called the exceptional degree of set Y , denoted by ED Set(Y ) =
y∈Y

ED Object(y)

|Y | .

Obviously, 0 ≤ ED Set(Y ) ≤ 1.
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Proposition 9. Given an arbitrary set X ⊆ U , and a set R = {r1, r2, ..., rm}
of equivalence relations on U . Let B = {B1,B2, ...,Bm} be the set of all inner

boundaries of X with respect to each equivalence relations in R. If
m⋂

i=1

Bi 	= ∅

then ED Set(
m⋂

i=1

Bi) = 1.

Proof.

Since
m⋂

i=1

Bi 	= ∅ , there exists an x ∈
m⋂

i=1

Bi, that is, for every Bi ∈ B,

x ∈ Bi, where i = 1, 2, ..., m. Therefore for any y ∈
m⋂

i=1

Bi, Degree B(y) = m

and ED Object(y) = 1. Let Y =
m⋂

i=1

Bi , then ED Set(Y ) = y∈Y

ED Object(y)

|Y | =

y∈Y

1

|Y | = 1. So ED Set(
m⋂

i=1

Bi) = 1. �

6 Conclusion

Finding outliers is an important task for many KDD applications. In this paper,
we present a new method for outlier defining and outlier detection. The method
exploits the framework of rough set for detecting outliers. The main idea is that
objects in boundary region have more likelihood of being an outlier than objects
in lower approximations.

There are two directions for ongoing work. The first one is to analyze the
complexity of our method. The second one is to make a comparison between our
method and other outlier detection methods.
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Abstract. Rough set reverse method enables prediction of the best val-
ues for condition attributes given values for the decision attributes. Re-
verse prediction is required for many problems that do not lend them-
selves to being solved by the traditional rough sets forward prediction.
The RS1 algorithm has been rewritten using better notation and style
and generalized to provide reverse prediction. Rough Set Reverse Pre-
diction Algorithm was implemented and evaluated on its ability to make
inferences on large data sets in a dynamic problem domain.

1 Introduction

In the traditional rough set forward prediction process, given attribute values
for each condition attribute, the decision attribute can be predicted following
the decision rules. In this research, we do the opposite. Given a value for the
decision attribute, decision rules are followed by which the attribute value for
each condition attribute that best implies the decision attribute can be predicted.
The two scenarios are illustrated as follows:

Forward Prediction: C1[given],C2[given], . . . ,Cn[given] → D[predict]. Given
attribute values for each condition attribute, a value for the decision attribute
is predicted.

Reverse Prediction: D[given] ← C1[predict],C2[predict], . . . . . . ,Cn[predict].
Given a value for the decision attribute, we predict the attribute value for each
condition attribute that best implies the value of the decision attribute.

Reverse prediction is required for many problems that do not lend themselves
to being solved by a forward prediction method. For example, for Internet busi-
ness applications, we know the decision attribute (we want most customers to
be satisfied) and we want to find the condition attributes (characteristics of the
product) that would lead to most customers being satisfied.

We develop a new rough set algorithm, the Rough Set Reverse Predicting
Algorithm (RSRPA) which takes as input a decision table and the decision (e.g.,
most people satisfied) that we aim for. Output is a set of the predicted best
condition attribute values (soft values, e.g., low, high, instead of numeric values)
required to achieve that aim.

D. Śl ↪ezak et al. (Eds.): RSFDGrC 2005, LNAI 3642, pp. 88–97, 2005.
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2 Related Work

In this section, we review rough set software systems to contrast with our own
that implements many of the same features but with addition of reverse pre-
diction. We review uncertain reasoning using a different approach than a rough
set one. We chose Bayesian reasoning for comparison. The relationship of Rough
Sets to the Bayesian approach is a well researched topic in itself. We review
results relevant to the notion of reverse prediction and suggest how the reverse
prediction method relates.

2.1 Rough Set Software Systems

The commercially available Windows based ROSETTA system [9] provides a
complete software environment for rough set operations. The RS1 algorithm is
central to most rough set engines including ROSETTA since Wong and Ziarko
developed the algorithm in the mid eighties. RS1 synthesizes decision rules from
an information table. ROSETTA generates if-then rules also providing validation
and analysis of the rules. Additionally, an unsupervised mode of operation is
supported which finds general patterns in data.

ROSETTA has been put to use recently in the area of medical biology [7].
Microarray technology generates vast amounts of data in the process of mea-
suring the behavior of thousands of genes simultaneously. Supervised learning is
being studied for selecting genes that discriminate between tumor subtypes.

The Rough Set Exploration System (RSES) is software for data analysis and
classification, free for non-commercial use [1]. It has been put to use, for example,
for analysis of data from a real medical project STULONG [8] which concerns a
twenty year longitudinal study of the risk factors of atherosclerosis.

2.2 Uncertain Reasoning Within a Bayesian Approach

Explicit management of uncertainty based on probability theory has been used
for neurophysiological problems [13,14] requiring the analysis of vast amounts of
data generated by dynamic brain imaging techniques. The foundation for this
work is Bayes’ theorem whose central insight is that a hypothesis is confirmed
by any body of data that its truth renders probable [4]. The neurophysiological
work involves a fundamental problem known as the source separation problem.

The source separation problem is one of inductive inference where insufficient
information must be used to infer the most probable solution. There are multiple
signal sources recorded by multiple detectors. Each detector records a mixture
of the original signals. The goal is to recover estimates of the original signals. In
what is called the forward problem one knows the regions of activity or sources in
the brain, and the objective is to calculate the magnetic fields on the surface of
the head. In the inverse problem, from the magnetic fields one must calculate the
locations and orientations of the sources. Knuth states that ”inverse problems
are notoriously more difficult to solve than forward problems.” [6]

Consider Bayes’ theorem as a natural starting point for solving either an
inductive or deductive inference problem.
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Pdata,I(model) =
Pmodel,I(data)PI(model)

PI(data)

where model describes the model or model parameters used to describe the
physical situation, data represents any data or new information obtained in an
experiment, and I denotes any additional prior information one may have about
the problem.

The probability on the left hand side of the equation is called the posterior
probability. It describes the degree to which one believes the model accurately
describes the physical situation given the data and all prior knowledge. The
second probability in the numerator is the prior probability. It describes one’s
prior knowledge regarding the probability that the model adequately describes
the physical situation of interest. (adapted from [6])

Before being applied to a forward source separation problem, the theorem
must be recast to a more useful form by modeling the physical situation using
mixed signals and original source waveforms, and by accounting for amplitude
of the source signals and signal propagation in the prior probability. In the end
we have a derivation within a Bayesian framework of a pre-existing algorithm
for source separation expressed as a forward problem.

2.3 Reverse Prediction in Relation to Bayesian Methodology

Extensive work has been done to understand the relationship between rough sets
and Bayesian reasoning [3,11,12]. The certainty and coverage associated with a
decision rule have been shown to satisfy BayesŠ theorem. This result makes way
for the use of BayesŠ theorem to discover patterns in data without referring to
prior and posterior probabilities. That leaves the first probability in the numer-
ator Pmodel,I(data) the likelihood, that describes how well the model can predict
the data, and evidence PI(data) in the denominator that describes the predicting
power of the data. There is a form of Bayes theorem that is particularly useful
for inferring causes from their effects. Pawlak uses this theorem (with probability
concepts coverage and certainty factored out) for providing a way of explaining
decisions by deductive inference [10,11].

There is generally a difficult issue with inverse problems (e.g., from the mag-
netic fields one must calculate the locations and orientations of the sources).
“The only hope is that there is additional information available that can be
used to constrain the infinite set of possible solutions to a single unique solu-
tion. This is where Bayesian statistics will be useful.” [6] It may well be pos-
sible to derive the reverse prediction algorithm within a Bayesian framework
(as was Rough Bayesian Model derived for Rough Set model [16]). If so, re-
verse prediction would be formulated as a forward problem, not an inverse prob-
lem.

Although we cannot be certain given the proprietary nature of the product, it
appears from the literature that rules predicting causes from effects in the nature
of learning Bayesian networks from data is not supported in ROSETTA. Neither
does it appear that the modest generalization of RS1 developed here in which we
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consider any subset of attributes of the decision table to be the decision attribute,
has been incorporated in ROSETTA. However, the unsupervised learning of
which ROSETTA is capable may be related to rough set reverse prediction.
Deductive rules derived within a Bayesian framework for explaining decisions in
RSES are expected shortly.

3 Rough Set Algorithms

Rough set algorithms generate a set of decision rules that model all concepts
in a decision table. This set is only a subset of all possible decision rules. The
algorithms attempt to model a given concept by using the least rules possible.
For each concept, if possible, only deterministic rules are generated to explain
the concept. If the attributes do not hold enough knowledge to be explained
deterministically, then non-deterministic rules are also generated.

3.1 RS1 Algorithm

In this project, the rough set algorithm used is known as the RS1 inductive
learning algorithm [17]. The RS1 algorithm has been rewritten by changing the
notation and describing the steps in a more user friendly way. The RS1 algorithm
is illustrated in the next section by pointing out the sections of RSRPA that
are taken directly from RS1 and highlighting the new sections that are unique
to RSRPA. Whereas RS1 generates decision rules to model all concepts in the
decision table, in RSRPA, RS1 is used to model a given concept. The statements
unique to RSRPA are highlighted in bold with the exception of statement labels
which also appear in bold. The remaining statements are stylistic and notational
improvements of those of RS1.

3.2 Notations

A concept X can be defined approximately by two exact sets called the lower
approximation PLX of X and the upper approximation PUX of X . The dis-
criminant index is a quality measure of the ability of one or many attributes to
approximate or explain a certain concept. Discriminant index is denoted as αP
where P is a set of attributes and U is the universe of entities.

αP (X) = 1− |P
UX − PLX |
|U |

Given a set of condition attributes P , we generate m indiscernibility classes by
intersecting the indiscernibility classes for each attribute. Let those indiscerni-
bility classes be denoted as Q1, Q2 . . .Qm. Given a set of decision attributes,
we can generate n indiscernibility classes or concepts. Let them be denoted as
X1, X2 . . .Xn. A decision rule links the ith indiscernability class to the jth con-
cept in the form {rij : Des(Qi) ⇒ Des(Xj)|Qi ∩Xj 	= φ} which is to say that
any given rule exists if at least a single object in Qi is in Xj .
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3.3 RSRPA Algorithm

INPUT
Decision Table
V = Attribute value of concept

SETUP
1. Let U be the universe of objects.
2. Let C be the set of condition attributes.
3. Let X be given concept with attribute value V .
4. Let BCR = φ be a set of decision rules.

STEP 0
Let C1 = C

STEP 1
U1 = U
X1 = X
P = φ (Pivot)

STEP 2
Let max = −1
Let bestc = φ
For all c ∈ C1

Let Pt = P ∪ {c}
Compute the discriminant index αPt(X)
If αPt(X) > max

max = αPt(X)
bestc = {c}

Let P = P ∪ bestc

STEP 3
If PLX = φ

Goto STEP 4
Else

For each equivalence class Q# that was used to derive PLX
Output deterministic decision rule in the form Des(Q#) ⇒ Des(X)

If more then one rule generated
Pick the rule R with the highest coverage.

For each condition attribute Cv covered by the rule R
C1 = C1 − Cv

BCR = BCR∪R

If C = φ
Goto STEP 6

Else
Goto STEP 2
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STEP 4
Let U1 = U1 − [(U1 − PUX) ∪ PLX

]
Let X = X − PLX
If U1 = φ

Goto STEP 6
Else

Let C1 = C1− bestc

If C1 	= φ
Goto STEP 2

STEP 5
For each equivalence class Q# that was used to derive PUX

Output non-deterministic decision rule in form Des(Q#) ⇒ Des(X)

\∗ Comment: RS1 ends here. Normally, RS1 would branch back to Step 2.
If more then one rule generated

Pick the rule R with the highest certainty
BCR = BCR∪R

END

The RSRPA algorithm begins by executing the RS1 algorithm on the decision
table (for the given concept). The execution of RS1 terminates when one or more
rules get generated in a single step. If more then one rule is generated, the best
one is picked using either coverage or certainty. This rule is added to the set of
Best Condition attribute Rules (BCR). Each condition attribute that is covered
by this rule is removed from the set of condition attributes (i.e., the column in
the decision table that represents the removed attribute is no longer considered).
If the set of condition attributes still has some attributes in it, the RS1 algorithm
is restarted on the columns of the decision table that represent the remaining
condition attributes. This process continues until the set of condition attributes
is empty at which time the set BCR contains rules with the strongest condition
attribute values implying the given concept.

At the end of STEP 5 the set BCR contains rules that are mutually exclu-
sive with respect to the condition attributes they cover. Because an attribute is
removed from the condition attribute set only when a rule covering it is gener-
ated, no two rules in BCR cover the same attribute. Also, since the only way to
remove an attribute value from the set of attributes is to generate a rule for it,
each condition attribute will be covered by one rule in BCR. The set BCR there-
fore contains one attribute value for each condition attribute. These attribute
values are the ones that RSRPA predicts best imply the concept.

RSGUI. RSRPA was embedded in a system referred to as RSGUI that provides
an effective graphical user interface that facilitates use of the system for experi-
mentation. Facility was provided in RSGUI to consider any subset of attributes
in the decision table as the decision attribute, the remainder being considered as
condition attributes. A feedback loop provides the user with the opportunity to
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view the rules generated as a result of the current choice of decision attributes
and modify the choice of decision attributes to obtain better rules on a subse-
quent execution. Hence, the outer loop of RS1 that generates one concept after
another is replaced by the feedback loop in RSGUI in which the user initiates
generation of the next concept of choice to be explained.

4 Evaluation

An application needing dynamic decision making was developed to test RSRPA.
Our application is a hockey game. Each team consists of five artificial players.

4.1 Hockey Game Application

Each player A is in one of four distinct states which are listed as follows together
with an abbreviation that we will be using later to refer to the state. 1) the
puck is in A’s possession (mine), 2) the puck is in A’s teammate’s possession
(mate’s), 3) the puck is in A’s opposing team’s possession foe’s), 4) the puck is
free (fate’s).

The notion of a state is important for predicting behaviors of dynamic objects,
but rather than using the decision attribute for recording states as in [15], charac-
teristics of the hockey game application require that the condition attributes in-
corporate information about states. In the game of hockey, we know the decision
attribute (we want our team to win) and we want to find the condition attributes
(behaviors of the individual team members) that would lead to a win.

Unlike past work [5] where the behavior of objects is given by data collected
by a human watching the program, the behaviors in this research are the actual
methods coded in a programming language to perform the behavior. Codes of the
more popular behaviors, their meanings and abbreviated names are as follows:
A1 - the player chases the puck (short name Chaser), A4 - the player predicts
how he will get to the puck (Psychic Chaser), B1 - the player shoots the puck
directly on the net (Random Shooter), B3 - the player shoots the puck off the
boards onto the net (Bounce Shooter), E6 - a player is kept between the puck and
his own net (N & P Defense), I1(1) - this behavior takes in one other behavior
as parameter. The behavior codes refer to methods coded in Java. The logic for
I1(1) follows: If close to top or bottom boards use behaviour 1 else if in above
half of rink skate upwards else skate downwards. The complete set of 34 behavior
codes, their descriptions and the situations to which they apply are given in [2].

The hockey game runs in two modes: Decision table creation mode and testing
mode. Let us first examine the form of the information table created by the
hockey game.

Information Table Creation. There are four states per player and five players
per team from which 20 condition attributes can be derived. A row in the decision
table output by the hockey game follows:< t1 91, D2, E6,C7, E6, F1,C2,A1, G1,
I2[I1[D2]], E6,C2, E9, H3[B3, F1],C5,C6, E2, F1,C4, H1[A1, E6], H1[A4,C1],
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Table 1. Winning team predicted using rough set reverse prediction algorithm. This
team is called the Rough Set team. The game was run many times pitting the newly
created Rough Set team against teams with random behaviors.

Results from RSRPA - This is NOT the Decision Table
player # mine mate’s foe’s fate’s
1 I1[B1] C1 H1[A1, C7] A4
2 B2 C2 H1[A1, C6] A4
3 F1 H1[A1, C7] G1 A4
4 12[B3] E6 E6 E6
5 B3 E9 E9 H2[A4, E9]

WIN >. The first field of every row is a unique row identifier. Player 1’s behav-
iors are in fields 2 to 5, player 2’s behaviors in fields 6 to 9, and so on. The first
field for each player codes the behavior that the given player uses when he has
the puck in his possession (mine), the second field is the behavior he uses when
one of his teammates has the puck (mate’s), the third field the behavior he uses
in state foe’s, and the fourth field the behavior he uses in state fate’s. A decision
attribute that measures the success or failure of a combination of behaviors for
each player in each state completes the decision table.

Evaluation of Predictions. The hockey game can be run in a mode that
allows us to enter a team’s behaviors and run that team against hundreds of
other randomly generated teams. The best set of behaviors to achieve a win
was predicted for each player on the team using rough set reverse prediction
algorithm. Quantitative measures of RSRPA’s success at making the right pre-
dictions were obtained by computing the percentage of games won by the team
predicted by RSRPA. The higher the winning percentage, the more successful
was the prediction.

4.2 Results

We ran our new Rough Set team against 1000 other randomly generated teams.
The results were impressive. The Rough Set team won 788 of those 1000 games,
lost 144 and tied 68. Excluding the ties the Rough Set team won 84.5 % of its
games. We tested the same Rough Set team using B3 for the attribute #1 value
for player 4. The team improved, winning 835 of the 1000 games but also tying
133 of them. This resulted in a 96.4 winning percentage. Although B2 was the
expert’s choice as the best behavior for that player, we also tested the team with
behavior D2 as the attribute #1 value. Surprisingly, this team was the best of
the three tested. It won 862 games, lost only 10 and tied 127. That is a 98.9
winning percentage. The testing demonstrated that an expert can better predict
the best combinations of behaviors with the support of a decision aid.

4.3 Efficiency

In this subsection, a word on performance as we observed it from executing the
algorithm. To make data collection easy, several options were added to the game.



96 J. Johnson and P. Campeau

For example, the game can be executed with graphics off. By not generating the
graphics, a game takes on average, just over one second to execute (as opposed
to over 10 minutes with graphics on). This is an empirical analysis.

5 Summary and Conclusions

We have shown within a rough sets approach how to predict the best condition
attribute values given values for the decision attributes. A procedure to generate
decision rules using reverse prediction was specified and implemented.

A method of testing the accuracy of the rough set reverse prediction method
was devised that not only showed that RSRPA can be used with high success
in a problem domain to accomplish preset goals, but showed it in an objective,
quantitative way.

RSRPA was compared with the original rough set rule induction algorithm
RS1. The rules are optimized in the same way for reverse prediction as in the
classical algorithms for rough set rule induction (for example, those implemented
in RSES[1] or ROSETTA[9]). This was illustrated by showing where RS1 ends
and the super-algorithm RSRPA begins.

Since the Bayesian philosophy requires our assumptions to be made explicit,
the model, the probability assignments, or a simplifying assumption may be
modified to more appropriately reflect a given problem. However, an algorithm
such as RS1 is not intended to be modified to suit a particular application.
Bayesian reasoning may have advantage over rough set approach for including
reverse prediction because the former is more general. It is hard to modify an
algorithm (e.g., RS1) and know what we have done, but not so hard to modify
a formulation of a problem based on probability theory.

Researchers are struggling with the accuracy of predicting a class with a
group of attributes. Is it possible to do it reversely, i.e., predict a group of
attributes with a single class label? Should this question come to the reader’s
mind, let us be reminded that we are providing reverse prediction, not inverse
inference. Forward Prediction: C1[given],C2[given], . . . ,Cn[given] → D[predict].
Reverse Prediction: D[given] ← C1[predict],C2[predict], . . . . . . ,Cn[predict].

Pawlak has provided a way of explaining decisions deductively based on prob-
ability theory. Here we have taken the approach of modifying RS1 directly with-
out first formulating the problem using Bayes’ theorem. That means that we
are providing reverse prediction by solving an inductive inference problem. It
remains to be seen if a formulation of RSRPA within a Bayesian framework will
result in Pawlak’s deductive rules for explaining decisions.
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Abstract. An interesting application of association mining in the con-
text temporal databases is that of prediction. Prediction is to use the
antecedent of a rule to predict the consequent of the rule. But not all
of association rules may be suitable for prediction. In this paper, we in-
vestigate the properties of rules for prediction, and develop an approach
called prediction mining — mining a set of association rules that are use-
ful for prediction. Prediction mining discovers a set of prediction rules
that have three properties. First, there must be a time lag between an-
tecedent and consequent of the rule. Second, antecedent of a prediction
rule is the minimum condition that implies the consequent. Third, a
prediction rule must have relatively stable confidence with respect to
the time frame determined by application domain. We develop a pre-
diction mining algorithm for discovering the set of prediction rules. The
efficiency and effectiveness of our approach is validated by experiments
on both synthetic and real-life databases, we show that the prediction
mining approach efficiently discovers a set of rules that are proper for
prediction.

1 Introduction

Association rule mining is an important theme in data mining. Association rules
are dependency rules that describe the occurence of an itemset based on the
occurrences of other itemsets. When considered in the context of temporal data-
bases, some association rules also reveal the purported cause-effect relation be-
tween antecedent and consequent, that is, the occurrence of the antecedent im-
plies the occurrence of the consequent. We may take the antecedent as cause
and the consequent as result, a natural and interesting application of association
rules is that of making prediction. However, not all association rules are suitable
for prediction, there are several specialties for prediction rules.

First, we consider the prediction rule in the context of temporal databases.
Traditional association rule mining seeks co-occurrence relationships among data
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while does not take temporal features into consideration. However, for prediction
purpose, in many cases, temporal factors are not only important but necessary.
For example, weather greatly inpacts on corn yields. We expect to predict corn
yields based on weather indices that reflect weather changes. It is found that
similar weather indices values in April and in June may have different influences
on corn yields. In addition, the variations of weather indices in April may affect
corn yields in August, which indicates weather variations and corn yields are
not simultaneous and there is a time lag between them. It is natural to use the
events that have already happened to predict the events that might happen in
the future, a reasonable request for prediction rule is that there must be a time
lag between the antecedent and consequent in a prediction rule, which indicates
the consequent happens some time later than the antecedent. Antecedent or
consequent of a rule may comprise several events, in such cases, it is needed to
define the maximal time span constraint within antecedent or consequent, which
is the allowed time length between the occurrence of the first event and the last
event in the antecedent or consequent.

Since we predict the consequent based on the occurrence of the antecedent
of a rule, a prediction rule can be applied only if its antecedent is satisfied at
present. The more number of items (events) that an antecedent comprises, the
more difficult the antecedent is satisfied, and thus the more restricted that a rule
can be applied. Highly restricted rules may not be as useful as less restricted rules
in terms of prediction. For prediction rules, we are looking for rules, antecedent of
which includes only the most important factors that can bring out the consequent
so that the antecedent includes as small number of items as possible. E.g.,if two
rules, A1 ⇒ B and A1A2 ⇒ B, both have higher confidence than threshold, the
first rule is better than the second for prediction purpose, because to predict
the same consequent, the first rule can be applied if we detect the occurrence
of A1, while for the second needs to assure the occurence of both A1 and A2.
We formalize our thought process of discovering the most informational rule in
[1] and propose maximal potentially useful (MaxPUF) association rules model.
MaxPUF rules are a set of most informational and useful rules, characterized by
the minimum antecedent among rules of the same consequent.

The confidence of a rules denotes the strength of association between an-
tecedent and consequent, and high confidence value implies strong association.
Thus high confidence rules are desired for prediction. However, the confidence
of a rule may vary as time changes. If a rule does not maintain high confidence
all through, using such rules for prediction maybe not reliable, because it is not
sure whether the association between antecedent and consequent is still strong
in the future. Therefore, we require that a prediction rule should show the trend
of maintaining high confidence. We test whether the confidence of a rule varies
seviously over time frames determined by application domains, less variation on
confidence means the rule have the same or similar confidence value in different
time frames and implies that the rule is very likely to have similar confidence
value in the future as it has now. We define high confidence stable rule (HCSR)
as the rules that have high confidence in all time division frames, and partial
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high confidence stable rules (PHCSR) as the rules that have high confidence in
most of the time division frames. These two kinds of rules approximately have
stable high confidence value and thus are proper for prediction.

2 Related Works

Some efforts have been investigated on making use of association rule for predic-
tion with intertransaction rules [2,3,4]. Traditional association rules are looking
for co-occurrence relation within the pale transactions, thus also called intra-
transaction rules. For prediction purpose, we instead are looking for cause-effect
relationships that are time-ordered and beyond the boundary of transactions. A
new type of rules called intertransaction rules are developed to break the barrier
of transactions to discover interesting rules [5,6]. For example, inter-transaction
rules may describe the case like “If the prices of IBM and SUN go up, Microsoft’s
will most likely (80% of the time) goes up 2 days later”, where the event “IBM
and SUN go up” and “Microsoft ↪aŕs goes up” are in different transactions and
thus can not be discovered with the notion of intra-transaction rules. Intertrans-
action rule mining extends the traditional association mining by looking for
associations across transactions. However, the purpose of intertransaction rule
is not reflecting cause-effect relations, instead, it is looking for the co-occurrence
relations in a wider transaction spaces. Some intertransaction rules maybe suit-
able for prediction, while some may not. In [2,3,4], the authors discuss to use
intertransaction rules for some specific prediction tasks. Different from previous
work, in the paper, we specifically investigate the properties of rules suitable for
prediction and proposes approach to efficiently discover such rules. For example,
our work considers the prediction rule in the context of temporal rules, while
intertransaction rules generally are not. We point out that the antecedent of a
rule should be minimum to make rules more applicable for prediction, and we
develop the model of MaxPUF rules for this objective. We also measure the
stability of a rule to assure the precision of prediction.

3 Prediction Rules

In temporal databases, each item is associated with a time stamp that indicates
the occurrence time. We therefore call each item an event and denote it as a
pair (e, t), where e ∈ E and E is a set of different type of events, and t is
the occurrence time of event of type e. In this paper, we may use item e and
event of type e interchangeably. A sequence is a sequence of events [7]. The
antecedent and consequent of a temporal rules are either an event or a sequence.
Temporal databases are represented as event sequences. As there is no clear
notion of transactions in temporal databases, to count support, a widely used
method is sliding window [8]. Each window is a a slice of an event sequence,
formally, window w = [ts, te) where ts and te are start time and end time of the
window. The size of window w is t if t = te − ts. When we place a window of
size t along the sequence, and move the window forward with one more event at
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a time, then the sequence is segmented into fragments of event sequences, and
the whole sequence can be deemed as a series of partially overlapping windows.
All the fragments of event sequences can be used to simulate the transactions
in the temporal sequences. Support and confidence are then be computed based
on transactions.

3.1 Time Lag Constraints for Prediction Rules

Prediction rules are a set of temporal association rules that must have time
lag between antecedent and consequent. We use tlA⇒B to denote the time lag
between antecedent and consequent of a rule A ⇒ B. To put restrictions on
tlA⇒B, we consider two thresholds, one is called minimum time lag threshold,
denoted as tlmin, and the other is maximum time lag threshold, denoted as tlmax.
tlmin controls that the consequent should occurr later than the antecedent at
least tlmin time long, and tlmax controls that the consequent should occur after
the antecedent at no more than tlmax time length. If an antecedent (consequent)
is an event sequence, that is, there is more than one events in the antecedent,
then we also need to consider the temporal constraint within the antecedent
(consequent), which is denoted as tlw. tlw restricts the maximal time length
between the first event and the last event within the antecedent (consequent).
Moreover, we define the time stamp of a sequence equal to the time stamp of the
first event in the sequence. E.g., for a rule A ⇒ B, if both A and B consist one
event, then tlA⇒B = tB− tA; otherwise, if B = {b1, ..., bn} and A = {a1, ..., am},
tlA⇒B = tb1 − ta1 . To sum up, a prediction rule A ⇒ B satisfies the temporal
constraints that tlmin ≤ tlA⇒B ≤ tlmax, and tam − ta1 ≤ tw and tbn − tb1 ≤ tw,
where B = {b1, ..., bn}, A = {a1, ..., am}. tlmin, tlmax and tw are user-defined
parameters. Figure 1 shows the relationships among these constraints.

3.2 MaxPUF Property for Prediction Rules

A rule becomes more restricted as the antecedent includes more items. In dis-
covering prediction rules, we do not want to generate many rules, each of which
reflects a restricted case, as restricted cases may rarely happen again in the future
and thus rules reflecting such cases may be less interesting in terms of prediction.

Consequent Region

Antecedent Consequent

time

maxtl

tl w tl wtl w

tl min

Consequent

Fig. 1. Time Lag Con-
straints

We need to match antecedent of a rule for predic-
tion, thus we expect the antecedent of a prediction
rule should include only the most important fac-
tors while ignore the minors, in other words, the
antecedent is minimum in terms of the number of
items it includes. The model of MaxPUF rule we
develop in [1] is proper for this objective, which
we give a briefly introduction here. A concept P is
one or conjunction of predicate symbols. If P is a
concept, then [P ] = r (0 ≤ r ≤ 1) is an elementary
pattern, where operation “[ ]” computes the probability of a proposition over a
set of objects. If P , Q are concepts and P 	= ∅, then [Q|P ] = r is a conditional
pattern. Q is called conSequent Concept (SC), and P conDition Concept (DC)
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of the pattern. Probability r is called confidence of the pattern, and r= [QP ]
[P ] .

We can logically formulate an association rule as a conditional pattern. DC of
the conditional pattern represents the antecedent of the rule and SC represents
the consequent of the rule. Probability of the pattern denotes the confidence of
the rule. Support of the antecedent, the consequent and the rule is equal to
the probability of the corresponding elementary patterns. E.g., a rule A ⇒ B
with confidence c and support s, then the corresponding conditional pattern is
[B|A] = c, and sup(A) = [A], sup(B) = [B], s = sup(AB) = [AB].

Definition 1. MaxPUF patterns and Valid DC. Let cmin be the user-defined
minimum confidence threshold. If a pattern [B|A] = r where r ≥ cmin, and there
is no patterns in the form of [B|A′] = r′ so that r′ ≥ cmin and A′ ⊂ A, then
[B|A] = r is a MaxPUF pattern of B, and A is called a valid DC of B.

Among all high-confidence patterns of a certain SC, MaxPUF patterns are the
patterns DC of which has the smallest number of items. A Valid DC is the
minimal condition such that the SC occurs at high enough probability and Valid
DC is the set of main condition factors to assure the occurrence of the consequent
concept [1]. MaxPUF rules utmost avoid over-restricted conditions and are more
applicable for prediction. We require the prediction rules to be MaxPUF rules,
in other words, prediction rules obtain MaxPUF property.

3.3 Stable High Confidence Property for Prediction Rules

Prediction rules should reflect strong cause-effect association between antecedent
and consequent, and moreover preserved the strong association in the future.
This is a problem to test whether the confidence of a rules changes significantly
with respect to the time. Our method is to check confidence of a rule against
multiple time division frames, and examine the variations of the confidence. For
example, if a given dataset is collected in time period of t, we compute the
confidence over the time period t for each rule. Then we divide t into n time
frames, t1, t2, ..., tn (

∑n
i=1 ti = t), and compute the confidence in each of time

division frames. The optimal case is a rule has invariant confidence. Due to
noises, it is usually rare that rule has unaltered confidence value all along. We
therefore propose two approximate stable confidence rule models.

If a rule R does not have identical confidence in different time division frames,
however, in each division frame ti and in t, R has confidence higher than thresh-
old, then R shows the trend to have high confidence always. Such rules are
interesting in terms of prediction and we call them high confidence stable rules.

Definition 2. High Confidence Stable Rules (HCSR). Let ti be a time division
and

∑n
i=1 ti = t, confx(R) is confidence of rule R in time division x, and cmin

is user-defined minimum threshold. Rule R is a high confidence stable rule if
conft(R) ≥ cmin and confti(R) ≥ cmin for 1 ≤ i ≤ n.

If a rule R does not have high confidence in all the time division frames,
but does in most of them, such rules are till statistically significant and can be
selected for predicting purpose.
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Definition 3. Partial High Confidence Stable Rules (PHCSR). Rule R is a
PHCSR if |{i|confti

(R)≥cmin,1≤i≤n}|
n ≥ α . α is the significant level, 0 < α ≤ 1.

If we define α equal to 100%, the set of PHCSR is equivalent to the set of
HCSR. PHCSR have better tolerance for noise, and it can control the level of
noise tolerance by adjusting the significant level α. Larger α value reduces the
number of rules qualified and vice versa.

Definition 4. Prediction Rules. Prediction rules are rules satisfying MaxPUF
property, time lag constraints between and within antecedent and consequent, and
are (partial) high confidence stable rules.

4 Prediction Mining Algorithm

The algorithm includes two phases. First is to discover a set of candidate predic-
tion rules, which satisfying MaxPUF property and time lag constraints. Second
is to select HCSR or PHCSR from the candidate rules as prediction rules.

4.1 Discover Candidate Prediction Rules

Mining Schema. To discover candidate rule, we consider to push tlw, tlmin and
tlmax constraints and MaxPUF property. We can make use of the constraints to
prune more unlikely candidates during the mining and improve mining efficiency.
Since association rules can be represented as patterns as stated in Section 3.1,
we may interchangeably use patterns and rules in the following discussions. We
first introduce a Lemma on association rule.

Lemma 1. The necessary condition that a pattern [X1X2...Xn|A] ≥ cmin holds
is that ∀Xi, [Xi|A] ≥ cmin for 1 ≤ i ≤ n holds, where Xi is a 1-itemset concept.

tl w

− tl mint B− tl maxt B

DCR

maxtl

tl min

DC={A} DC={A} SC={B}{A}

Fig. 2. tlmin and tlmax

If a pattern [A|B] ≥ cmin, we say [A|B]
is a valid pattern referring to cmin. We
adopt level-wise method to generate candi-
date patterns, i.e., first discover 1-itemset
SC patterns, then 2-itemset SC patterns
and etc. Lemma 1 says that the validity
of the patterns with k-itemset SC depends
on the valid patterns with 1-itemset SC.
For discovering valid k-itemset SC patterns,
only if two or more valid 1-itemset SC pat-

terns have DC in common, we can generate a possible candidate pattern as
follows: DC of the candiate pattern is the common DC, and SC is the com-
bination of SCs from those 1-itemset SCs patterns. We can see the discovery
of 1-itemset SC patterns can be separated from the discovery of k-itemset SC
patterns, and the latter process is dependent on the former one. We design a
new discovery schema that includes two steps. First step is called DC-expansion,
which is to discover valid patterns of 1-itemset SC. The second step is called
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SC-expansion, which is to discover k-itemset SC patterns based on 1-itemset SC
patterns discovered in the first step. In DC-expansion, for each 1-itemset SC, find
DCs that compose valid patterns with the 1-itemset SC. DC-expansion adopts
level-wise method that checks from 1-itemset DCs to k-itemset DCs. Each level
loop includes three steps. First is to generate k-itemset candidate DCs using
(k− 1)-itemset DCs. Second is to evaluate the patterns that are composed with
the generated k-itemset DC candidates and the 1-itemset SC, and select the valid
DCs. The last step is to select k-itemset DCs for generating (k +1)-itemset can-
didate DCs in the next level loop. The process begins with 1-itemset DCs, and
loops until there is no candidate DCs are generated. In DC-expansion, we can
make use of time lag constraints and MaxPUF property to prune DC candidates,
and we discuss these in details later in the paper. SC-expansion is to discover
k-itemset SC patterns where 2 ≤ k ≤ n. Again, we use level wise method to
generate SC candidates from 2-itemsets to n-itemsets.

Implement tlw Constraint. In temporal rule mining, it adopts sliding window
for counting support of events [9]. The support of a event sequence equals to
the number of windows passing by it. Only events within a window are counted
together. By controlling the window size, we control the allowed number of events
that are counted together. Assume each event has one unit time duration, then
the number of events of an event sequence equals to its time span length. If we
set up the sliding window size equal to or less than tlw, we then make sure that
the antecedent and consequent will satisfy the requirement of tlw.

Implement tlmin and tlmax constraints. We first consider to push these con-
straints in 1-itemset SC patterns, e.g., [B|A] where B=(B, tB) and B includes
one event. In order to satisfy tlmin ≤ tlA⇒B ≤ tlmax, A should only include
events that are in the time region [tB − tlmax, tB − tlmin], as shown in Figure
2. For each SC, there is a time region where the DC candidates should be con-
structed from and we call the region DC Constraint Region (DCR). A pattern
[B|A] is said valid refering to the time lag constraints if A ∈ DCRB .

Setting DCR = [tB − tlmax, tB − tlmin], however, might cause problem
in SC-expansion. The error cases occur when a k-itemset SC pattern is valid
but not all of of its related 1-itemset SC patterns are valid. For example, as-
sume [B1,B2, ...,Bk|A] ≥ cmin, and the time stamp of the SC is tB1 . If pattern
[B1,B2, ...,Bk|A] is valid, then tA ∈ [tB1 − tlmax, tB1 − tlmin]. We can deduce
that [B1|A] is valid, but we do not know whether all others [B2|A],...,[Bk|A]
are valid. If any [Bi|A] is not valid, pattern [B1,B2, ...,Bk|A] cannot be discov-
ered because [Bi|A] is not discovered in DC-expansion. To solve this, we instead
use DCR = [tB − tlmax + tw, tB − tlmin + tw] in constructing DC candidates.
We broaden DCR to ensure that those 1-itemset SC patterns, which might be
needed to generate the corresponding patterns with k-itemset SC, are generated.

Implement MaxPUF Property. To discover patterns that satisfy MaxPUF
property, it is a process to find Valid DCs for each SC. Actually, based on the
definition of MaxPUF rules, for any SC, if a k-itemset DC is a Valid DC of
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the SC, then none of its (k-1)-itemset subconcepts are Valid DCs of the SC.
Therefore, a k-itemset DC should be a candidate only if none of its (k−1)-itemset
subconcepts are Valid DCs. Thus in generating k-itemset candidate DCs, only
use those (k − 1)-itemset DCs that are not Valid DCs.

4.2 Select Stable Rules

To check the stability of rules, we need to set up a time division schema. There
are two kinds of time division schemas. One is evenly distributed division, which
evenly divides a period of length t into n divisions and each division frame is of
length t

n . A more complex schema is unevenly distributed division, which divides
a period into division frames of various lengths. Unevenly distributed division
schema provides more flexibilities, for example, when discovering rules from a
weather database, rules about the event of rain may have dense distributions
from June to August, while sparse distributions in other months. In such case,
we may need to design a time schema that has more divisions from June to
August and less divisions in other months. Generally, time-division schema is
application dependent. Given a time division schema, for each candidate predic-
tion rule generated in Phase I, we compute the confidence of the rule in each
time division frame, and select HCSR and PHCSR referring to α as prediction
rules.

5 Experiments and Analysis

The experiments are designed to test effectiveness and efficiency of prediction
mining approach. We compare effect of different parameter, and evaluate the
set of generated prediction rules for making prediction. A set of comprehensive
performance studies are conducted on both synthetic and real-life datasets. The
synthetic dataset generator is retrieved from IBM Almaden research center. The
programs are coded in C++, and experiments are conducted on a 950 MHz Intel
Pentium-III PC with 512 MB main memory. Figure 3 to 7 show experimental
results on synthetic dataset T25D100kI10. Table 1 presents experimental results
on a real weather database.
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5.1 Analaysis of Effects of Different Constraints

smin and cmin When smin decreases, the running time greatly increases, since
more itemsets satisfy smin, sometimes almost exponentially more candidate item-
sets are generated; the number of rules generated also slowly increases as support
decreases, it is not significant because the number of rules is also decided by con-
fidence threshold, and cmin has more to do with it than smin. As cmin increases,
the number of candidate prediction rules generated decreases.

From Figure 5, we see as cmin decreases, the running time slowly decreases.
This is different from Apriori algorithm, for which the time increases as confi-
dence decreases. To explain this, we notice that cmin affects on checking MaxPUF
property. On one hand, as cmin decreases, for each SC, it is more likely that its
Valid DCs appear in earlier level loops in the DC-expansion, and thus less DC
candidates are generated in later loops. On the other hand, in SC-expansion,
larger cmin blocks more SC candidates earlier, and thus less time is needed. But
DC-expansion is more time consuming than SC-expansion, so as a whole the run-
ning time decreases as cmin decreases. It is deserved to point out that compared
with smin, cmin has less affection on running time.

tlw constraint. tlw has great affection on running time from two aspects. On one
hand, larger tlw has less restrictions for constructing antecedent and consequent,
thus more candidates are generated and more running time is needed. on the
other hand, sine support counting time is proportional to sliding window size,
larger tlw results in support counting more time-consuming. In DC-expansion,
antecedent candidates are constructed from a time region DCR, and the size of
DCR depends on both tlw and tmax − tmin. The larger the tlw is, the more DC
candidates are generated. As tlw increases, the number of rules generated also
increases, this is because there are more DC and SC candidates satisfy time lag
constraint. We also noticed that when tlw reaches certain value, the changes on
the number of rules generated become less significant. E.g., in our experiments
for tlw = 5 and tlw = 6, the rule set generated are very similar. This is because
that most of possible rules have been discovered when tlw is large enough and
thus further increasing tlw cannot bring out more rules.

tmin and tmax. If both tmin and tmax increases or decrease by similar value,
the running time does not change significantly. Actually the gap between tmin
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and tmax that have more affections on running time. Time increases as the gap
is larger. DC and SC candidates are constructed from the gap regions between
tmin and tmax, and larger gap means less regions are in the sequence. In terms
of the number of rules generated, as the gap increase, less rules are generated.

5.2 Evaluation of Prediction Rules

To further evaluate the precision of prediction rules discovered, we evaluate the
rules generated from real databases. The data is collected from the weather
station at Clay Center, Nebraska. We intend to discover rules that demonstrate
the relations between climatic events and drought events and can be used for
prediction. To evaluate the set of rules generated, we use precision metrics, which
is a widely used quality metrics in information retrieval. Precision is defined as
the percentage of interesting rules discovered among all the rules discovered by
an algorithm, i.e., precision = # of interesting rules discovered

# of rules discovered . The larger the
precision value is, the more precise and better the rule set discovered is. The
summarized result in Table 1, where the prediction rules discovered are HCSR
and PHCSR, and interesting rules are identified by the domain experts. From
the results, we can see as for different α value, the precision is different. For this
dataset, in general, as α decrease, more prediction rules are discovered, but the
precision value decreases. In general, higher α value is preferred.

Table 1. Evaluation of Prediction Rule Set

cmin = 0.8, smin = 0.5, tw = 2 cmin = 0.8, smin = 0.5, tw = 3
# of HCSR =15 # of HCSR =19

α #PHCSR# Interest. RulesPrecision(%) α #PHCSR# Int. RulesPrecision(%)
0.9 20 28 28/35=0.8 0.9 30 30 30/49=0.61
0.7 31 31 31/46=0.67 0.7 46 35 35/65=0.53
0.5 63 35 35/78=0.44 0.5 83 39 39/102=0.38

6 Conclusion

In this paper, we propose prediction mining approach to discover a set of associ-
ation rules that are proper for prediction. We discuss the properties of prediction
rules, based on which we develop the model of prediction rules. An algorithm
for mining prediction rules is proposed. Experimental results shows that the
proposed algorithm can efficiently discover a set of prediction rules, and experi-
ments on real database show the set of prediction rules discovered can be used
for prediction with relatively good precision.
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Abstract. Association rule algorithms often generate an excessive num-
ber of rules, many of which are not significant. It is difficult to determine
which rules are more useful, interesting and important. We introduce a
rough set based process by which a rule importance measure is calcu-
lated for association rules to select the most appropriate rules. We use
ROSETTA software to generate multiple reducts. Apriori association rule
algorithm is then applied to generate rule sets for each data set based on
each reduct. Some rules are generated more frequently than the others
among the total rule sets. We consider such rules as more important.
We define rule importance as the frequency of an association rule among
the rule sets. Rule importance is different from rule interestingness in
that it does not consider the predefined knowledge on what kind of in-
formation is considered to be interesting. The experimental results show
our method reduces the number of rules generated and at the same time
provides a measure of how important is a rule.

Keywords: Rough Sets, Association Rules, Rule Importance Measure.

1 Introduction

Rough sets theory was first presented by Pawlak in the 1980’s [1]. He introduced
an early application of rough sets theory to knowledge discovery systems, and
suggested that rough sets approach can be used to increase the likelihood of
correct predictions by identifying and removing redundant variables. Efforts into
applying rough sets theory to knowledge discovery in databases has focused on
decision making, data analysis, discovering and characterizing the inter-data
relationships, and discovery interesting patterns [2].

Although the rough sets approach is frequently used on attribute selection,
little research effort has been explored to apply this approach to association
rules generation. The main problem of association rules algorithm is that there
are usually too many rules generated, and it is difficult to process the large
amount of rules by hand. In the data preprocessing stage, redundant attributes
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can be found by a rough sets approach. By removing the redundant attributes,
association rules generation will be more efficient and more effective.

Klemettinen introduced the concept of rule templates [3]. Properly defined
rule templates can be helpful on generating desired association rules to be used
in decision making and collaborative recommender systems [4], [5].

We discuss how the rough sets theory can help generating important asso-
ciation rules. We are interested in applying these rules for making decisions.
Therefore, the type of rules we are looking for are rules which have, on the con-
sequent part, the decision attributes, or items that can be of interest for making
decisions. We propose a new rule importance measure based on rough sets to
evaluate the utilities of the association rules. This method can be applied in both
decision making and recommender system applications.

We discuss related work on association rules algorithm, the rough sets theory
on rule discovery and recommender system in Section 2. In Section 3 we show
our approach to generate reduct sets, and introduce the new rule importance
measure. In Section 4, we describe our experiments on an artificial data set and
a sanitized geriatric care data set. Finally we summarize our contributions and
discuss next step work in Section 5.

2 Related Work

2.1 Association Rules Algorithm

An association rules algorithm helps to find patterns which relate items from
transactions. For example, in market basket analysis, by analyzing transaction
records from the market, we could use association rules algorithm to discover
different shopping behaviors. Association rules can then be used to express these
kinds of behaviors, thus helping to increase the number of items sold in the
market by arranging related items properly.

An association rule [6] is a rule of the form α → β, where α and β represent
itemsets which do not share common items. The association rule α → β holds
in the transaction set L with confidence c, c = |α∪β|

|α| , if c% of transactions in L

that contain α also contain β. The rule α → β has support s, s = |α∪β|
|L| , if s% of

transactions in L contain α ∪ β. Here, we call α antecedent, and β consequent.
Confidence gives a ratio of the number of transactions that the antecedent and
the consequent appear together to the number of transactions the antecedent
appears. Support measures how often the antecedent and the consequent appear
together in the transaction set.

A problem of using association rules algorithm is that there are usually too
many rules generated and it is difficult to analyze these rules. Rule interesting-
ness measures have been proposed to reduce the number of rules generated.

2.2 Rough Sets Theory and Rule Discovery

Rough Sets was proposed to classify imprecise and incomplete information.
Reduct and core are two important concepts in rough sets theory. A reduct
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is a subset of attributes that are sufficient to describe the decision attributes.
Finding all the reduct sets for a data set is a NP-hard problem [7]. Approxima-
tion algorithms are used to obtain the reduct set [8]. All reducts contain core.
Core represents the most important information of the original data set. The
intersection of all the possible reducts is the core.

Hu et al. [9] introduced core generation and reduct generation algorithms
based on the rough sets theory and efficient database operations.

Procedure 1. Core Generating Algorithm
Input: Decision table T (C, D). Output: Core attributes.
(1) Core ← φ
(2) For each attribute A ∈ C
(3) If Card(Π(C −A + D)) 	= Card(Π(C −A))
(4) Then Core = Core ∪ A

where C is the set of condition attributes, and D is the set of decision attributes.
Card denotes the count operation, and Π denotes the projection operation.

There have been contributions on applying rough sets theory to rule discov-
ery. Rules and decisions generated from the reduct are representative of the data
set’s knowledge. In [10], two modules were used in the association rules mining
procedure for supporting organizational knowledge management and decision
making. Self-Organizing Map was applied to cluster sale actions based on the
similarities in the characteristics of a given set of customer records. Rough sets
theory was used on each cluster to determine rules for association explanations.
Hassanien [11] used rough sets to find all the reducts of data that contain the
minimal subset of attributes associated with a class label for classification, and
classified the data with reduced attributes.

Rough sets can be used to determine whether there is redundant information
in the data and whether we can find essential data needed for our applications.
We expect fewer rules will be generated due to fewer attributes.

2.3 Recommender Systems

Not many research efforts are found on applying association rules algorithms
for collaborative filtering recommender systems, one of the two types of recom-
mender systems of interest. The rule templates [3] can be appropriately defined
to extract rules that match the templates in the post processing of the associa-
tion rules generation. Therefore this method can increase both the efficiency and
the accuracy of recommendations. In our experiment, we define rule template,
and generate rules with only decision attributes on the consequent part. This
type of recommendation rules can be used to make decisions.

3 Rules, Measures and Templates

3.1 Motivation

In medical diagnosis, a doctor requires a list of symptoms in order to make a
diagnosis. For different diseases, there are different patient symptoms to examine.
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However, there are some routine exams that the doctor must perform for all the
patients, such as the age of the patient, the blood pressure, the body temperature
and so on. There are other symptoms that doctors may take into consideration,
such as whether the patients have difficulty walking, whether the patients have
bladder problems and so on. We would like to find the most important symptoms
for diagnoses. We know that the symptoms that are checked more frequently
are more important and essential for making diagnoses than those which are
considered less frequently. However, both the symptoms that require frequent
checking and the symptoms that are checked less frequently are included in the
list of checkup symptoms. In this way, the doctor will make a precise diagnose
based on all possible patient information.

3.2 Rule Importance

The medical diagnosis process can be considered as a decision making process.
The symptoms can be considered as the condition attributes. The diagnosed dis-
eases can be considered as the decision attributes. Since not all symptoms need
to be known to make a diagnosis, the essential symptoms are considered as rep-
resentative. These symptoms can be selected by a reduct generation algorithm.

All the patient information can also be represented in a transaction data set,
with each patient’s record considered to be an item set. Association rules algo-
rithm can be applied on this transaction data set to generate rules, which have
condition attributes on the antecedent part and decision attributes on the con-
sequent part of the rules. Rules generated from different reduct sets can contain
different representative information. If only one reduct set is being considered
to generate rules, other important information might be omitted. Using multi-
ple reducts, some rules will be generated more frequently than other rules. We
consider the rules that are generated more frequently more important.

We propose a new measure, Rule Importance, to evaluate the importance of
rules. A rule is defined to be important by the following definition.

Definition 1. If a rule is generated more frequently across different rule sets,
we say this rule is more important than other rules.

Rule importance measure is defined as follows,

Definition 2.

Rule Importance Measure =
Number of times a rule appears in all rule sets

Number of reduct sets

Suppose for a certain data set, there are 3 reducts used for rule generation.
For reduct1, the rule set generated is {a, b → 1; a → 0; b, c → 1}; for reduct2,
the rule set generated is {b → 1; b, c → 1; c, d → 0}; for reduct3, the rule set
generated is {a, c, d → 1; b, c → 1; c, d → 0}. Rule b, c → 1 is generated from all
the 3 reducts, and its rule importance is 3/3 = 100%. Rule c, d → 0 is generated
from 2 reducts, therefore its importance is 2/3 = 66.67%. The rest rules are only
generated once among the 3 rule sets. Their rule importance are 1/3 = 33.33%.



A Rough Set Based Model to Rank the Importance of Association Rules 113

Rule importance is different from rule interestingness since it does not re-
quire predefined knowledge of what is interesting. Without considering people’s
interests, rule importance provides diverse choices of how important is a rule.

3.3 Specifying Rule Templates for Wanted and Subsumed Rules

Apriori association rules algorithm is used to generate rules. Because our inter-
est is to make decisions or recommendations based on the condition attributes,
we are looking for rules with only decision attributes on the consequent part.
Therefore, we specify the following rule templates for extracting rules we want.

〈Attribute1,Attribute2, ...,Attributen〉→ 〈DecisionAttribute〉
This template specifies only decision attributes can be on the consequent of a
rule, and Attribute1, Attribute2,..., Attributen lead to a decision of
DecisionAttribute.

We specify the rules to be removed. For example, given rule

〈Attribute1,Attribute2〉→ 〈DecisionAttribute〉
the following rules

〈Attribute1,Attribute2,Attribute3〉→ 〈DecisionAttribute〉
〈Attribute1,Attribute2,Attribute6〉→ 〈DecisionAttribute〉

can be removed because they are subsumed.

Preprocessing

ROSETTA Genetic Algorithm
for Reduct Generation

Reduct 1

Original Data

Rule Importance
Measures

Reduct 2 ... Reduct n

RuleSet1

AssociationRuleGeneration

RuleSet2 ... RuleSetn

Evaluation

Core Attributes
Generation

Fig. 1. Experiment Procedure
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3.4 Experiment Procedure

In our experiments, we first preprocess the original data set. Then the data is
imported to ROSETTA [12] for reduct generation. Association rules algorithm
is applied to generate multiple rule sets for multiple reducts. Rule templates are
used in the rule generation stage. The rule importance measure is used to rank
these rules. Core attributes are generated from the preprocessed data set to help
evaluating the rules. The following experimental procedure in Figure 1 shows the
proposed rough sets based model to rank the importance of association rules.

4 Experiment

We experiment on two data sets. ROSETTA GUI version 1.4.411 is used for
reduct generation. The apriori algorithm [13] for large item sets generation and
rule generation is performed on Sun Fire V880, four 900MHz UltraSPARC III
processors, with 8GB of main memory.

4.1 Experiment on a Car Data Set

The first data set we experiment on is an artificial data set about cars [14], as
shown in Table 1. It is used to decide the mileage of different cars. The condition
attributes are make mode, cyl, door, displace, compress, power, trans, weight.
Mileage is the decision attribute. There are 14 instances. The data set does not
contain missing attribute values.

For the car data set, the core attributes are, make model, and trans.
ROSETTA generates 4 reducts as shown in Table 2. We then generate the rule
sets based on these 4 reduct sets with support = 1%, confidence = 100%, and
we also rank their rule importance, as shown in Table 3.

Discussion. From Table 3, the first 2 rules have an importance of 100%. This
matches our experiences on cars. The auto transmission cars usually have a lower
mileage than the manual cars. Japanese cars are well known for using less gas and
higher mileage. The rule “Door 4 → Mileage Medium” has a lower importance
because the number of doors belonging to a car does not affect car mileage.
We noticed that two rules with importance of 100% contain core attributes and
only core attributes to make a decision of mileage. For the rest of the rules with
importance less than 100%, the attributes on the left hand side of a rule contains
non-core attributes. This observation implies that core attributes are important
when evaluating the importance of the rules. Our method of generating rules
with reduct sets is efficient. There are 6327 rules generated from the original data
without using reducts or rule templates. 13 rules are generated using reducts and
rule templates.
1 ROSETTA provides approximation algorithms for reduct generation: Johnson’s al-

gorithm, Genetic algorithm and others. Johnson’s algorithm returns a single reduct.
Genetic algorithm returns multiple reducts. We use genetic algorithm with the option
of full discernibility.
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Table 1. Car Data Set

make model cyl door displace compress power trans weight mileage
USA 6 2 Medium High High Auto Medium Medium
USA 6 4 Medium Medium Medium Manual Medium Medium
USA 4 2 Small High Medium Auto Medium Medium
. . . . . . . . . . . . . . . . . . . . . . . . . . .

Japan 4 2 Small Medium Low Manual Medium High
Japan 4 2 Small High Medium Manual Medium High
USA 4 2 Small High Medium Manual Medium High

Table 2. Reduct Sets Generated by Genetic Algorithm for Car Data Set

No. Reduct Sets
1 {make model, compress, power, trans}
2 {make model, cyl, compress, trans}
3 {make model, displace, compress, trans}
4 {make model, cyl, door, displace, trans, weight}

Table 3. The Rule Importance for the Car Data Set

No. Selected Rules Rule Importance
1 Trans Auto → Mileage Medium 100%
2 JapanCar → Mileage High 100%
3 USACar, Compress Medium → Mileage Medium 75%
4 Compress High, Trans Manual → Mileage High 75%
5 Displace Small, Trans Manual → Mileage High 50%
6 Cyl 6 → Mileage Medium 50%

. . . . . . . . .
12 Door 4 → Mileage Medium 25%
13 Weight Light → Mileage High 25%

4.2 Experiment on a Medical Data Set

In this experiment, a sanitized geriatric care data set is used as our test data
set. This data set contains 8547 patient records with 44 symptoms and their
survival status. The data set is used to determine the survival status of a patient
giving all the symptoms he or she shows. We use survival status as the decision
attribute, and the 44 symptoms of a patient as condition attributes, which in-
cludes education level, the eyesight, the age of the patient at investigation and
so on. 2 There is no missing value in this data set. Table 4 gives selected data
records of this data set.

There are 12 inconsistent data entries in the medical data set. After removing
these instances, the data contains 8535 records. 3

2 Refer to [15] for details about this data set.
3 Notice from our previous experiments that core generation algorithm can not return

correct core attributes when the data set contains inconsistent data entries.
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Table 4. Geriatric Care Data Set

edulevel eyesight health trouble livealone cough hbp heart . . . studyage sex livedead
0.6364 0.25 0.25 0.00 0.00 0.00 0.00 0.00 . . . 73.00 1.00 0
0.7273 0.50 0.25 0.50 0.00 0.00 0.00 0.00 . . . 70.00 2.00 0
0.9091 0.25 0.00 0.00 0.00 0.00 1.00 1.00 . . . 76.00 1.00 0
0.5455 0.25 0.50 0.00 1.00 1.00 0.00 0.00 . . . 81.00 2.00 0
0.4545 0.25 0.25 0.00 1.00 0.00 1.00 0.00 . . . 86.00 2.00 0

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Table 5. Reduct Sets for the Geriatric Care Data Set after Preprocessing

No. Reduct Sets
1 {edulevel,eyesight,hearing,shopping,housewk,health,trouble,livealone,

cough,sneeze,hbp,heart,arthriti,eyetroub,eartroub,dental,
chest,kidney,diabetes,feet,nerves,skin,studyage,sex}

. . . . . .
86 {edulevel,eyesight,hearing,shopping,meal,housewk,takemed,health,

trouble,livealone,cough,tired,sneeze,hbp,heart,stroke,arthriti,
eyetroub,eartroub,dental,chest,stomach,kidney,bladder,diabetes,
feet,fracture,studyage,sex}

There are 14 core attributes generated for this data set. They are eartroub,
livealone, heart, hbp, eyetroub, hearing, sex, health, edulevel, chest, housewk, di-
abetes, dental, studyage. Table 5 shows selected reduct sets among the 86 reducts
generated by ROSETTA. All of these reducts contain the core attributes. For
each reduct set, association rules are generated with support = 30%,
confidence = 80%. 4

Discussion. There are 218 rules generated and ranked according to their rule
importance as shown in Table 6. We noticed there are 8 rules having impor-
tance of 100%. All attributes contained in these 8 rules are core attributes.
These 8 rules are more important when compared to other rules. For exam-
ple, consider rule No.5 and No.11. Rule No.11 has an importance measure of
95.35%. The difference between these two rules is that rule No.5 contains at-
tribute Livealone, HavingDiabetes, HighBloodPressure, and rule No. 11 contains
the first 2 attributes, and instead of HighBloodPressure, SeriousNerveProblem
is considered to decide whether the patient will survive. Generally high blood
pressure does affect people’s health condition more than nerve problem in com-
bination with the other 2 symptoms. Rule No.11 are more important than rule
No.218 because in addition to the NerveProblem, whether a patient is able to take
medicine by himself or herself is not as fatal as whether he or she has diabetes, or
lives alone without care. With the same support and confidence, 2, 626, 392 rules
4 Note that the value of support and confidence can be adjusted to generate as many

or as few rules as required.
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Table 6. The Rule Importance for the Geriatric Care Data Set

No. Selected Rules Rule Importance
1 SeriousChestProblem → Dead 100%
2 SeriousHearingProblem, HavingDiabetes → Dead 100%
3 SeriousEarTrouble → Dead 100%
4 SeriousHeartProblem → Dead 100%
5 Livealone, HavingDiabetes, HighBloodPressure → Dead 100%

. . . . . . . . .
11 Livealone, HavingDiabetes, NerveProblem → Dead 95.35%
. . . . . . . . .
217 SeriousHearingProblem, ProblemUsePhone → Dead 1.16%
218 TakeMedicineProblem, NerveProblem → Dead 1.16%

are generated from the original medical data set without considering reduct sets
or rule templates. Our method efficiently extracts important rules, and at the
same time provides a ranking for important rules. Johnson’s reduct generation
algorithm [12] generates one reduct with the minimum attributes. 16 rules are
generated using this reduct [15]. The 8 rules with 100% importance in Table 6
are also generated. Although the reduct generated by Johnson’s algorithm can
provide all the 100% importance rules, the result does not cover other important
rules. A doctor may be interested to know a patient is not in a good condition, if
he is living alone, has diabetes and also coughs often. This information is more
important than whether a patient has diabetes and loses control of the bladder.
The experimental results show that considering multiple reducts gives us more
diverse view of the data set, the rule importance measure provides a ranking of
how important is a rule. Important rules consist of only core attributes.

5 Conclusions

We introduced a rough set based model which provides an automatic and effi-
cient way of ranking important rules for decision making applications. The core
attributes should be taken into consideration while choosing important and use-
ful rules. By considering as many reduct sets as possible, we try to cover all
representative subsets of the original data set.

This method can be combined with other human specified interestingness
measures to evaluate rules. In the future, we are interested in studying this rule
importance measure on large recommender system to improve the quality of the
recommendations.
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Abstract. Data models that are induced in classifier construction often
consists of multiple parts, each of which explains part of the data. Classi-
fication methods for such models are called the multimodal classification
methods. The model parts may overlap or have insufficient coverage.
How to deal best with the problems of overlapping and insufficient cov-
erage? In this paper we propose hierarchical or layered approach to this
problem. Rather than seeking a single model, we consider a series of
models under gradually relaxing conditions, which form a hierarchical
structure. To demonstrate the effectiveness of this approach we imple-
mented it in two classifiers that construct multi-part models: one based
on the so-called lattice machine and the other one based on rough set
rule induction. This leads to hierarchical versions of the classifiers. The
classification performance of these two hierarchical classifiers is compared
with C4.5, Support Vector Machine (SVM), rule based classifiers (with
the optimisation of rule shortening) implemented in Rough Set Explo-
ration System (RSES), and a method combining k-nn with rough set
rule induction (RIONA in RSES). The results of the experiments show
that this hierarchical approach leads to improved multimodal classifiers.

Keywords: Hierarchical classification, multimodal classifier, lattice ma-
chine, rough sets, rule induction, k-NN.

1 Introduction

Many machine learning methods are based on generation of different models with
separate model parts, each of which explains part of a given dataset. Examples
include decision tree induction [24], rule induction [1] and the lattice machine
[21]. A decision tree consists of many branches, and each branch explains certain
number of data examples. A rule induction algorithm generates a set of rules as
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a model of data, and each rule explains some data examples. The lattice machine
generates a set of hypertuples as a model of data, and each hypertuple covers
a region in the data space. We call this type of learning multimodal learning or
multimodal classification.

In contrast some machine learning paradigms do not construct models with
separate parts. Examples include neural networks, support vector machines and
Bayesian networks.

In the multimodal learning paradigm the model parts may overlap or may
have insufficient coverage of a data space, i.e., the model does not cover the
whole data space. In a decision tree the branches do not overlap and cover the
whole data space. In the case of rule induction, the rules may overlap and may
not cover the whole data space. In the case of lattice machine the hypertuples
overlap and the covering of the whole data space is not guaranteed too.

Overlapping makes it possible to label a data example by more than one class
whereas insufficient coverage makes it possible that a data example is not labeled
at all. How to deal best with the overlapping and insufficient coverage issues?

In this paper we consider a hierarchical strategy to answer this question. Most
machine learning algorithms generate different models from data under different
conditions or parameters, and they advocate some conditions for optimal models
or let a user specify the condition for optimal models. Instead of trying to find the
‘optimal’ model we can consider a series of models constructed under different
conditions. These models form a hierarchy, or a layered structure, where the
bottom layer corresponds to a model with the strictest condition and the top
layer corresponds to the one with the most relaxed condition. The models in
different hierarchy layers correspond to different levels of pattern generalization.

To demonstrate the effectiveness of this strategy we implemented it in two
classifiers that construct multi-part models: one based on the lattice machine,
and the other one based on rough set rule induction. This leads to two new
classification methods.

The first method, called HCW, is a hierarchical version of the CaseEx-
tract/CE (or CE/CE for short) classifier – the operations in the lattice ma-
chine [21]. As mentioned earlier, the lattice machine generates hypertuples as
model of data, but the hypertuples overlap (some objects are multiply covered)
and usually only a part of the whole object space is covered by the hypertuples
(some objects are not covered). Hence, for recognition of uncovered objects, we
consider some more general hypertuples in the hierarchy that covers these ob-
jects. For recognition of multiply covered objects, we also consider more general
hypertuples that cover (not exclusively) the objects. These covering hypertuples
locate at various levels of the hierarchy. They are taken as neighbourhoods of the
object. A special voting strategy has been proposed to resolve conflicts between
the object neighbourhoods covering the classified object.

The second method, called RSES-H, is a hierarchical version of the rule-
based classifier (hereafter referred to by RSES-O) in RSES [23]. RSES-O is
based on rough set methods with optimisation of rule shortening. RSES-H con-
structs a hierarchy of rule-based classifiers. The levels of the hierarchy are defined
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by different levels of minimal rule shortening [2,23]. A given object is classified
by the classifier from the hierarchy that recognizes the object and corresponds
to the minimal generalisation (rule shortening) in the hierarchy of classifiers.

We compare the performance of HCW and RSES-H with the well known
classifiers C5.0 [13], SVM [17], and also with CE/C2 [18,20], RSES-O, and
RIONA that is a combination of rough sets with k-nn [7,23]. The evaluation
of described methods was done through experiments with benchmark datasets
from UCI Machine Learning Repository. The results of experiments show that in
many cases the hierarchical approach leads to improved classification accuracy.

It is necessary to note that our hierarchical approach to multimodal classifica-
tion is different from the classical hierarchical classification framework (see, e.g.,
[6,16,12,5,3,4,8]), which aims at developing methods to learn complex, usually
hierarchical, concepts. In our study we do not consider the hierarchical structure
of the concepts in question; therefore our study is in fact a hierarchical approach
to flat classification.

2 HCW: Hierarchical Lattice Machine

In this section we present one implementation of our hierarchical approach to
multimodal classification. This is a hierarchical version of the CE/C2 algorithm
in the lattice machine, referred to by HCW.

A lattice machine [18,21] is a machine learning paradigm that constructs a
generalised version space from data, which serves as a model (or hypothesis) of
data. A model is a hyperrelation, or a set of hypertuples (patterns), such that
each hypertuple in the hyperrelation is equilabelled, supported, and maximal.
Being equilabelled means the model is consistent with data (i.e., matches objects
with the same decision only); being maximal means the model has generalisation
capability; and being supported means the model does not generalise beyond the
information given in the data. When data come from Euclidean space, the model
is a set of hyperrectangles consistently, tightly and maximally approximating
the data. Observe that, this approach is different from decision tree induction,
which aims at partition of the data space. Lattice machines have two basic op-
erations: a construction operation to build a model of data in the form of a set
of hypertuples, and a classification operation that applies the model to classify
data. The Lm algorithm [19] constructs the unique model but it is not scalable
to large datasets. The efficient algorithm CaseExtract presented in [18] con-
structs such a model with the maximal condition relaxed. When such a model is
obtained, classification can be done by the C2 algorithm [20]. C2 distinguishes
between two types of data: those that are covered by at least one hypertuple
(primary data), and those that are not (secondary data). Classification is based
on two measures. Primary data t is put in the same class as the hypertuple that
covers t, and secondary data are classified with the use of these two measures.
Some variants of C2 are discussed in [21]. However, the classification accuracy is
still not desirable for secondary data. Table 1 shows some experimental results
by CE/C2. We can see clearly that C2 performed extremely well on primary
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data. Since the overall performance is the weighted average of those of primary
and secondary data, it is clear that C2 performed poorly on secondary data.

We implement the hierarchical strategy in the lattice machine with the ex-
pectation that the classification accuracy of the lattice machine can be improved.
Here is an outline of the solution.

We apply the CaseExtract algorithm repeatedly to construct a hierarchy
of hypertuples. The bottom layer is constructed by CaseExtract directly from
data. Then those data that are covered by the hypertuples with small coverage
are marked out in the dataset, and the algorithm is applied again to construct
a second layer. This process is repeated until a layer only with one hypertuple
is reached. At the bottom layer all hypertuples are equilabelled, while those at
higher layers may not be equilabelled.

To classify a data tuple (query) we search through the hierarchy to find a
hypertuple at the lowest possible layer that covers the query. Then all data
(including both marked and unmarked) covered by the hypertuple are weighted
by an efficient counting-based weighting method. The weights are aggregated and
used to classify the query. This is similar to the weighted k-nearest neighbour
method, but it uses counting instead of distance to weigh relevant data.

2.1 Counting-Based Weighting Measure

In this section we present a counting-based weighting measure, which is suitable
for use with hypertuples.

Suppose we have a neighbourhood D for a query tuple (object) t and elements
in D may come from any class. In order to classify the query based on the
neighbourhood we can take a majority voting with or without weighting. This
is the essence of the well-known k-nearest neighbour (kNN) method [11,10].

Weighting is usually done by the reverse of distance. Distance measures usu-
ally work for numerical data. For categorical data we need to transform the data
into numerical form first. There are many ways for the transformation (see for
example [15,9,22]), but most of them are task (e.g., classification) specific.

We present a general weighting method that allows us to count the number
of all hypertuples, generated by the data tuples in a neighbourhood of a query
tuple t, that cover both t and any data tuple x in the neighbourhood. Intuitively
the higher the count the more relevant this x is to t, hence x should play a
bigger role (higher weight). The inverse of this count can be used as a measure
of distance between x and t. Therefore, by this count we can order and weight
the data tuples. This counting method works for both numerical and categorical
data in a conceptually uniform way. We consider next an efficient method to
calculate this count.

As a measure of weighting we set to find out, for tuples t and x in D, the
number of hypertuples that cover both t and x. We call this number the h-count
of t and x, denoted by cnt(t, x). The important issue here is how to calculate
the h-count for every tuple in D.

Consider two simple tuples t =< t1, t2, · · · , tn > and x =< x1, x2, · · · , xn >.
t is a simple tuple to be classified (query) and x is any simple tuple in D. What we
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want is to find all hypertuples that cover both t and x. We look at every attribute
and explore the number of subsets that can be used to generate a hypertuple
covering both t and x. Multiplying these numbers across all attributes gives rise
to the number we require.

Consider an attribute ai. If ai is numerical, Ni denotes the number of intervals
that can be used to generate a hypertuple covering both ti and xi. If ai is
categorical, Ni denotes the number of subsets for the same purpose:

Ni =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
(max(ai)−max({xi, ti}) + 1)× (min({xi, ti})−min(ai) + 1)

if ai is numerical
2mi−1 if ai is categorical and xi = ti

2mi−2 if ai is categorical and xi 	= ti.

(1)

where max(ai), min(ai) are the maximal and the minimal value of ai, respec-
tively, if ai is numerical, and mi = |dom(ai)|, if ai is categorical.

The number of covering hypertuples of t and x is cnt(t, x) =
∏

i Ni.
A simple tuple x ∈ D is then weighted by cnt(t, x) in a kNN classifier. More

specifically, we define
K(t, q) =

∑
x∈Dq

cnt(t, x).

where Dq is a subset of D consisting of all q class simple tuples. K(t, q) is the
total of the h-counts of all q class simple tuples. Then the weighted kNN classifier
is the following rule (wkNN rule):

t is classified by q0 that has the largest K(t, q) for all q.

We now present a classification procedure, called, hierarchical classification
based on weighting (HCW).

Let D be a given dataset, let HH be a hierarchy of hypertuples constructed
from D, and let t be a query – a simple tuple to be classified.

Step 1. Search HH in the bottom up order and stop as soon as a covering
hypertuple is found at layer l. Continue searching layer l until all covering
hypertuples are found. Let S be a set of all covering hypertuples from this
layer;
Step 2. Let N ← {h : h ∈ S}, a neighbourhood of the query;
Step 3. Apply wkNN to classify t.

Note that h is the set of simple tuples covered by h.

3 RSES-H: Hierarchical Rule-Based Classifier

In this section we present another implementation of our hierarchical approach
to multimodal classification. This is a hierarchical version of RSES-O, referred
to by RSES-H.

In RSES-H a set of minimal decision rules [1,23] is generated. Then, different
layers for classification are created by rule shortening. The algorithm works as
follows:
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1. At the beginning, we divide original data sets into two disjoint parts: train
table and test table.

2. Next, we calculate (consistent) rules with a minimal number of descriptors
for the train table (using covering method from RSES [1,23]). This set of
rules is used to construct the first (the bottom) level of our classifier.

3. In the successive steps defined by the following thresholds (for the positive
region after shortening): 0.95, 0.90, 0.85, 0.80, 0.75, 0.70, 0.65, 0.60, we gener-
ate a set of rules obtained by shortening all rules generated in the previous
step. The rules generated in the i-th step are used to construct the classifier
with the label i + 1 in the classifier hierarchy.

4. Now, we can use our hierarchical classifier in the following way:
(a) For any object from the test table, we try to classify this object using

decision rules from the first level of our classifier.
(b) If the tested object is classified by rules from the first level of classifier,

we return the decision value for this object and the remaining levels of
our classifier are not used.

(c) If the tested object can not by classified by rules from the first level, we
try to classify it using the second level of our hierarchical classifier, etc.

(d) Finally, if the tested object can not be classified by rules from the level
with the label 9, then our classifier can not classify the tested object. The
last case happens seldom, because higher levels are usually sufficient for
classifying any tested object.

4 Evaluation

The two hierarchical classifiers described in Section 2.1 (HCW) and in Section 3
(RSES-H) were evaluated by experiments on some popular benchmark datasets
from UCI Machine Learning Repository1. Each classifier was tested 10 times
on each dataset with the use of 5-fold cross-validation. The average results are
shown in Table 1.

For comparison, we also include experimental results by the well-known de-
cision tree C5.0 [13] and support vector machine (SVM) [17], the two non-
hierarchical methods CE/C2 and RSES-O based on rules, and RIONA.

CE/C2 is a lattice machine based classifier [21]. The CaseExtract algo-
rithm builds, as a classifying function, a set of overlapping hypertuples and the
C2 algorithm classifies a data example.

RSES-O implemented in RSES [2,23] is a rule based method with the rule
shortening optimization. It is based on the decision rules with the minimal num-
ber of descriptors and the operation of rule shortening [1]. The classifier is con-
structed over the set of rules obtained by shortening these minimal rules using
the optimal threshold.

RIONA [7] is another classification algorithm implemented in RSES [2,23]
that combines the k nearest neighbor method with rule induction. The method
induces a distance measure and distance-based rules. For classification of a given
1 http://www.ics.uci.edu/~mlearn/MLRepository.html
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Table 1. General information on the datasets and the 5-fold cross validation success
rate of C5.0, SVM, CE/C2 on all data, CE/C2 on primary data, HCW, RSES-
H, RSES-O and RIONA. The “PP” column is the percentage of primary data. Note
that the SVM results for “German”, “TTT” and “Vote” are not available because they
have categorical attributes and this method does not work with categorical attributes
directly. For HCW, RSES-H and RSES-O the standard deviations are also provided.
In the columns HCW and RSES-H the superscripts denote the levels of statistical
significance of difference between these classifiers and RSES-O: 5 is 99.5%, 4 is 99%,
3 is 97.5%, 2 is 95%, 1 is 90% and 0 is below 90%. Plus indicates that the average
accuracy of the method is higher than in RSES-O and minus otherwise.

General Info 5CV success rateData
Att Exa Cla C5.0 SVM CE/C2 Prim. HCW RSES-H RSES-O RIONA

%PP

Anneal 38 798 6 96.6 91.3 96.8 97.6 96.0±0.4+5 96.2±0.5+5 94.3±0.6 92.5 93.4

Austral 14 690 2 90.6 85.3 83.5 95.1 92.0±0.4+5 87.0±0.5+3 86.4±0.5 85.7 87.2

Auto 25 205 6 70.7 68.3 76.1 86.8 76.5±1.4+5 73.7±1.7+5 69.0±3.1 76.7 56.1
Diabetes 8 768 2 72.7 77.7 71.0 71.7 72.6±0.8−5 73.8±1.20 73.8±0.6 75.4 66.8

German 20 1000 2 71.7 72.5 72.6 71.4±0.9−4 73.2±0.9+5 72.2±0.4 74.4 65.4

Glass 9 214 3 62.4 63.9 64.0 69.6 71.3±1.2+5 63.4±1.8+3 61.2±2.5 66.1 79.4
Heart 13 270 2 77.0 83.3 77.0 82.1 79.0±1.0−5 84.0±1.3+0 83.8±1.1 82.3 61.5

Hepatitis 19 155 2 80.0 80.7 81.2 84.1 78.7±1.2−5 81.9±1.6−0 82.6±1.3 82.0 69.0
Iris 4 150 3 94.7 94.0 92.7 97.6 94.1±0.4−1 95.5±0.8+0 94.9±1.5 94.4 82.7

Sonar 60 208 2 71.6 72.2 69.7 81.4 73.7±0.8−0 75.3±2.0+0 74.3±1.8 86.1 59.2

TTT 9 958 2 86.2 83.5 96.2 95.0±0.3−5 99.1±0.2+1 99.0±0.2 93.6 94.9
Vehicle 18 846 4 71.9 76.8 75.7 76.7 67.6±0.7+5 66.1±1.4+4 64.2±1.3 70.2 61.7

Vote 18 232 2 96.5 94.2 98.5 95.4±0.5−5 96.5±0.5+0 96.4±0.5 95.3 89.7
Average success rate 80.20 79.35 79.84 85.38 81.79 81.98 80.93 82.67

test object the examples most similar to this object vote for decisions but first
they are compared against the rules and the examples that do not match any
rule are excluded from voting.

On average HCW and RSES-H outperform C5.0, SVM, CE/C2 and
RSES-O and are almost the same as RIONA (the advantage of RIONA is only
due to the dataset Sonar). To provide more details on the benefit from hierar-
chical approach we compared HCW and RSES-H against the non-hierarchical
RSES-O (on average RSES-O gives better accuracy than than CE/C2) and
computed the statistical significance of their difference using the one-tail un-
paired Student’s t-test [14].

Comparing RSES-H against RSES-O one can see that for 6 datasets RSES-
H dominates with at least 97.5% confidence level and there is no dataset on which
RSES-H was significantly worse.

The comparison between HCW and RSES-O does not show supremacy of
any method. However, for some datasets (Australian, Auto and Glass) HCW
provided significantly better results than both RSES-H and RSES-O. Moreover,
it outperformed CE/C2 in 9 out of 13 datasets. The best improvements were for
the datasets TTT (11.5%), Australian (8.5%) and Glass (7.3%). It is interesting
to note that the performance of CE/C2 on the Vehicle dataset was significantly
better (8.1%) than the performance of HCW. Observe also (see column Prim
in Table 1) that CE/C2 performed extremely well on primary data, i.e., data
covered by hypertuples induced by lattice machine.
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The experiments confirmed our original expectation that the performance of
CE/C2 and RSES-O can be improved by our hierarchical approach. The cost
is some extra time to construct the hierarchy and to test some new objects using
this hierarchy.

Observe also that for most of the tested datasets the best method selected
from the discussed rough set methods (RSES-O, RSES-H), combination of
rough sets with k-nn (RIONA), and lattice machine (CE/C2,HCW) outper-
forms the methods C5.0 and SVM.

5 Conclusions

The experimental study has shown that the discussed hierarchical approach leads
to improvement of classification accuracy. We plan to develop more advanced
methods for hierarchical classification in incremental learning.
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Abstract. To build competent and efficient CBR classifiers, we develop
a case generation approach which integrates fuzzy sets, rough sets and
learning vector quantization (LVQ). If the feature values of the cases are
numerical, fuzzy sets are firstly used to discretize the feature spaces. Sec-
ondly, a fast rough set-based feature selection method is built to identify
the significant features. The representative cases (prototypes) are then
generated through LVQ learning process on the case bases after fea-
ture selection. These prototypes can be also considered as the extracted
knowledge which improves the understanding of the case base. Three real
life data sets are used in the experiments to demonstrate the effectiveness
of this case generation approach.

1 Introduction

Case-based Reasoning (CBR) [1] is a reasoning methodology that based on prior
experience and examples. Compared with rule-based systems, CBR systems usu-
ally require significantly less knowledge acquisition, since it involves collecting
a set of past experiences (called case base) without the added necessity of ex-
tracting a formal domain model from these cases. The CBR systems used in
classification problems are called CBR classifiers.

The performance of CBR classifiers, in terms of classification accuracy and
efficiency, closely depends on the competence and size of the case base. The
competence of a case base is the range of unseen cases which the case base can
correctly classify. In general, the more competent the case base, the higher the
classification accuracy of the CBR classifier. On the other hand, it is obvious that
the larger the size of a case base, the lower the case retrieval speed. The reduction
of cases will improve the efficiency but may hurt the case base competence. In this
research, we attempt to make a trade-off between the classification accuracy and
efficiency by building both compact and competent case bases for CBR classifiers.
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We achieve this goal by developing a rough learning vector quantization (LVQ)-
based case generation approach. A few of prototypes are generated to represent
the entire case base without loss the competence of the original case base.

As a necessary preprocessing of LVQ-based case generation, a fast rough
set-based method is developed to select the relevant features and eliminate the
irrelevant ones. Rough sets [2] allow the most informative features to be detected
and then selected through the reduct computation. There is much research work
in rough set-based feature selection [3,4,5,6], most of which are computational
intensive. To reduce the computational load inherent in such methods, a new con-
cept called approximate reduct is introduced. Other primary concepts in rough
sets, such as dispensable (indispensable) attribute and core, are also modified.
Using these extended concepts, we develop a fast rough set based approach to
finding the approximate reduct. The computational load is linear with the num-
ber of cases and features. In this feature selection process, fuzzy sets are used
to discretize the numerical attribute values to generate indiscernibility relation
and equivalence classes of the given case base.

Learning vector quantization is then applied to extract the representative
cases (also called prototypes) to represent the entire case base. LVQ is a com-
petitive algorithm, which is considered to be a supervised version of the Self-
Organizing Map (SOM) algorithm [7]. Mangiameli et al. [8] demonstrated that
SOM is a better clustering algorithm than hierarchical clustering with irrele-
vant variables or different sized populations. Pal et al. used SOM to extract
prototypical cases in [9] and reported a compact representation of data. How-
ever, Kohonen pointed out in [7], decision and classification processes should
use Learning Vector Quantization (LVQ) in stead of SOM. Since we focus on
the classification problems in this paper, LVQ is used to generate prototypical
cases. LVQ has similar advantages of SOM, such as the robustness with noise
and missing information.

After applying the case selection approach, the original case base can be
reduced to a few prototypes which can be directly used to predict the class label
of the unseen cases. These prototypes can be regarded as the specific domain
knowledge which is extracted from the case base. This will speed up the case
retrieval and make the case base be more easily understood. On the other hand,
since the most representative cases are generated, case base competence can be
also preserved.

2 Fuzzy Discretization of Feature Space

The rough set-based feature selection methods are all built on the basis of in-
discernibility relation. If the attribute values are continuous, the feature space
needs to be discretized for defining the indiscernibility relations and equivalence
classes on different subset of attribute sets. In this paper, fuzzy sets are used for
the discretization by partition each attribute into three levels: Low (L), Medium
(M), and High (H). Finer partitions may lead to better accuracy at the cost of
higher computational load. The use of fuzzy sets has several advantages over the
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traditional “hard” discertizations, such as handling the overlapped clusters and
linguistic representation of data [9].

Triangular membership functions are used to define the fuzzy sets: L, M and
H. There are three parameters CL, CM , and CH for each attribute which should
be determined beforehand. They are considered as the centers of the three fuzzy
sets. In this paper, the center of fuzzy set M for a given attribute a is the average
value of all the values occurring in the domain of a. Assume Va is the domain of
attribute a, then CM =

∑
y∈V y/|Va|, where | ∗ | is the cardinality of set *.

CL and CM are computed as CL = (CM −M ina)/2 and CH = (Maxa −
CM )/2, where M ina = min{y|y ∈ Va} and Maxa = max{y|y ∈ Va}.

3 Feature Selection Based on Approximate Reduct

In this section, we develop a fast feature reduction method based on the concept
of approximate reduct. Before we present the proposed algorithm, the rough
set-based feature selection methods are briefly reviewed.

3.1 Traditional Rough Set-Based Feature Selection Methods

The discernibility function-based reduct computation algorithms belong to the
traditional rough set-based feature selection methods. They are built on the
concepts of indiscernibility relation, set approximations, dispensable and indis-
pensable attributes, reduct and core [2].

The reduct computation is directly based on discernibility matrix [5]. Assume
IS is an information system which can be represented by a triplet IS = (U, A,
f ), where U is a finite nonempty set of n objects {x1, x2, ..., xn}; A is a finite
nonempty set of m attributes (features) {a1, a2, ..., am}; fa : U → Va for any
a ∈ A, where Va is called the domain of attribute a. The discernibility matrix
is defined as a n × n matrix represented by (dmij), where dmij = {a ∈ A :
fa(xi) 	= fa(xj)} for i, j = 1, 2, ..., n.

All reducts are hidden in some discernibility function induced by the dis-
cernibility matrix. If there are n objects in the IS, m attributes in A ∪ {d}, the
computation complexity of these methods is O(n2 ×m).

3.2 Relative Dependency-Based Reduct Computation

To reduce the computational load of the discernibility function-based methods,
Han et al. [10] have developed a reduct computation approach based on the con-
cept of relative attribute dependency. Given a subset of condition attributes, B,
the relative attribute dependency is a ratio between the number of distinct rows
in the sub-decision table corresponding to B only and the number of distinct
rows in the sub-decision table corresponding to B together with the decision
attributes, i.e., B ∪{d}. The larger the relative attribute dependency value (i.e.,
close to 1), the more useful is the subset of condition attributes B in discriminat-
ing the decision attribute values. To evaluate the generated approximate reducts,
Bazan et al. [11] used a quality measure for reducts based on the number of rules
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generated by the reducts. In this paper, we do not need to obtain the optimal
approximate reduct, which requires much more computational effort. In the fol-
lowing sections, a feature selection method will be built based on the work of
Han et al. Some pertinent concepts are defined as:

Definition 1. (Projection) [10] Let P ⊆ A∪D, where D = {d}. The projection
of U on P, denoted by ΠP (U), is a sub table of U and is constructed as follows:
1) remove attributes A ∪D − P ; and 2) merge all indiscernible rows.

Definition 2. (Relative Dependency Degree) Let B ⊆ A, A be the set of condi-
tional attributes. D is the set of decision attributes. The relative de-pendency de-
gree of B w.r.t. D is defined as δD

B , δD
B = |ΠB(U)|/|ΠB∪D(U)|, where |ΠX(U)|is

the number of equivalence classes in U/IND(X).
δD
B can be computed by counting the number of equivalence classes induced

by B and B ∪D, i.e., the distinct rows in the projections of U on B and B ∪D.

Definition 3. (Consistent Decision Table) A decision table DT or U is consis-
tent when ∀x, y ∈ U , if fD(x) 	= fD(y), then ∃a ∈ A such that fa(x) 	= fa(y).

It can be easily induced that δD
A =1 when U is consistent. A subset of at-

tributes B ⊆ A is found to be a reduct, if the sub-decision table is still consistent
after removing the attributes in A−B. This is given as Theorem 1.

Theorem 1. If U is consistent, B ⊆ A is a reduct of A w.r.t. D, if and only if
δD
B = δD

A = 1 and for ∀Q ⊂ B, δD
Q 	= δD

A . (See [10] for the proof)
Theorem 1 gives the necessary and sufficient conditions for reduct computa-

tion and implies that the reduct can be generated by only counting the distinct
rows in some projections. The computational load is linear to the number of
cases, n, and the number of attributes, m.

3.3 Feature Selection Based on Approximate Reduct

From Section 3.2, we notice that, although the relative dependency-based reduct
computation is fast, U is always assumed to be consistent in theorem 1. This
assumption is not necessarily true in real life applications. In this section, we relax
this condition by finding approximate reduct instead of exact reduct. The use of
a relative dependency degree in reduct computation is extended to inconsistent
in-formation systems. Some new concepts, such as the β-dispensable attribute,
β-indispensable attribute, β-reduct (i.e., approximate reduct), and β-core are
introduced to modify the traditional concepts in rough set theory. The parameter
is used as the consistency measurement to evaluate the goodness of the subset
of attributes currently under consideration. These are explained as follows.

Definition 4. (β-dispensable attribute and β-indispensable attribute) If a ∈ A
is an attribute that satisfies δD

A−{a} ≥ δ · δD
A , a is called a δ-dispensable attribute

in A. Otherwise, a is called a β-indispensable attribute.
The parameter β, β ∈ [0, 1], is called the consistency measurement.

Definition 5. ( β-reduct/approximate reduct and β-core) B is called a β-reduct
or approximate reduct of conditional attribute set A if B is the minimal subset of
A such that δD

B ≥ β ·δD
A . The β-core of A is the set of β-indispensable attributes.
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The consistency measurement β reflects the relationship of the approximate
reduct and the exact reduct. The larger the value of β, the more similar is the ap-
proximate reduct to the exact reduct computed using the traditional discernibil-
ity function-based methods. If β= 1 (i.e., attains its maximum), the two reducts
are equal (according to theorem 1). The reduct computation is implemented
by counting the distinct rows in the sub-decision tables of some sub-attribute
sets. β controls the end condition of the algorithm and therefore controls the
size of reduced feature set. It can be determined beforehand by experts or can
be learned during the feature selection process. Based on Definitions 4-5, the
rough set-based feature selection algorithm in our developed approach is given
as follows.

Feature Selection Algorithm

Input: U - the entire case base; A - the entire condition attribute set;
D - the decision attribute set.
Output: R - the approximate reduct of A.

Step 1. Initialize R=empty set;
Step 2. Compute the approximate reduct.

While A is not empty
1. For each attribute a ∈ A

Compute the significance of a;
2. Add the most significant one, q, to R: R = R ∪ {q};

A = A− q;
3. Compute the relative dependency degree δD

R for current R;
4. If δD

R > β , return R and stop.

Since the computation of approximate reduce does not increase the compu-
tational load to the method of Han et al., the computation complexities of the
feature selection algorithms is also O(n×m), where mis the number of features
in A ∪D, n is the number of objects in U.

4 LVQ-Based Case Generation

After the approximate reduct-based feature selection, the supervised learning
process of LVQ is used for generating prototypes which represent the entire case
base.

4.1 Learning Vector Quantization

LVQ derives from the Self-organizing map (SOM) which is an unsupervised learn-
ing and robust to handle noisy and outlier data. The SOM can serve as a cluster-
ing tool of high-dimensional data. For classification problems, supervised learning
LVQ should be superior to SOM since the information of classification results
is incorporated to guide the learning process. LVQ is more robust to redundant
features and cases, and more insensitive to the learning rate.
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4.2 Rough LVQ Algorithm

Although LVQ has similar advantages of SOM, such as the robustness with noise
and missing information, it does not mean that the data preprocessing is not
required before the learning process. Since the basic assumption of LVQ is that
similar feature values should lead to similar classification results, the similarity
computation is critical in the learning process. Feature selection is one of the
most important preparations for LVQ which can achieve better clustering and
similarity computation results.

Different subset of features will result different data distribution and clusters.
Take the Iris data [12] for example. Based on the two subsets of features, LVQ is
applied to learn three prototypes for the Iris data. The generated representative
cases are shown in Table 1-2. It shows that different subset of attributes can affect
the LVQ learning process and different prototypes are generated. According to
the classification accuracy, the feature set of {PL, PW} is better than {SL, SW}.

Table 1. Prototypes extracted using PL and PW

Prototypes SL SW PL PW Class label
P1 0.619 0.777 0.224 0.099 1
P2 0.685 0.613 0.589 0.528 2
P3 0.766 0.587 0.737 0.779 3

Classification accuracy using P1 P2 and P3: 0.98

Table 2. Prototypes extracted using SL and SW

Prototypes SL SW PL PW Class label
P1 0.649 0.842 0.211 0.094 1
P2 0.712 0.550 0.572 0.212 2
P3 0.980 0.840 1.096 1.566 3

Classification accuracy using P1, P2 and P3: 0.80

In this paper, the feature selection is handled using the approximate reduct-
based method which given in the previous section. LVQ is then applied to gen-
erate representative cases for the entire case base. Here the learning rate α is
given in advance, and only the distance between the winning node and the given
input vector is updated in each learning step. The number of weight vectors is
determined as the number of classes in the given case base. The learning process
is ended with a fixed number of iterations T, say, 5000 in this paper. Assume
the given case base has n cases which represented by m features, and there are c
classes. R is the approximate reduct computed by the feature selection process.
The LVQ algorithm is given as follows:

Step 1. Initialize c weight vectors [v1, v2, ..., vc] by randomly selecting one case
from each class.

Step 2. Generate prototypes through LVQ.
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t ← 1;
While (t ≤ T )

for k = 1 to n
x ∈ U , xk ← x, U ← U − xk;
1. Compute the distances D = {‖xk − vi,t−1‖R : 1 ≤ i ≤ c};
2. Select vwin,t−1 = arg{vi,t−1 : ‖xk − vi,t−1‖R = min{d ∈ D}};
3. If Class(vwin,t−1) = Class(xk)

Update vwin,t = vi,t−1 + α(xk − vwin,t−1);
4. Output V = [v1,T−1, v2,T−1, ..., vc,T−1].

The output vectors are considered to be the generated prototypes which
represent the entire case base. Each prototype can be used to describe the cor-
responding class and regarded as the cluster center.

5 Experimental Results

To illustrate the effectiveness of the developed rough LVQ case selection method,
we describe here some results on three real life data [12]: Iris, Glass, and Pima.
In all the experiments, 80% cases in each database are randomly selected for
training and the remaining 20% cases are used for testing.

In this paper, four indices are used to evaluate the rough LVQ case generation
method. The classification accuracy is one of the important factors to be consid-
ered for building classifiers. On the other hand, the efficiency of CBR classifiers
in terms of case retrieval time should not be neglected. The storage space and
clustering performance (in terms of intra-similarity and inter-similarity) are also
tested in this section. Based on these evaluation indices, comparisons are made
between our developed method and others such as basic SOM, basic LVQ and
Random case selection methods.

In the experiments of this section, the parameter β is determined during the
testing through populating the points in the interval [0.5, 1]. Initially, β is set
to be 0.5. In each step, the β value increase at a constant rate 0.01 and this
value is used in the feature selection process and being tested. The steps stop
when attains 1. The value which can achieve the highest classification accuracy
is selected as the suitable β. The learning rates for the three data sets are: α=
0.8 (Iris data), α= 0.8 (Glass data) and α= 0.5 (Pima data).

5.1 Classification Accuracy

In this section, the results of classification accuracy for the three databases and
four case selection methods are demonstrated and analyzed.

If the training cases are used for classify the testing cases, the classification
accuracies on the three databases are: 0.980 (Iris), 0.977 (Glass), 0.662 (Pima).
These accuracy values are called the original classification accuracies. The exper-
imental results of using the generated prototypes are demonstrated in Table 3.
Here we test the accuracy using both the testing cases and all cases, denoted by
AccuTest and AccuAll, respectively. It is observed that after the case generation,
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Table 3. Classification accuracy using different case generation methods

Methods
Iris data Glass data Pima data

AccuTest AccuAll AccuTest AccuAll AccuTest AccuAll

Random 0.760 0.746 0.860 0.864 0.597 0.660
SOM 0.920 0.953 0.930 0.925 0.688 0.730
LVQ 0.980 0.953 0.930 0.935 0.708 0.743

Rough LVQ 1.000 0.960 0.930 0.935 0.714 0.740

the original accuracies are preserved and even improved. The rough LVQ method
can achieve the highest classification accuracy in most of the testing. The basic
LVQ method performs better than the other methods: Random and SOM.

5.2 Reduced Storage Space of Rough LVQ-Based Method

Due to both the feature selection and case selection processes, the storage space
with respect to the features and cases is reduced substantially. Subsequently, the
average case retrieval time will decrease. These results are shown in Table 4,
where

Reduced features=(1− |Selected features|
|Original features| )× 100%,

Reduced cases=(1− |Prototypes|
|Entiredata| )× 100%,

Saved time of case retrieval= (ttrain − tp),

where ttrain is the case retrieval time using the training cases; tp is the case
retrieval time using the extracted prototypes. The unit of time is second.

Table 4. Reduced storage and saved case retrieval time

Data set Reduced features Reduced cases Saved time of case retrieval

Iris 50% 97.0% 0.600 sec
Glass 60% 98.8% 0.989 sec
Pima 50% 99.6% 0.924 sec

From Table 4, the storage requirements of features and cases are reduced
dramatically. For example, the percentage of reduced features is 60% for Glass
data, and the percentage of reduced cases is 99.6% for Pima data. The case
retrieval time also decreases because that there are much fewer features and
cases after applying the rough LVQ-based case selection method.

5.3 Intra-similarity and Inter-similarity

Intra-similarity and inter-similarity are two important indices to reflect the clus-
tering performance. They are used in this section to prove that the developed
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rough LVQ-based approach can achieve better clustering than using random se-
lected prototypes. Since the similarity between two cases is inverse proportional
to the distance between them, we use inter-distance and intra-distance to de-
scribe the inter-similarity and intra-similarity. Assume there are K classes for a
given case base, C1,C2, ...,CK . The intra-distance and inter-distance of the case
base are defined as:

Intra-Distance=
∑

x,y∈C d(x, y),
Inter-Distance=

∑
x∈C,y∈C d(x, y), i, j = 1, 2, ..., K, i 	= j

Ratio=Intra-Distance/Inter-Distance.

The lower the intra-distance and the higher the inter-distance, the better is
the clustering performance. Therefore, it is obvious that the higher the ration
between the inter-distance and the intra-distance, the better is the clustering
performance. The results are shown in Table 5. Rough LVQ method demonstrates
higher Ratio values and therefore achieves better clustering result.

Table 5. Inter-distance and inter-distance: Comparisons between the Random and
Rough LVQ methods.

Data set Methods Inter-Distance Intra-Distance Ratio

Iris
Random 1284.52 102.13 12.577

Rough LVQ 1155.39 51.99 22.223

Glass
Random 8640.20 4567.84 1.892

Rough LVQ 7847.37 3238.99 2.423

Pima
Random 56462.83 54529.05 1.035

Rough LVQ 28011.95 25163.45 1.113

6 Conclusions

In this paper, a rough LVQ approach is developed to address the case generation
for building compact and competent CBR classifiers. Firstly, the rough set-based
feature selection method is used to select features for LVQ learning. This method
is built on the concept of approximate reduct instead of exact reuduct. It is a
generalization of traditional discernibility matrix-based feature reduction. LVQ
is then used to extract the prototypes to represent the entire case base. These
prototypes are not the data points in the original case base, but are modified
during the LVQ learning process. They are considered as the most representative
cases for the given case base, and used to classify the unseen cases. Through the
experimental results, using much fewer features (e.g., 40% of the original features
for Glass data), the classification accuracies for the three real life data are higher
using our method than those using methods of Random, basic SOM and LVQ.
The case retrieval time for predicting class labels of unseen cases is also reduced.
Furthermore, higher intra-similarity and lower inter-similarity are achieved using
the rough LVQ approach than that using the random method.
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Abstract. An active research area in Machine Learning is the construc-
tion of multiple classifier systems to increase learning accuracy of simple
classifiers. In this paper we present a method to improve even more the
accuracy: ML-CIDIM. This method has been developed by using a mul-
tiple classifier system which basic classifier is CIDIM, an algorithm that
induces small and accurate decision trees. CIDIM makes a random di-
vision of the training set into two subsets and uses them to build an
internal bound condition. ML-CIDIM induces some multiple classifier
systems based on CIDIM and places them in different layers, trying to
improve the accuracy of the previous layer with the following one. In this
way, the accuracy obtained thanks to a unique multiple classifier system
based on CIDIM can be improved. In reference to the accuracy of the
classifier system built with ML-CIDIM, we can say that it competes well
against bagging and boosting at statistically significant confidence levels.

1 Introduction

Classification and prediction tasks are two of the most popular activities in
Machine Learning. There are many approaches that try to extract knowledge
from data. These approaches are very diverse, but one of the most active research
area is composed by multiple classifier systems. They have benefited from the
idea of using a committee or ensemble of models to do cited tasks.

Many kind of models can take part into a multiple classifier system (homo-
geneous or heterogeneous). Decision trees are widely used on Machine Learning
community (CART [1], ID3 [2], C4.5 [3], ITI [4], VFDT [5] ... ) and they have
some positive characteristics. They have the ability of splitting the hyperspace
into subspaces and fitting each space with different models. They also have a
good feature: the understandability.

In the literature we can find many approaches to define a multiple classifier
system. Thus, we have methods that mainly reduce variance, such as bagging [6]
or boosting [7], and methods that reduce bias, such as stacked generalization [8].

� This work has been partially supported by the MOISES project, number TIC2002-
04019-C03-02, of the MCyT, Spain.
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Other multiple classifier methods, such as cascading [9], generate new attributes
from the class probability estimation. Delegating [10] is another method and it
works with examples in the dataset, using part of them in each classifier and
delegating the rest of examples to the next classifier. In short, there are many
methods for generating multiple models.

Taking this into account, we can use a very simple method to induce a multi-
ple classifier that uses CIDIM as the basic classifier. CIDIM (Control of Induction
by sample DIvision Methods) [11] is an algorithm that induces small and accu-
rate decision trees, dividing the training set into two subsets and using them
to build an internal bound condition. What we present in this paper is another
level over this multiple classifier system. ML-CIDIM induces multiples layers of
multiple classifiers trying to improve the previous one with the following one.

The paper is organized as follows. In Section 2 we will briefly describe CIDIM
and its utilization in a multiple classifier system. We will introduce ML-CIDIM
and how this method can improve the accuracy achieved by a multiple classifier in
section 3. Some experimental results are shown in section 4. Finally, in section 5,
we summarise our conclusions and suggest future lines of research.

2 Simple Multiple Classifier System Based on CIDIM

We have divided this section in two parts. Firstly, we briefly present the CIDIM
algorithm in Subsection 2.1. Then, we describe a simple multiple classifier system
that uses CIDIM as the basic classifier in Subsection 2.2.

2.1 CIDIM

CIDIM (Control of Induction by sample DIvision Methods) [11] was developed
to induce accurate and small decision trees. It divides the training set into two
subsets and uses them to define an internal bound condition for expansion. Let
us comment these characteristics with more detail:

– The top down induction of decision trees (TDIDT) algorithms [2,3], gener-
ally, divides the set of examples into two subsets: the training subset (used
to induce the tree) and the test subset (used to test the results). CIDIM
makes an additional division. It divides the training subset into two new
subsets with the same class distribution and similar size: the construction
subset (called CNS) and the control subset (called CLS). Every node has its
corresponding CNS and CLS subsets. When an expansion is made, CNS
and CLS subsets of the parent node are divided into multiple CNS and
CLS subsets, each one corresponding to the appropriate child node. Thus,
the size of CNS and CLS decreases as the node is deeper in the tree. CNS
and CLS are used in the expansion process.

– Usually, the expansion of the tree finishes when all examples associated with
a node belong to the same class, yielding too large trees. In order to avoid
this overfitting, external conditions are considered by different algorithms
(C5, an updated version of C4.5, demands that at least two branches have
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at least a pre-configurable number of examples). CIDIM uses the following as
an internal condition: a node is expanded only if its expansion improves the
accuracy calculated on CLS. Tree expansion supervision is local for every
node and it is driven by two indexes: the absolute index IA and the relative
index IR (see equations (1)). For every step, a node is expanded only if one
or both indexes are increased. If one index decrease, expansion is not made.
The absolute and relative indexes are defined as

IA =
∑N

i=1 CORRECT (ei)
N

and IR =
∑N

i=1 PC(ei)(ei)
N

. (1)

where N is the number of examples in CLS, e a single example, C(e) the
class of the e example, Pm(e) the probability of m class for the e example, and
CORRECT (e) = 1 if PC(ei) = max{P1(e), P2(e), ..., Pk(e)} or 0 otherwise.

A description of CIDIM can be seen in Figure 1.

1. CNS (ConstructioN Subset) and CLS (ControL Subset) are obtained
by a random division of the set of examples used to induce the tree

2. for each non-leaf node do:
2.1. Select the best splitting (considering a given disorder measure)
2.2. if splitting does not improve prediction

then Label node as a leaf-node
2.3. if splitting improves prediction

then Expand node

Fig. 1. CIDIM algorithm

Decision trees generated by CIDIM are usually smaller than those obtained
with other TDIDT algorithms. This allows the induction of more general trees,
more understandable for human experts. At the same time, accuracy of the
induced trees keeps similar to decision trees induced by other TDIDT algorithms.

CIDIM can be applied to any problem with a finite number of attributes.
These attributes must be nominal and can be ordered or not. If the problem
has continuous attributes, they can be discretized, resulting ordered nominal
attributes. The class attribute must have a finite number of unordered classes.

These advantages have been used to solve real problems, such as system
modelling [12] or modelling of prognosis of breast cancer relapse [13].

2.2 Simple Multiple Classifier

Improving the generalization of classifiers is an aim of Machine Learning. Voting
methods tries to achieve this improvement. Many algorithms have been devel-
oped [14,15,16,6] and numerous studies have been made about them [17,18,19].

We can divide these algorithms into two categories: those that change the
dataset distribution depending on the previous steps of the algorithm and those
that do not change the cited distribution.
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Algorithms in the first group are usually called boosting algorithms [14,15,16].
Breiman uses a least known term: Arcing (Adaptively Resample and Combine)
[20]. Some algorithms in this group are AdaBoost (Adaptive Boosting) [16] also
known as AdaBoost.M1, and Arc-x4 [16].

The second group is usually called bagging algorithms (Bootstrap Aggregat-
ing) [6], although Breiman sets it into a larger family P&C (Perturb and Com-
bine). One variant of bagging is wagging (Weight aggregation) [18] that makes
a random variation of weights instead of a simple resampling perturbation.

Our simple multiple classifier system is based on the bagging scheme. It uses
CIDIM as the basic classifier, and it induces a pre-configured number of decision
trees to make the ensemble. CIDIM – as a the algorithm that makes a random
division of the training set into two subsets (CNS and CLS) – suits very well
with the bagging scheme. Our multiple classifier uses uniform voting to predict.

3 ML-CIDIM

Once we have described the multiple classifier system that it is used by ML-
CIDIM, we explain in this section how it tries to improve the performance of the
multiple classifier system.

Layered learning is a machine learning paradigm defined as a set of principles
for construction of a hierarchical, learned solution to a complex task [21]. The
key principles of layered learning (also known as many-layered learning [22]) are:
breaking a problem down into several layers following a bottom-up strategy; and
learning each of them separately, but using contents of one layer in a next one.

Systems that use layered learning usually have different layers to model dif-
ferent tasks, and they are applied in the context of robots and agents [23,24,25].
We are interested in only one task: classification; and the layered learning is used
to produce successive refinements of multiple classifier systems.

ML-CIDIM is composed of a number (l) of multiple layers (Layers). Each of
them consists of a multiple classifier system based on CIDIM. For the construc-
tion of the first layer, examples in the training set are used to induce a multiple
classifier. Then, while constructing the second layer, every example in the train-
ing set is modified incorporating new induced attributes. These new attributes
describe the classification given by every CIDIM tree in the first layer. Once
we have the training set with the modified examples, ML-CIDIM induces the
multiple classifier system based on CIDIM for the second layer. This process is
iterative and it continues until no improvement is possible (it can be improved
if the last layer misclassifies examples and there are discrepancies in the voting
produced by the multiple classifier system) or until a pre-configured number of
layers (Maximum number of layers) are induced. Thus, every layer is built
using the examples in the training set plus the classification information con-
tained in the previous layers. A description of ML-CIDIM can be seen in the
Figure 2.
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1. Layers it is initialized with the first multiple classifier system based on CIDIM
2. l = 1
3. while (Layers can be improved) and

(l < Maximum number of layers ) do:
3.1. A new multiple classifier system based on CIDIM is built using

new examples. These examples incorporate information of
the classification made in the last layer (new induced attributes)

3.2. Add the new multiple classifier system based on CIDIM into Layers
3.3. l = l + 1

Fig. 2. ML-CIDIM algorithm

Although we have used ML-CIDIM to improve the performance of a multiple
classifier system based on CIDIM, the basic idea can be used to improve any
other multiple classifier system based on other classifiers.

The prediction process used in ML-CIDIM is very simple. The prediction
given for an example is the prediction given by the first layer in which there
is no discrepancy about the classification. If all layers disagree, the prediction
given is the one of the last layer.

4 Experimental Results

The experiments we have done and the results we have obtained are now exposed.
Before we go on to deal with particular experiments, let us explain some issues:

– The five datasets we have used are summarised in Table 1 that shows the
number of examples, the number of attributes, and the number of values for
the class. All these datasets have been taken from the UCI Machine Learning
Repository [26] and are available online. All the datasets used have a com-
mon feature: all variables are nominal variables. We have used these because
CIDIM is designed for dealing with these kinds of variables. Discretizing real
variables to nominal variables is a way for using any dataset, but we have
opted to use the datasets exactly as they are.

– ML-CIDIM has been compared with other well-known methods: bagging
[6], boosting [7] and a rough set based method [27]. For the experiments, we
have used the implementation of bagging and boosting implemented in Weka
[28]. These two algorithms have been executed using J48 (implementation of
C4.5 in Weka) as the their basic classifier. We have configured bagging and
boosting with 10 iterations (default configuration). Considering this, ML-
CIDIM has been configured to induce multiple classifier systems with 10
trees. Rose2 [29,30] has been the implementation that we have selected to do
the experiments with a rough set based method and it has been configured
with the default configuration.

– For every experiment, the presented values for accuracy have been obtained
from a 10 x 10 fold cross-validation. Average and standard deviation values
are given. To compare results, a statistical test must be made [31]. A t-test
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Table 1. Summary table for the datasets used in experiments

Name UCI Repository Name Examples Variables Classes
Cancer Breast Cancer 286 9 2
Car Car Evaluation 1728 6 4
KR-vs-KP Chess (king-rook-vs-king-pawn) 3196 36 2
Mushroom Mushroom 8124 22 2
Nursery Nursery 12960 8 5

Table 2. Comparison between bagging, boosting, rough set based method (Rose2) and
ML-CIDIM. Average values and standard deviations are given for accuracy. Significance
tests are with respect to ML-CIDIM with two layers (ML-CIDIM-2).

Cancer Car KR-vs-KP Mushroom Nursery

BAGGING 72.98 ± 1.06 ⊕ 93.27 ± 0.48 � 99.38 ± 0.08 � 100.00 ± 0.00 � 97.33 ± 0.06 �
BOOSTING 66.73 ± 1.97 � 95.83 ± 0.26 ⊕ 99.62 ± 0.07 ⊕ 100.00 ± 0.00 � 99.53 ± 0.06 ⊕
ROSE2 68.90 ± 1.03 � 94.33 ± 0.34 ⊕ 99.51 ± 0.11 � 100.00 ± 0.00 � 98.75 ± 0.09 ⊕
ML-CIDIM-1 69.96 ± 0.49 � 89.56 ± 0.89 � 98.76 ± 0.47 � 99.998 ± 0.01 � 97.52 ± 0.11 �
ML-CIDIM-2 70.01 ± 1.14 93.40 ± 0.33 99.41 ± 0.08 100.00 ± 0.00 98.38 ± 0.11

ML-CIDIM-3 70.05 ± 0.89 � 94.50 ± 0.31 ⊕ 99.46 ± 0.10 � 100.00 ± 0.00 � 98.64 ± 0.12 ⊕
ML-CIDIM-4 69.40 ± 2.62 � 94.81 ± 0.28 ⊕ 99.50 ± 0.10 ⊕ 100.00 ± 0.00 � 98.78 ± 0.13 ⊕
ML-CIDIM-5 69.36 ± 2.48 � 95.04 ± 0.32 ⊕ 99.53 ± 0.09 ⊕ 100.00 ± 0.00 � 98.79 ± 0.14 ⊕

has been conducted using the results of the cited 10 x 10 fold cross-validation.
The t-test values have been calculated using the statistical package R [32].
A difference is considered as significant if the significance level of the t-test
is better than 0.05. We have selected the results obtained by ML-CIDIM
with two layers as the reference value. Thus, in Table 2, ⊕ indicates that the
accuracy is significantly better than the accuracy of ML-CIDIM with two
layers. � signifies that the accuracy is significantly worse than the accuracy
of ML-CIDIM with two layers and � signifies that there is no significant dif-
ference. In addition to this comparisons, the best result for each experiment
has been emphasized using numbers in boldface.

Once we have established the datasets and the configuration used for each
algorithm we can continue talking about the experiments. Having obtained the
results shown in Table 2, we can reach some conclusions:

– Accuracy reached with ML-CIDIM is comparable with accuracy reached by
bagging and boosting. Neither of them (bagging or boosting) is always better
than ML-CIDIM. In none dataset, ML-CIDIM gets the worst accuracy, and
its results are always between the results achieved by bagging and boost-
ing (when ML-CIDIM uses two or more layers). Results of rough set based
method is usually better than the results of ML-CIDIM with one layer, but,
when ML-CIDIM uses more layers, the results change and ML-CIDIM fin-
ishes getting more accurate results than rough set based method.
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Fig. 3. Accuracy of bagging, boosting and ML-CIDIM with different number of layers

– In almost every dataset, ML-CIDIM performs better when the number of
layers is increased. When it has only one layer, it can be worse than bagging
and boosting at the same time (car, kr-vs-kp or mushroom for example),
but, when we increase the number of layers, the accuracy gets better and it
approximates to the best accuracy achieved by bagging or boosting. Thus,
we can see that ML-CIDIM improves the performance of an isolated multiple
classifier system. It combines some of these multiple classifiers in different
layers and add information to the process (new induced attributes).

– When there is no possible improvement, none layer is added. In mushroom
dataset, ML-CIDIM induces a maximum of two layers, although we have
configured a maximum of five. When ML-CIDIM classifies all the examples
correctly, no more layers are needed.
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5 Conclusions

This paper introduces ML-CIDIM, a method that improves the performance
of a multiple classifier system that uses CIDIM as its basic classifier. As we
have seen in experimental section, the performance of ML-CIDIM is stable for
every experiment that we have done: ML-CIDIM never gets the worst accuracy
and, although it never gets the best one, it usually approximates it to the most
accurate results by adding new layers. The algorithm we present uses CIDIM
because this classifier induces accurate and small decision trees, what can lead
to simpler multiple classifier systems.

The method we propose in this paper to improve multiple classifier systems
based in CIDIM can also be extended to any other system. Thus, one of our
future lines of research is the study of the improvement that can be achieved
by using this method in other multiple classifier systems. Our aim of improving
ML-CIDIM involves two issues:

– We are working to improve our algorithm CIDIM providing it the ability of
working with continuous attributes. In this way, we will not have to discretize
real variables to ordered nominal variables and an automatic execution of
CIDIM (or ML-CIDIM) will be possible.

– We are also working to automatically detect the best number of layers to
induce. Thus, it would not be necessary to configure the number of layers.
The method would induce layers as they are needed.
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Abstract. Decision forests are a type of classification paradigm which
combines a collection of decision trees for a classification task, instead
of depending on a single tree. Improvement of accuracy and stability
is observed in experiments and applications. Some novel techniques to
construct decision forests are proposed based on rough set reduction in
this paper. As there are a lot of reducts for some data sets, a series of
decision trees can be trained with different reducts. Three methods to
select decision trees or reducts are presented, and decisions from selected
trees are fused with the plurality voting rule. The experiments show that
random selection is the worst solution in the proposed methods. It is
also found that input diversity maximization doesn’t guarantee output
diversity maximization. Hence it cannot guarantee a good classification
performance in practice. Genetic algorithm based selective rough decision
forests consistently get good classification accuracies compared with a
single tree trained by raw data as well as the other two forest constructing
methods.

1 Introduction

Overfitting and stability are persistent problems in using tree-based learner or
classifier. It’s proven to be a promising technique to improve the classification
performance by training multiple trees and combining their decisions with a cer-
tain decision fusion scheme. This is called a decision forest. A decision forest is
a classifier consisting of a collection of tree-structured classifiers and each tree
casts a unit vote for the most popular class of the input [4]. Significant improve-
ment in classification accuracy was observed, independent of tree construction
algorithms. CART, ID3 and C4.5 were employed to train the component trees.
Ho [1,2] proposed that combining multiple trees, which were constructed in ran-
domly selected subspaces, can achieve nearly monotonic improvement in gener-
alization. Breiman presented a series of techniques to produce random forests.
Due to the good performance, decision forests are made to wide-range applica-
tions. Tong combined multiple independent decision tree models for prediction
of binding affinity of 232 chemicals to the estrogen receptor; consistent and sig-
nificant improvement in both training and testing steps was observed [5]. Hong
applied the decision forests to analyze microarray data and got a high accuracy
more than 95%. Applications such as handwritten word recognition [6], digital
photographs classification [7], and face recognition [8] were reported in papers.
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Roughly speaking, there are two kinds of methods to construct a decision
forest for a given pattern recognition task. One is to generate multiple sample
subsets from the original samples. The other is to construct trees in distinct fea-
ture subspaces. We name the first one as sample subset method (SSM) and the
second feature subset method (FSM). As to SSM, the most prevailing techniques
are Bagging and Boosting. Bagging randomly produces several training subsets
from the original sample set [3] and train multiple trees with the subsets. While
boosting generates a sequence of trees, whose training sets are determined by
the performance of the former ones, where training samples misclassified will be
selected in the next training set with a great probability [9]. AS to FSM, Diet-
terich proposed a method based on random split selection, where at each node
the split is selected at random from among the K best splits [10]. As there are
some data sets with very high dimensionality and small size, Ho [1,2] presented
a series of random-subspace methods. These techniques randomly generate some
distinct subsets of the original feature set and train the classifiers in different
subspaces. SSM is applicable to the case there are a lot of samples and FSM
works in many-features cases. there exists a similar problem of the two methods,
namely, the methods cannot guarantee the diversity between the trained trees.
It is well-accepted that the performance of multiple classifier systems (MCS) de-
pends not only on the performance of individual classifiers in the system, but also
on the diversities between them. A multiple classifier system with diverse clas-
sifiers has a good potential to improve the classification performance compared
with the non-diverse ones [16].

As we know, in real-world applications a lot of data is with tens, even hun-
dreds of reducts when a rough-set based reduction is conducted. Each reduct
is considered as a minimal representation of the raw decision table without loss
of the information in the rough-set view of point. Therefore each reduct can be
utilized to train a decision tree. Then a series of decision trees will be built. Wu
[18] presented a scheme to make full use of the total reducts without selecting.
Here we will propose a selective solution for the reducts. Rough decision forests
are a kind of classification systems based on a team of decision trees, where
each tree is trained with a rough set based reduct of a decision table, and the
decisions from the trees are combined with plurality voting or majority voting.
In essence, rough decision forests are a kind of multiple classifier system based
on feature subset method. Compared with random forests, one advantage of the
proposed method is that training trees with reducts can guarantee good per-
formance of all of the trees, for reducts are the minimal presentations of data
without information loss.

As Zhou [13] pointed out that selectively ensembling some of the trained clas-
sifiers will lead to a good performance, instead of ensembling all of the classifiers.
Especially when there are a lot of classifiers at hand, combining some of them
will get a perfect performance compared with combing all of the classifiers. Ex-
periments show that selective ensemble not only reduces the size of classification
systems, but also gets higher accuracies with neural network and decision tree
based classifiers. Here we will present three solutions to building rough decision
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forests with a philosophy that selective ensemble of some trained trees is better
than the ensemble of all trees. Some numeric experiments will show the prop-
erties of the techniques. The rest of the paper is organized as follows. Section 2
will show three techniques to building a rough decision forest. Experiments will
be presented in section 3. Conclusions and future work are given in section 4.

2 Three Techniques to Construct Rough Decision Forests

There are four main procedures in constructing a selective rough decision forest:
reduction, training decision trees, selecting trees and combining the selected
trees. Dimensionality reduction based on rough set theory is a mature technique.
Several greedy reduction algorithms were proposed to search a minimal reduct
or a reduct set.An extensive review about rough set based reduction and feature
selection was given in [12,17]. There are several algorithms to train a decision
tree. CART, ID3, C4.5, See5.0 etc perform well in different applications. Here
we use CART to train decision trees. As to decision fusion, plurality voting
is employed. In this paper we will focus on the techniques to select classifiers.
Three methods will be presented in this section: random selection, input diversity
maximization and genetic algorithm.

2.1 Random Rough Decision Forests

Ho [2] constructed decision forests in randomly selected subspaces. This tech-
nique produces diversity between classifiers by training trees with different fea-
ture vectors. As there is an exponent combination of attributes, a great number
of decision trees trained in different subspaces can be built. However, how can
the accuracy of an individual be guaranteed? Obviously, the performance of a
decision forest depends on the individuals as well as the diversity between the
trees.

Reducts of a decision table are the attribute subsets which have the same
discernibility as the whole attribute set. Theoretically, this property guarantees
that all of the reducts have sufficient information to build satisfactory classi-
fiers. Although good performance of the individuals is not a sufficient condition
for constructing a good decision forest, combining good individuals has more
chances to build a good ensemble system. Reduction presents a feasible solution
to producing multiple feature subsets.

As there are hundreds of reducts for some data sets, it is unnecessary, some-
times impossible, to train trees with all of the reducts and combine them. Ran-
dom Rough Decision Forests are a kind of multiple classifier system, in which
decision trees are trained by part of rough set based reducts randomly selected
from the whole reducts. Compared with existing random forests, random rough
decision forests are trained with rough set based reducts.

2.2 Rough Decision Forests with Input Diversity Maximization

Improvement of classification performance brought by a multiple classifier system
will be contributed to the diversity among the individuals in the system [16].
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The diversity makes them complement and leads to good generalization. It’s
observed that great diversity between individuals will make great improvement
in ensemble systems. Therefore, it is vital to build decision trees with great
diversity and little correlate for a successful decision forest. Bagging and boosting
belong to one kind of methods to produce diversity based on different training
samples. At another angle, we can make diversity among individual trees by using
different training attributes. Diversity in attribute sets will lead to diversity in
tree structures and then lead to diversity in decision. So finding a group of
reducts with great diversity in feature set may get improvement of classification
performance.

To get a great diversity in decision trees by input space diversity maximiza-
tion, a clustering algorithm is designed. The reducts with similar attribute sub-
sets are grouped into a cluster, and then some delegates of the cluster are chosen
from distinct clusters.

The similarity of reducts A and B is defined as

SIM(A,B) =
| A ∩B |

| A | + | B | − | A ∩B | . (1)

where | • | denotes the number of elements in the set. The demonstration is
shown as figure 1. The metric of similarity has the following properties:

1) ∀A,B,SIM(A,B) ∈ [0, 1];
2) Ref lexivity : ∀A,SIM(A,A) = 1;
3) Symmetry : ∀A,B,SIM(A,B) = SIM(B,A).

Assumed there are n reducts for a given data set, computing similarity
between each reduct pair, a fuzzy similar relation matrix is produced:M =
(sij)nn.Here sij denotes the similarity of reducts i and j, and we have sii = 1 and
sij = sji.A fuzzy equivalence relation will produce when a max-min transitivity
closure operation is performed on a fuzzy similarity relation. Performing a-cuts,
we will get a series of partitions of the reduct sets. Reducts from different clus-
ters have great diversity, so input space diversity maximization can be reached
by selecting reducts from different branches of the clustering tree.

2.3 Genetic Algorithm Based Rough Decision Forests

Searching the optimal ensemble of multiple classifier systems, here decision
forests, is a combinational optimization problem. Genetic algorithms make a
good performance in this kind of problems. The performance of decision forests
not only depends on power of individuals, but also is influenced by the indepen-
dence between classifiers. The idea of genetic algorithms is to survive the excel-
lent individuals with a great probability during evolution. Some excellent popu-
lation will be produced after a number of inheritance, crossover and mutation.

GA rough decision forest is a selective decision tree ensemble, where in-
dividual trees are trained by a rough set based reduction, and only parts of
trained trees are included in the ensemble system with a genetic algorithm based
selection.
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Simple genetic algorithms can be defined as an 8-tuple:

SGA = (C, E, P0,M, Φ,Γ,Ψ,T )

where C is the coding method for individual, E is the evaluating function for
a gene, P0 is the initiation population; M is the size of population;Φ is the
selecting operator,Γ is crossover operator, Ψ is mutation operator and T is the
terminating condition.

In this application, the binary coding is used, namely, the classifier selected is
labeled with 1, otherwise 0. And the accuracy of ensemble system on validation
set is taken as the fitness function, M = 20. The number of maximal generation
is 100. The program stops when the maximal generation reaches or improvement
is less than a predefined little number. Computation of finding optimal decision
forests with genetic algorithm is not time-consuming in practices.

GA based rough decision forest
—————————————————————————————
Input: decision table T, reducer R, learner L
Output: ensemble C
1. reduce decision table T with R, and get N reducts
2. train N classifiers with N reducts based on learner L
3. initialize genetic algorithm (GA), generate a population of bit strings
4. evolve the population with GA, and the fitness is the accuracy of the forest
5. output the best individuals and ensemble C
————————————————————————————–

It requires less than 20 generations when there are 20 decision trees to be
selected.

3 Experiments

Some experiments were conducted to test and compare the proposed methods.
The data sets used are from UCI databases (www. Ics.uci.edu / ∼ mlearn / ML-
Summary.html). The description of data is shown in table 1. There are numeric
attributes in some data sets. To discretize the numeric features, a clustering oper-
ations based on FCM are conducted on each numeric attribute, and the numeric
attributes are divided into three intervals. Some forest construction methods
are compared. All the trees are trained with CART algorithm and two thirds
samples in each class are selected as training set, the rest are test set.

The numbers of attributes of the selected data sets vary from 13 to 35, and
the numbers of reducts range between 24 and 229 in table 1, which show that
there are a great number of reducts for some data sets in practice. If we just
make use of one of the reducts, much useful information hidden in other reducts
will do no favor for the classification task. Multiple classifier system will improve
classification by combining a series of classifiers.

Here, for simplicity, 20 reducts are randomly extracted from the reduct sets
of all data sets at first, respectively. Subsequent experiments are conducted on
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Table 1. Data set and their numbers of reducts

Data Name Abbreviation Size Attributes reducts

Dermatology Database Der. 366 34 44
Heart Disease Databases Heart 270 14 24
Ionosphere database Ionos 351 35 194
Wisconsin Diagnostic Breast Cancer WDBC 569 32 211
Wine recognition data Wine 168 13 135
Wisconsin Prognostic Breast Cancer WPBC 198 34 229

Table 2. Randomly select five reducts for ensemble

Base1 Base2 Base3 Base4 Base5 Ensemble

Der 0.88793 0.75862 0.7931 0.65517 0.66379 0.8448
Heart 0.84286 0.82857 0.85714 0.74286 0.8 0.8286
Ionos 0.84158 0.9802 0.9604 0.83168 0.90099 0.9604
WDBC 0.91716 0.90533 0.95858 0.89941 0.91716 0.9290
Wine 0.70833 0.75 0.72917 0.70833 0.72917 0.8958
WPBC 0.61765 0.55882 0.58824 0.55882 0.44118 0.5882

the extracted 20 reducts. The first method is randomly to choose some of the
reducts and train trees with them. In my experiments, five reducts are included
in ensemble systems. The accuracy of individuals and the forests are shown in
table 2.

Compared the decision forests with their individuals; it is easy to find that
there is not significantly improvement at angle of classification accuracy except
data wine. We can conclude that a fine decision forest should be elaborately
constructed. Roughly combining some classifiers will even produce performance
decrease. Therefore, it is important to select a number of appropriate classifiers
to build an effective decision forest.

Table 3 shows the classification accuracy of decision forests with input space
diversity maximization. Three, five or seven reducts are selected from the clus-
tering trees, respectively.

Size and accuracy of three kinds of rough decision forests are shown in table 4.
The first one is size and accuracy of ensemble system combining all decision trees
at hand. The second are with genetic algorithms and the third are with n top
classifiers, n is the corresponding size of GAS decision forests.

We can get that GA rough decision forests make a good performance not only
compared with the forests combining all trees, but also with the forests combining
the several best classifiers. Moreover, consistent improvement is observed for each
data set.

Accuracy of individual classifiers and the selected classifiers are showed as
figures 2,3,4. We find that genetic algorithms don’t choose all of the classifiers
with best performance. While some bad decision trees are included in the forests,
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Table 3. Select reducts with input diversity maximization

Base1 Base2 Base3 Base4 Base5 Base6 Base7 Ensemble

Der 0.7155 0.8017 0.7155 0.6207 0.8966 - - 0.8362
Heart 0.8429 0.7714 0.8571 0.8429 0.8143 0.7857 0.8286 0.8571
Ionos 0.8317 0.8614 0.9406 0.9208 0.9901 - - 0.9307

WDBC 0.8935 0.8935 0.9053 - - - - 0.9349
Wine 0.7917 0.8125 0.8542 - - - - 0.9583

WPBC 0.5588 0.5294 0.6765 0.5441 0.5588 0.6765 0.6176 0.6324

Table 4. Comparison of decision forests

All GAS Top

size accuracy size accuracy size accuracy

Der 20 0.9052 10 0.9310 10 0.91379
Heart 20 0.8429 6 0.8857 6 0.85714
Ionos 20 0.9406 8 0.9901 8 0.94059

WDBC 20 0.9349 7 0.9704 7 0.94675
Wine 20 0.7292 7 1 7 0.97917

WPBC 20 0.5882 9 0.75 9 0.70588
Aver. 20 0.8235 7.8333 0.9212 7.8333 0.8906

Table 5. Comparison of classification accuracy based on different methods

Original Min-reduct Forest 1 Forest 2 Forest 3 All-reducts GAS

Der 0.9483 0.7155 0.8448 0.8362 0.91379 0.9052 0.9310
Heart 0.8429 0.7429 0.8286 0.8571 0.85714 0.8429 0.8857
Ionos 0.8119 0.8317 0.9604 0.9307 0.94059 0.9406 0.9901

WDBC 0.8757 0.8757 0.9290 0.9349 0.94675 0.9349 0.9704
Wine 0.7083 0.7083 0.8958 0.9583 0.97917 0.7292 1.0000

WPBC 0.5735 0.5147 0.5882 0.6324 0.70588 0.5882 0.7500
Aver. 0.7934 0.7315 0.8411 0.8583 0.8906 0.8235 0.9212

which shows the performance of individuals can not guarantee the performance
of decision forests.

The comparison of all classification accuracy is shown in table 5. Original
denotes classification accuracy with a single decision tree trained by the original
data set. Min-reduct denotes the results with a single tree trained by the mini-
mal reduct. Decision forest with random reduct selection is labeled as forest 1;
decision forest with input space diversity maximization is labeled as forest 2,
decision forests with some top classifiers is labeled as forest 3 and forests with
GA selective ensemble is labeled as GAS. All-reducts denotes the performance of
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Fig. 1. Left: Der data set; ten trees are included in the decision forest. Right: Heart
data set; seven trees are included in the decision forest.
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Fig. 2. Left: Ionos data set; 8 decision trees are included in the decisionforest. Right:
WDBC data set; 7 decision trees are included in the decision forest.
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Fig. 3. Left: Wine data set; 7 decision trees are in included in the decision forest. Right:
WPBC data set; 9 decision trees are included in the forest.
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the decision forests combining all decision trees. We can find the decision trees
trained with minimal reducts make a worst performance as for all of data sets.
The best classification paradigm is GA rough decision forest, which get nearly
20% improvements relative to the minimal reducts. The second is decision forests
constructed with the best decision trees, which means that the performance of
individuals has great influence on the forests, but is not a sufficient condition.
The average accuracy of the forests made up of all trees is worse than that of
other ensemble, which shows selective ensemble is a good solution for MCS.

4 Conclusion and Future Work

Some techniques to construct rough decision forests are proposed in this paper.
On one hand, as a generalization of random forests, rough decision forests can
guarantee the performance of individual trees; on the other hand, rough decision
forests can make full use of the output of reduction algorithms. Multiple trees are
trained with different reducts and a decision forest is constructed by combining
some of the trained trees. Three methods are proposed to construct a selective
rough decision forest. Random selection, input space diversity maximization and
genetic algorithms are tried and compared. The experimental results show that
the selective decision forests are better than the decision forests combining all
classifiers. GA rough decision forests get the best performance relative to the
other forests.

Although good performance is produced in the experiments, the explanation
of GA rough decision forests as good multiple classification systems is not clear.
There are several diversity measures to analyze the properties of multiple classi-
fier systems. We will cover a way to understand the behaviors of rough decision
forests and try to propose a method for getting a consistent improvement.

References

1. Ho T. K.: Random decision forests. 3rd international conference of document analy-
sis and recognition. 278–282

2. Ho T. K.: The random subspace method for constructing decision forests. IEEE
Transactions on pattern analysis ans machine intelligence. 20 (1998) 832–844

3. Breiman L.: Bagging predictors. Machine Learning. 26 (1996) 123–140
4. Breiman L.: Random forests. Machine learning. 45 (2001) 5-32
5. Tong W., Hong H., Fang H., Xie Q., Perkins R.: Decision forest: combining the

predictions of multiple independent decision tree models. Journal of chemical in-
formation ans computer sciences. 43 (2003) 525-531

6. Gunter S., Bunke H.: Handwritten word recognition using classifier ensembles gen-
erated from multiple prototypes. International journal of pattern recognition and
artificial intelligence. 18 (2004) 957-974

7. Schettini R.: Automatic classification of digital photographs based on decision
forests. International journal of pattern recognition and artificial intelligence. 18
(2004) 819-845



156 Q.-H. Hu, D.-R. Yu, and M.-Y. Wang

8. Cheng J., Liu Q., Lu H., et al.: Random independent subspace for face recognition.
Lecture notes in computer science. 3214 (2004) 352-358

9. Freund Y., Schapire R. E.: a decision-theoretic generalization of on -line learn-
ing and application to boosting. the 2nd European conference on computational
learning theory. (1995) 23-37

10. Dietterich T.: An experimental comparison of three methods for constructing en-
sembles of decision trees: Bagging, boosting and randomization. Machine Learning.
(1998) 1-22

11. Gunter S., Bunke H.: Feature selection algorithms for the generation of multiple
classifier systems and their application to handwritten word recognition. Pattern
recognition letters. 25 (2004) 1323-1336

12. Swiniarski R., Skowron A.: Rough set methods in feature selection and recognition.
Pattern recognition letters. 24 (2003) 833-849

13. Zhou Z., Wu J., Tang W.: Ensembling neural networks: Many could be better than
all. Artificial intelligence. 137 (2002) 239-263

14. Hu Q., Yu D., Bao W.: Combining multiple neural networks for classification based
on rough set reduction. Proceedings of the 2003 International Conference on Neural
Networks and Signal processing. 1 (2003) 543 - 548

15. Hu Q., Yu D.: Entropies of fuzzy indiscernibility relation and its operations. Inter-
national Journal of uncertainty, fuzziness and knowledge based systems. 12 (2004)
575-589

16. Kittler J., Hatef M., Duin R., et al.: On combining classifiers. IEEE Transactions
on pattern analysis ans machine intelligence. 20 (1998) 226-239

17. Wang J., Miao D.: Analysis on attribute reduction strategies of rough set. Journal
of computer science and technology. 13 (1998) 189-193

18. Wu Q., Bell D., Mcginnity M.: Multiknowledge for decision making. Knowledge
and information systems. 7 (2005) 246-266



Attribute Reduction in Concept Lattice
Based on Discernibility Matrix

Wen-Xiu Zhang1, Ling Wei1,2, and Jian-Jun Qi3

1 Faculty of Science, Institute for Information and System Sciences,
Xi’an Jiaotong University, Xi’an 710049, P.R. China

wxzhang@mail.xjtu.edu.cn
2 Department of Mathematics, Northwest University,

Xi’an 710069, P.R. China
qjjwv@nwu.edu.cn

3 Institute of Computer Architecture & Network, Xi’an Jiaotong University,
Xi’an 710049, P.R. China

qjjwv@21cn.com

Abstract. As an effective tool for knowledge discovery, concept lattice
has been successfully applied to various fields. One of the key problems
of knowledge discovery is knowledge reduction. This paper studies at-
tribute reduction in concept lattice. Using the idea similar to Skowron
and Rauszer’s discernibility matrix, the discernibility matrix and func-
tion of a concept lattice are defined. Based on discernibility matrix, an
approach to attribute reduction in concept lattice is presented, and the
characteristics of core attribute are analyzed.

1 Introduction

Concept lattice stems from the so-called formal concept analysis proposed by
Wille in 1982 [1]. A concept lattice is an ordered hierarchical structure of formal
concepts that are defined by a binary relation between a set of objects and a set
of attributes. Each formal concept is an (objects, attributes) pair, which con-
sists of two parts: the extension (objects covered by the concept) and intension
(attributes describing the concept). As an effective tool for data analysis and
knowledge processing, concept lattice has been applied to various fields, such as
data mining, information retrieval, software engineering, and so on.

Most of the researches on concept lattice focus on such topics as [2]: construc-
tion of concept lattice [3,4,5], pruning of concept lattice [6], acquisition of rules
[4,5], relationship with rough set [7,8,9,10,11], and applications [6,12]. Although
rough set theory [13] and formal context analysis are different theories, they have
much in common, in terms of both goals and methodologies. In this paper, we
study attribute reduction in concept lattice. The attribute reduction in concept
lattice is to find the minimal sets of attributes, which can determine a concept
lattice isomorphic to the one determined by all attributes while the object set
remains unchanged. It makes the discovery of implicit knowledge in data easier
and the representation simpler, and extends the theory of concept lattice.
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The paper is organized as follows. Section 2 recalls basic definitions in formal
concept analysis. Section 3 gives the definitions and properties about attribute
reduction in concept lattice. Section 4 introduces the discernibility matrix and
function of concept lattice, and then discusses the approach to reduction as well
as the characteristics of core attribute. Finally, Section 5 concludes the paper.

2 Basic Definitions of Formal Concept Analysis

To make the paper self-contained, we introduce the basic notions of formal con-
cept analysis [14].

Definition 1. A triple (U,A, I) is called a formal context, if U and A are sets
and I ⊆ U × A is a binary relation between U and A. U = {x1, . . . , xn}, each
xi(i ≤ n) is called an object. A = {a1, . . . , am}, each aj(j ≤ m) is called an
attribute.

In a formal context (U,A, I), if (x, a) ∈ I, also written as xIa, we say that the
object x has the attribute a, or that a is possessed by x. In this paper, (x, a) ∈ I
is denoted by 1, and (x, a) /∈ I is denoted by 0. Thus, a formal context can be
represented by a table only with 0 and 1.

With respect to a formal context (U,A, I), a pair of dual operators are defined
by: for X ⊆ U and B ⊆ A,

X∗ = {a ∈ A|(x, a) ∈ I for all x ∈ X}, (1)

B∗ = {x ∈ U |(x, a) ∈ I for all a ∈ B}. (2)

X∗ is the set of all the attributes shared by all the objects in X , and B∗ is the
set of all the objects that possess all the attributes in B. We write {x}∗ as x∗

for x ∈ U , and write {a}∗ as a∗ for a ∈ A.

Definition 2. Let (U,A, I) be a formal context. A pair (X,B) is called a formal
concept, for short, a concept, of (U,A, I), if and only if,

X ⊆ U, B ⊆ A, X∗ = B, and X = B∗.

X is called the extension and B is called the intension of the concept (X,B).

The concepts of a formal context (U,A, I) are ordered by

(X1,B1) ≤ (X2,B2)⇔ X1 ⊆ X2(⇔ B1 ⊇ B2), (3)

where (X1,B1) and (X2,B2) are concepts. Furthermore, (X1,B1) is called a sub-
concept of (X2,B2), and (X2,B2) is called a super-concept of (X1,B1). The set
of all concepts form a complete lattice called the concept lattice of (U,A, I) and
denoted by L(U,A, I). The infimum and supremum are given by:

(X1,B1) ∧ (X2,B2) = (X1 ∩X2, (B1 ∪B2)∗∗), (4)

(X1,B1) ∨ (X2,B2) = ((X1 ∪X2)∗∗,B1 ∩B2). (5)

With respect to a formal context (U,A, I), the following properties hold: for
all X1, X2, X ⊆ U and all B1,B2,B ⊆ A,
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1. X1 ⊆ X2 ⇒ X∗
2 ⊆ X∗

1 , B1 ⊆ B2 ⇒ B∗
2 ⊆ B∗

1 .
2. X ⊆ X∗∗, B ⊆ B∗∗.
3. X∗ = X∗∗∗, B∗ = B∗∗∗.
4. X ⊆ B∗ ⇔ B ⊆ X∗.
5. (X1 ∪X2)∗ = X∗

1 ∩X∗
2 , (B1 ∪B2)∗ = B∗

1 ∩B∗
2 .

6. (X1 ∩X2)∗ ⊇ X∗
1 ∪X∗

2 , (B1 ∩B2)∗ ⊇ B∗
1 ∪B∗

2 .
7. (X∗∗, X∗) and (B∗,B∗∗) are all concepts.

3 Definitions and Properties of Attribute Reduction in
Concept Lattice

Definition 3. Let L(U,A1, I1) and L(U,A2, I2) be two concept lattices. If for
any (X,B) ∈ L(U,A2, I2) there exists (X ′,B′) ∈ L(U,A1, I1) such that X ′ = X,
then L(U,A1, I1) is said to be finer than L(U,A2, I2), denoted by:

L(U,A1, I1) ≤ L(U,A2, I2). (6)

If L(U,A1, I1) ≤ L(U,A2, I2) and L(U,A2, I2) ≤ L(U,A1, I1), then these two
concept lattices are said to be isomorphic to each other, denoted by:

L(U,A1, I1) ∼= L(U,A2, I2). (7)

Let (U,A, I) be a formal context. For any D ⊆ A and ID = I ∩ (U × D),
(U, D, ID) is also a formal context. For any X ⊆ U , X∗ is represented by X∗

in (U,A, I) and by X∗D in (U, D, ID). It is clear that IA = I, X∗A = X∗,
X∗D = X∗A ∩D = X∗ ∩D, and X∗D ⊆ X∗.

Theorem 1. Let (U,A, I) be a formal context. For any D ⊆ A such that D 	= ∅,
L(U,A, I) ≤ L(U, D, ID) holds.

Proof. Suppose (X,B) ∈ L(U, D, ID). We have (X∗∗, X∗) ∈ L(U,A, I) by prop-
erty 7. By property 2, we have X∗∗ ⊇ X . On the other hand, X∗ ⊇ X∗D = B
implies that X∗∗ ⊆ B∗ = X . It follows that X∗∗ = X and (X, X∗) ∈ L(U,A, I).
Thus L(U,A, I) ≤ L(U, D, ID).

Definition 4. Let (U,A, I) be a formal context. If there exists an attribute set
D ⊆ A such that L(U, D, ID) ∼= L(U,A, I), then D is called a consistent set of
(U,A, I). And further, if L(U, D− {d}, ID−{d}) 	∼= L(U,A, I) for all d ∈ D, then
D is called a reduct of (U,A, I). The intersection of all the reducts of (U,A, I)
is called the core of (U,A, I).

The following result can be easily verified.

Theorem 2. Let (U,A, I) be a formal context, D ⊆ A and D 	= ∅. Then,

D is a consistent set ⇔ L(U, D, ID) ≤ L(U,A, I).

Similar to the rough set theory proposed by Pawlak [13], we define three
types of attributes in a formal context.
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Definition 5. Let (U,A, I) be a formal context, the set {Di|Di is a reduct, i ∈
τ}(τ is an index set) includes all reducts of (U,A, I). Then A is divided into the
following three parts:

1. Absolute necessary attribute (core attribute) b : b ∈ ⋂
i∈τ

Di.

2. Relative necessary attribute c : c ∈ ⋃
i∈τ

Di −
⋂
i∈τ

Di.

3. Absolute unnecessary attribute d : d ∈ A− ⋃
i∈τ

Di.

The attribute not in the core is called unnecessary attribute e : e ∈ A− ⋂
i∈τ

Di,

which is either a relative necessary attribute or an absolute unnecessary at-
tribute. Let b be an absolute necessary attribute, c a relative necessary attribute,
and d an absolute unnecessary attribute, it is clear that b∗ 	= c∗, c∗ 	= d∗, b∗ 	= d∗.

Theorem 3. The reduct exists for any formal context.

Proof. Let (U,A, I) be a formal context. If L(U,A − {a}, IA−{a}) 	∼= L(U,A, I)
for all a ∈ A, then A itself is a reduct. If there exists an attribute a ∈ A such
that L(U,A− {a}, IA−{a}) ∼= L(U,A, I), then we study B1 = A− {a}. Further,
if L(U,B1 − {b1}, IB1−{b1}) 	∼= L(U,A, I) for all b1 ∈ B1, then B1 is a reduct,
otherwise we study B1 − {b1}. Repeating the above process, since A is a finite
set, we can find at least one reduct of (U,A, I).

Generally speaking, it is possible that a formal context has multiple reducts.
Let (U,A, I) be a formal context. Clearly, we have the following results.

Corollary 1. The core is a reduct ⇔ there is only one reduct.

Corollary 2. a ∈ A is an unnecessary attribute ⇔ A− {a} is a consistent set.

Corollary 3. a ∈ A is a core attribute ⇔ A− {a} is not a consistent set.

Example 1. Table 1 shows a formal context (U,A, I), in which,

U = {1, 2, 3, 4}, A = {a, b, c, d, e}.

The concept lattice of (U,A, I) is showed in Fig. 1. There are 6 concepts:
(1, abde), (24, abc), (13, d), (124, ab), (U, ∅), (∅,A), which are labelled as FCi
(i=1,2,. . . ,6) respectively. (U,A, I) has two reducts: D1 = {a, c, d} and D2 =
{b, c, d}. Thus, c, d are absolute necessary attributes, a, b are relative necessary
attributes, e is absolute unnecessary attribute, and a, b,e are unnecessary at-
tributes. The concept lattice of (U, D1, ID1) is showed in Fig. 2. It is easy to see
that the two concept lattices are isomorphic to each other.
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Table 1. A formal context (U, A, I)

a b c d e

1 1 1 0 1 1
2 1 1 1 0 0
3 0 0 0 1 0
4 1 1 1 0 0

(1, )abde

( , )A

(24, )abc

(124, )ab

( , )U

(13, )d

FC6

FC1 FC2

FC4FC3

FC5

Fig. 1. The concept lattice of (U, A, I)

(1, )ad

1
( , )D

(24, )ac

(124, )a

( , )U

(13, )d

FC6

FC1 FC2

FC4FC3

FC5

Fig. 2. The concept lattice of (U,D1, ID1)

4 Approach to Attribute Reduction in Concept Lattice

Using an idea similar to Skowron and Rauszer’s discernibility matrix [15], this
section introduces the discernibility matrix and discernibility function of a con-
cept lattice, gives an approach to attribute reduction, and discusses the charac-
teristics of core attribute.

Definition 6. Let (U,A, I) be a formal context, (Xi,Bi), (Xj ,Bj) ∈ L(U,A, I).
Then

DISFC((Xi,Bi), (Xj ,Bj)) = Bi ∪Bj −Bi ∩Bj (8)

is called the discernibility attributes set between (Xi,Bi) and (Xj ,Bj), and

ΛFC = (DISFC((Xi,Bi), (Xj ,Bj)), (Xi,Bi), (Xj ,Bj) ∈ L(U,A, I)) (9)

is called the discernibility matrix of the concept lattice L(U,A, I).

In the discernibility matrix ΛFC , only those non-empty elements are useful to
reduction. We also denote the set of non-empty elements in the matrix by ΛFC .
It is easy to see the meaning of ΛFC . In fact, DISFC((Xi,Bi), (Xj ,Bj)) 	= ∅ is
equivalent to (Xi,Bi) 	= (Xj ,Bj).

Example 2. Table 2 gives the discernibility matrix of the concept lattice showed
in Fig. 1.
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Table 2. The discernibility matrix of the concept lattice in Fig. 1

FC1 FC2 FC3 FC4 FC5 FC6

FC1 ∅
FC2 {c, d, e} ∅
FC3 {a, b, e} {a, b, c, d} ∅
FC4 {d, e} {c} {a, b, d} ∅
FC5 {a, b, d, e} {a, b, c} {d} {a, b} ∅
FC6 {c} {d, e} {a, b, c, e} {c, d, e} A ∅

Theorem 4. Let (U,A, I) be a formal context, (Xi,Bi), (Xj ,Bj), (Xk,Bk) ∈
L(U,A, I). The following properties hold:

1. DISFC((Xi,Bi), (Xi,Bi)) = ∅.
2. DISFC((Xi,Bi), (Xj ,Bj)) = DISFC((Xj ,Bj), (Xi,Bi)).
3. DISFC((Xi,Bi), (Xj ,Bj))

⊆ DISFC((Xi,Bi), (Xk,Bk)) ∪DISFC((Xk,Bk), (Xj ,Bj)).

Proof. It is clear that the first two hold. Now, we prove the last one. Sup-
pose a ∈ DISFC((Xi,Bi), (Xj ,Bj)). We have a ∈ Bi ∪ Bj and a /∈ Bi ∩ Bj .
Without loss of generality, suppose a ∈ Bi and a /∈ Bj . If a /∈ Bk, then
a ∈ DISFC((Xi,Bi), (Xk,Bk)); if a ∈ Bk, then a /∈ DISFC((Xi,Bi), (Xk,Bk)),
but a ∈ DISFC((Xk,Bk), (Xj ,Bj)). Thus,

a ∈ DISFC((Xi,Bi), (Xk,Bk)) ∪DISFC((Xk,Bk), (Xj ,Bj)).

Theorem 5. Let (U,A, I) be a formal context. For any D ⊆ A such that D 	= ∅,
the following assertions are equivalent:

1. D is a consistent set.
2. For all (Xi,Bi), (Xj ,Bj) ∈ L(U,A, I), if (Xi,Bi) 	= (Xj ,Bj), then Bi∩D 	=

Bj ∩D.
3. For all (Ym,Cm), (Yn,Cn) ∈ L(U,A, I), if DISFC((Ym,Cm), (Yn,Cn)) 	= ∅,

then D ∩DISFC((Ym,Cm), (Yn,Cn)) 	= ∅.
4. For all B ⊆ A, if B ∩D = ∅, then B /∈ ΛFC.

Proof. 1 ⇒ 2. Suppose (Xi,Bi), (Xj ,Bj) ∈ L(U,A, I) and (Xi,Bi) 	= (Xj ,Bj).
Since D is a consistent set, we have L(U, D, ID) ≤ L(U,A, I). There exist
Ci,Cj ⊆ D such that (Xi,Ci), (Xj ,Cj) ∈ L(U, D, ID) and (Xi,Ci) 	= (Xj ,Cj).
Hence, Ci = X∗D

i = X∗
i ∩ D = Bi ∩ D, Cj = X∗D

j = X∗
j ∩ D = Bj ∩ D and

Ci 	= Cj . Thus, Bi ∩D 	= Bj ∩D.
2 ⇒ 1. If for all (X,B) ∈ L(U,A, I), (X,B ∩ D) ∈ L(U, D, ID) hold, then

L(U, D, ID) ≤ L(U,A, I). Thus, D is a consistent set. We need only to prove
that for all (X,B) ∈ L(U,A, I), X∗D = B ∩D and (B ∩D)∗ = X hold. First,
we have X∗D = X∗ ∩ D = B ∩ D. Second, suppose (B ∩ D)∗ 	= X . Since
((B ∩ D)∗, (B ∩ D)∗∗) ∈ L(U,A, I), we have (X,B) 	= ((B ∩ D)∗, (B ∩ D)∗∗),
which implies that B ∩D 	= (B ∩D)∗∗ ∩D. On the one hand,
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B ∩D ⊆ B ⇒ (B ∩D)∗ ⊇ B∗ = X
⇒ (B ∩D)∗∗ ⊆ X∗ = B
⇒ (B ∩D)∗∗ ∩D ⊆ B ∩D.

On the other hand, B ∩D ⊆ (B ∩D)∗∗ ⇒ B ∩D = B ∩D∩D ⊆ (B ∩D)∗∗ ∩D.
Thus, B ∩D = (B ∩D)∗∗ ∩D, which is a contradiction. So (B ∩D)∗ = X .

2 ⇒ 3. For (Ym,Cm), (Yn,Cn) ∈ L(U,A, I), if DISFC((Ym,Cm), (Yn,Cn))
	= ∅, then (Ym,Cm) 	= (Yn,Cn), which implies that Cm ∩D 	= Cn ∩D. We have
Cm ∩D−Cn ∩D = D ∩Cm ∩Cn 	= ∅ or Cn ∩D−Cm ∩D = D ∩Cn ∩Cm 	= ∅.
Thus,

D ∩DISFC((Ym,Cm), (Yn,Cn))
= D ∩ (Cm ∪Cn − Cm ∩ Cn)
= D ∩ (Cm ∪Cn) ∩ (Cm ∪Cn)
= (D ∩ Cn ∩ Cm) ∪ (D ∩ Cm ∩ Cn) 	= ∅.

3 ⇒ 2. Suppose (Xi,Bi), (Xj ,Bj) ∈ L(U,A, I). If (Xi,Bi) 	= (Xj ,Bj), then
DISFC((Xi,Bi), (Xj ,Bj)) 	= ∅, which implies D ∩ DISFC((Xi,Bi), (Xj ,Bj))
	= ∅. Hence, there exists a ∈ D such that a ∈ DISFC((Xi,Bi), (Xj ,Bj)), which
implies that a ∈ Bi ∪ Bj and a /∈ Bi ∩ Bj . Thus, if a ∈ Bi and a /∈ Bj , then
a ∈ D∩Bi and a /∈ D∩Bj ; if a ∈ Bj and a /∈ Bi, then a ∈ D∩Bj and a /∈ D∩Bi.
It follows that Bi ∩D 	= Bj ∩D.

3 ⇔ 4. Obvious.

Theorem 6. Let (U,A, I) be a formal context, a ∈ A. Then,
a is a core attribute ⇔ there exist (Xi,Bi), (Xj ,Bj) ∈ L(U,A, I) such that

DISFC((Xi,Bi), (Xj ,Bj)) = {a}.

Proof. By Corollary 3 and Theorem 5, we have,
a is a core attribute

⇔ A− {a} is not a consistent set
⇔ there exist (Xi,Bi), (Xj ,Bj) ∈ L(U,A, I) such that

DISFC((Xi,Bi), (Xj ,Bj)) 	= ∅ and
DISFC((Xi,Bi), (Xj ,Bj)) ∩ (A− {a}) = ∅

⇔ there exist (Xi,Bi), (Xj ,Bj) ∈ L(U,A, I) such that
DISFC((Xi,Bi), (Xj ,Bj)) = {a}.

Theorem 5 shows that to find a reduct of a formal context is to find a minimal
subset D of attributes such that D ∩H 	= ∅ for all H ∈ ΛFC . Theorem 6 shows
that if some H ∈ ΛFC has only one element a then a is a core attribute.

Example 3. We can find the reducts of the formal context in Table 1 based on
the discernibility matrix in Table 2. Specifically:

ΛFC = {{c}, {d}, {a, b}, {d, e}, {c,d, e}, {a, b, e}, {a, b, c}, {a, b, d},
{a, b, d, e}, {a, b, c, d}, {a, b, c, e}, {a, b, c, d, e}}.

Consider D1 = {a, c, d}. It satisfies D1 ∩H 	= ∅(∀H ∈ ΛFC). In addition, for
any set Z ⊆ D1, there is an element W in ΛFC such that Z∩W = ∅. For instance
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consider {a, c}, {a, d}, {c, d}, there exist corresponding elements {d}, {c}, {a, b}
in ΛFC such that the intersection is empty, respectively. Thus, D1 is a reduct.

Consider D2 = {b, c, d}. It also satisfies D2 ∩ H 	= ∅(∀H ∈ ΛFC). On the
other hand, for its subsets {b, c}, {b, d}, {c, d}, there exist corresponding elements
{d}, {c}, {a, b} in ΛFC such that the intersection is empty, respectively. Hence,
D2 is a reduct.

Definition 7. Let (U,A, I) be a formal context. The discernibility function of
(U,A, I) is defined as:

f(ΛFC) = ∧
H∈ΛF C

( ∨
h∈H

h). (10)

By absorption law and distributive law, the discernibility function f(ΛFC)
can be transformed to a minimal disjunctive normal form [15], whose items can
form all the reducts of (U,A, I).

Example 4. We continue Example 3 and calculate the discernibility function.
f(ΛFC) = ∧

H∈ΛF C

( ∨
h∈H

h)

= (d ∨ e) ∧ c ∧ (c ∨ d ∨ e) ∧ (a ∨ b ∨ c ∨ e) ∧ (a ∨ b ∨ c ∨ d ∨ e)
∧(a ∨ b ∨ c ∨ d) ∧ (a ∨ b ∨ c) ∧ (a ∨ b ∨ e) ∧ (a ∨ b ∨ d ∨ e)
∧(a ∨ b ∨ d) ∧ (a ∨ b) ∧ d

= c ∧ d ∧ (a ∨ b)
= (a ∧ c ∧ d) ∨ (b ∧ c ∧ d).

In the final minimal disjunctive normal form, there are two items (a∧ c∧d) and
(b∧ c∧d). So the formal context has two reducts, they are {a, c, d} and {b, c, d}.

5 Conclusion

The theory of concept lattice is an effective tool for knowledge representation
and knowledge discovery, and is applied to many fields. This paper examined
the attribute reduction in concept lattice. The attribute reduction in concept
lattice is to find a minimal attribute set, which can determine all concepts and
their hierarchy in a formal context. The attribute reduction in concept lattice
makes the representation of implicit knowledge in a formal context simpler. The
results of this paper extend the theory of concept lattice. The introduced notions
of discernibility matrix and function of a formal context are useful in knowledge
discovery. In fact, an approach to reduction is introduced and the characteristics
of core attribute are studied.
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Abstract. The methods for extending binary support vectors machines
(SVMs) can be broadly divided into two categories, namely, 1-v-r (one
versus rest) and 1-v-1 (one versus one). The 1-v-r approach tends to
have higher training time, while 1-v-1 approaches tend to create a large
number of binary classifiers that need to be analyzed and stored during
the operational phase. This paper describes how rough set theory may
help in reducing the storage requirements of the 1-v-1 approach in the
operational phase.

1 Introduction

While support vector machines (SVMs) improve traditional perceptrons [6,10]
by using a higher dimensional space and identifying planes that provide max-
imal separation between two classes, they are essentially binary classifiers. In
order to increase the applicability of SVMs, it is necessary to extend them to
multi-classification. Vapnik [11] proposed the 1-v-r (one versus rest) approach,
which involves constructing a binary classifier for each class that separates ob-
jects belonging to one class from objects that do not. If we assume that there
are N classes, the 1-v-r approach will create N binary classifiers. Knerr, et al. [4]
suggested the use of 1-v-1 (one versus one) approach, whereby a separate SVM is
constructed for every pair of classes. This approach has been further investigated
by many researchers. The 1-v-1 approach involves creating binary classifiers for
each pair of classes, thus creating N × (N − 1)/2 classifiers. Platt, et al. [9]
proposed the use of directed acyclic graphs, referred to as DAGSVM, to reduce
the number of computations when deciding classification of objects during the
testing and operational phases. Similar to the classical 1-v-1 approach, however,
DAGSVMs need to store N×(N−1)/2 SVMs [1]. Lingras and Butz [5] provided
interpretation of the binary classification resulting from a SVM in terms of inter-
val or rough sets. This paper extends the formulation proposed by Lingras and
Butz for multi-classification using the 1-v-1 approach. The paper also explores
the advantages of such a formulation, which include the same time complex-
ity during operational phase as the DAGSVM, but significantly lower storage
requirements.

D. Śl ↪ezak et al. (Eds.): RSFDGrC 2005, LNAI 3642, pp. 166–173, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



Reducing the Storage Requirements of 1-v-1 SVM Multi-classifiers 167

This paper is organized as follows. Section 2 reviews support vector machines
for binary classification. A rough sets approach to support vector machine bi-
nary classification is given in Section 3. In Section 4, we present a rough set ap-
proach to 1-v-1 support vector machine multi-classifiers. Conclusions are made in
Section 5.

2 Support Vector Machines for Binary Classification

Let x be an input vector in the input space X . Let y be the output in Y =
{+1,−1}. Let S = {(x1, y1), (x2, y2), . . . , (xi, yi), . . .} be the training set used
for supervised classification. Let us define the inner product of two vectors x
and w as:

< x,w > =
∑

j

xj × wj ,

where xj and wj are components of the vectors x and w, respectively. If the
training set is linear separable, the perceptron learning algorithm will find the
vector w such that:

y × [ < x,w > + b ] ≥ 0, (1)

for all (x,y) ∈ S. SVMs overcome the shortcomings of linear separability in the
perceptron approach by using a mapping Φ of the input space to another feature
space with higher dimension. Equation (1) for perceptrons is then changed as
follows:

y × [ < Φ(x), Φ(w) > + b ] ≥ 0, (2)

for all (x,y) ∈ S. Usually, a high dimensional transformation is needed in or-
der to obtain reasonable classification [2]. Computational overhead can be re-
duced by not explicitly mapping the data to feature space, but instead just
working out the inner product in that space. In fact, SVMs use a kernel func-
tion K corresponding to the inner product in the transformed feature space
as: K(x,w) =< Φ(x), Φ(w) >. Polynomial kernel is one of the popular ker-
nel functions. Let us derive the polynomial kernel function of degree 2 for two
dimensional input space. Let x = (x1, x2) and w = (w1, w2):

K(x,w) = < x,w >2

= (x1w1 + x2w2)2

= (x2
1w

2
1 + x2

2w
2
2 + 2x1w1x2w2)

= < x2
1 + x2

2 +
√

2x1x2, w2
1 + w2

2 +
√

2w1w2 >

= < Φ(x), Φ(w) > .

The dimensionality rises very quickly with the degree of polynomial. For
example, Hoffmann [3] reports that for an original input space with 256 dimen-
sions, the transformed space with second degree polynomials was approximately
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33,000, and for the third degree polynomials the dimensionality was more than
a million, and fourth degree led to a more than billion dimension space. This
problem of high dimensionality will be discussed later in the paper.

The original perceptron algorithm was used to find one of the possibly many
hyperplanes separating two classes. The choice of the hyperplane was arbitrary.
SVMs use the size of margin between two classes to search for an optimal hyper-
plane. The problem of maximizing the margin can be reduced to an optimization
problem [2,11]: minimize < x,w > such that

y × [ < x,w > + b ] ≥ 0, (3)

for all (x,y) ∈ S. SVMs attempt to find a solution to such an optimization
problem.

The problem of multi-classification, especially for systems like SVMs, does not
present an easy solution [9]. It is generally simpler to construct classifier theory
and algorithms for two mutually-exclusive classes than it is for N mutually-
exclusive classes. Platt [8] claimed that constructing N-class SVMs is still an
unsolved research problem. The standard method for N-class SVMs [11] is to
construct N SVMs. The ith SVM will be trained with all of the examples in the
ith class with positive labels, and all other examples with negative labels. Platt
et al. [9] refer to SVMs trained in this way as 1-v-r SVMs (short for one versus
rest). The final output of the N 1-v-r SVMs is the class that corresponds to the
SVM with the highest output value. Platt et al. [9] list the disadvantages of 1-v-r
approach as follows. There is no bound on the generalization error for the 1-v-r
SVM, and the training time of the standard method scales linearly with N .

Another method for constructing N-class classifiers from SVMs is derived
from previous research into combining two-class classifiers. Knerr et al. [4] sug-
gested constructing all possible two-class classifiers from a training set of N
classes, each classifier being trained on only two out of N classes. Thus, there
would be N × (N − 1)/2 classifiers. Platt et al. [9] refer to this as 1-v-1 SVMs
(short for one-versus-one). Platt et al. [9] proposed DAGSVM, which uses di-
rected acyclic graphs to reduce the number of SVMs that need to be used during
the testing and operational phase. Chang et al. [1] studied one-against-one and
DAGSVM. In the training phase, both methods require solving N×(N−1)/2 bi-
nary classification problems. In the testing phase, the one-against-one technique
conducts N× (N−1)/2 classifications, while the DAGSVM technique employs a
directed acyclic graph that has N × (N − 1)/2 nodes and N leaves, reducing the
number of classifications to N − 1. Both methods are subject to the drawback
that, when the number of classes N is large, they incur exhaustive amount of
training time and produce an extremely large set of support vectors [1].

The 1-v-r approach creates N SVMs as opposed to N × (N − 1)/2 SVMs
created and stored for 1-v-1 and DAGSVM methods. The training of 1-v-1 is
computationally less expensive, since only a subset (corresponding to the pair
of classes involved) of the training sample is used. This paper describes a rough
set based scheme that makes it possible to reduce the training set size, provides
a possible semantic description for the multiclassification, and makes the testing
and operational phase more streamlined.
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3 Rough Sets Based on Binary Support Vector Machine
Classification

This section describes a rough set interpretation of SVM binary classification
proposed by Lingras and Butz [5]. A certain familiarity with rough set theory [7] is
assumed. We will first consider the ideal scenario, where the transformed feature
space is linear separable and the SVM has found the optimal hyperplane by
maximizing the margin between the two classes. There are no training examples
in the margin. The optimal hyperplane gives us the best possible dividing line.
However, if one chooses to not make an assumption about the classification of
objects in the margin, the margin can be designated as the boundary region.
This will allow us to create rough sets as follows.

Let us define b1 as: y × [ < x,w > + b1 ] ≥ 0, for all (x,y) ∈ S, and
there exists at least one training example (x,y) ∈ S such that y = 1 and
y× [ < x,w > + b1 ] = 0. Similarly, b2 is defined as: y× [ < x,w > + b2 ] ≥ 0,
for all (x,y) ∈ S, and there exists at least one training example (x,y) ∈ S such
that y = −1 and y × [ < x,w > + b2 ] = 0. It can be easily seen that b1 and
b2 correspond to the boundaries of the margin. The modified SVM classifier can
then be defined as follows:

If < x,w > + b1 ≥ 0, classification of x is +1. (R1)
If < x,w > + b2 ≥ 0, classification of x is −1. (R2)
Otherwise, classification of x is uncertain. (R3)

The proposed classifier will allow us to create three equivalence classes, and
define a rough set based approximation space. This simple extension of an SVM
classifier provides a basis for a more practical application, when the SVM trans-
formation does not lead to a linear separable case. Cristianini [2] list disadvan-
tages of refining feature space to achieve linear separability. Often this will lead
to high dimensions, which will significantly increase the computational require-
ments. Moreover, it is easy to overfit in high dimensional spaces, i.e., regularities
could be found in the training set that are accidental, which would not be found
again in a test set. The soft margin classifiers [2] modify the optimization prob-
lem to allow for an error rate. The rough set based rules given by (R1)-(R3) can
still be used by empirically determining the values of b1 and b2. For example,
b1 can be chosen in such a way that, for an (x,y) ∈ S, if < x,w > + b1 ≥ 0,
then y must be +1. Similarly, b2 can be chosen such that, for an (x,y) ∈ S, if
< x,w > + b2 ≤ 0, then y must be −1. Assuming there are no outliers, such
a choice of b1 and b2 would be reasonable. Otherwise, one can specify that the
requirements hold for a significant percentage of training examples. For example,
b1 can be chosen in such a way that, for an (x,y) ∈ S, if < x,w > + b1 ≥ 0,
then in at least 95% of the cases y must be +1. Similarly, b2 can be chosen in
such a way that, for an (x,y) ∈ S, if < x,w > + b2 ≤ 0, then in at least 95%
of the cases y must be -1.

The extension proposed by Lingras and Butz [5] can be easily implemented
after the soft margin classifier determines the value of w. All the objects in the
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training sample will be sorted based on the values of < x,w >. The value of
b1 can be found by going down (or up if the positive examples are below the
hyperplane) in the list until 95% of the positive examples are found. The value
of b2 can be found by going up (or down if the positive examples are below the
hyperplane) in the list until 95% of the negative examples are found.

4 Rough Sets Based on the 1-v-1 Approach

The terminologies for rules (R1)-(R3) from the previous section need be slightly
modified for pairwise classifications between classes i and j. Let us assume that
+1 corresponds to class i and -1 corresponds to class j. We can define equiv-
alence classes corresponding to rules (R1)-(R3). Let Eij(i) be the set of x (or
region) that follows rule (R1), Eij(j) be the set of x that follows rule (R2), and
Eij(BND) be the set of x that follows rule (R3). The lower bound for class i will
be Eij(i) and the upper bound will be Eij(i) ∪ Eij(BND). Similarly, the lower
bound for class j will be Eij(j) and the upper bound will be Eij(j)∪Eij(BND).
In some cases, this would mean the use of soft margin classifiers.

Figure 1 shows a classification problem with three classes. It is assumed that
the objects have already been mapped using the same mapping Φ to transform
the problem to a linear separable case. Figure 2 shows the 1-v-1 classification
for classes (1,2). Similarly, Figures 3 and 4 show the 1-v-1 classifications for the
pairs (1,3) and (2,3), respectively. The equivalence classes for each pair (i, j) will
be used to calculate the overall lower bounds of N classes as shown in Eq. (4).

A(classi) =
N⋂

j=1

Eij(i), (4)

where j 	= i.
We now show that the lower bounds of every class are mutually exclusive.

Consider any pair of classes (i, j). By definition, Eij(i)∩Eij(j) = ∅. By Eq. (4),
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we can conclude that A(classi) ⊆ Eij(i) and A(classj) ⊆ Eij(j). Therefore,
A(classi) ∩A(classj) = ∅.
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The boundary region for each class will be a union of boundary regions from
each pairwise classification. However, such a boundary region will include lower
bounds of other classes. Therefore, it is necessary to delete the union of lower
bounds from such a boundary class. Hence, the boundary region, A(classi) −
A(classi), for each class i is given by:

A(classi)−A(classi) =
N⋃

j=1

Eij(BND)−
N⋃

k=1

A(classk), (5)

where j 	= i. From Eq. (5), the upper bound, A(classi), for a class i is given by:

A(classi) =
N⋃

j=1

Eij(BND)−
N⋃

k=1

A(classk) + A(classi)

=
N⋃

j=1

Eij(BND)−
N⋃

j=1

A(classj)

=
N⋃

j=1

(Eij(BND)−A(classj)), (6)

where j 	= i.
The approach proposed in this paper uses the same training time as the

classical 1-v-1 approach or DAGSVM. However, only two rules need to be stored
for each class, one corresponding to the lower bound A(classi), given by Eq.
(4), and another corresponding to the upper bound A(classi), given by Eq. (6).
Therefore, a total of 2N rules are stored for the testing and operational phases,
as opposed to N × (N − 1)/2 SVMs stored by 1-v-1 and DAGSVM approaches.
Moreover, during the operational phase, the determination of membership of an
object in a class will involve simply testing which lower and/or upper bounds
the object belongs to. The time requirement for classification in the operational
phase will be O(N), the same as DAGSVM. The rough set representation also
provides the possibility of specifying an uncertainty in the classification. For
example, it will be possible to say that while precise classification of the object
is not known, it belongs to the upper bounds of a list of classes, i.e., a list
of possible classifications. Finally, the rules corresponding to lower and upper
bounds may be able to provide better semantic interpretations of the multi-
classification process than the other SVM approaches, which have been regarded
as black-box models.

5 Conclusion

The approaches for extending binary classifications obtained from support vector
machines (SVMs) to multi-classification can be divided into two categories, 1-
v-r (one versus rest) and 1-v-1 (one versus one). 1-v-r classification technique
involves creating a separate SVM for every class using the members of the class
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as positive instances and non-members as negative instances. This approach
requires a large training time. The 1-v-1 approach involves creating and storing
N × (N − 1)/2 SVMs. The time requirement in the operational phase for 1-v-1
approach can be reduced using directed acyclic graphs leading to DAGSVMs.
However, the storage requirement for DAGSVM is still the same as the classical
1-v-1 approach, i.e., N × (N − 1)/2. This paper describes an extension of 1-v-1
approach using rough or interval sets. The use of rough sets may make it possible
to provide a semantic interpretation of the classification process using rule-based
approach, which may be an advantage over the black-box SVM models. It is
shown that during the operation phase, the proposed approach has the same
O(N) time requirement as DAGSVM. However, it only requires storage of 2N
rules as opposed to N×(N−1)/2 SVMs stored by the DAGSVM and the classical
1-v-1 approach. Our approach also makes it possible to introduce uncertainty in
describing classifications of objects.
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Abstract. Clustering techniques have always been oriented to solve
classification and pattern recognition problems. This clustering tech-
niques have been used also to initialize the centers of the Radial Basis
Function (RBF) when designing an RBF Neural Network (RBFNN) that
approximates a function. Since classification and function approximation
problems are quite different, it is necessary to design a new clustering
technique specialized in the problem of function approximation. In this
paper, a new clustering technique it is proposed to make the right ini-
tialization of the centers of the RBFs. The novelty of the algorithm is
the employment of a possibilistic partition of the data, rather than a
hard or fuzzy partition as it is commonly used in clustering algorithms.
The use of this kind of partition with the addition of several components
to use the information provided by the output, allow the new algorithm
to provide better results and be more robust than the other clustering
algorithms even if noise exits in the input data.

1 Introduction

The function approximation problem can be formulated as, given a set of obser-
vations {(xk; yk), k = 1, ..., n} with yk = F (xk) ∈ IR and xk ∈ IRd, it is desired
to obtain a function G so yk = G (xk) ∈ IR with xk ∈ IRd. To solve this prob-
lem, Radial Basis Function Neural Networks (RBFNN) are used because of their
capability as universal approximators [5,11].

The design of a RBFNN is performed by following several steps, in which the
initialization of the centers of the RBFs is the first one. The use of a clustering
algorithm is a common solution for a first initialization of the centers [9,15]. These
clustering algorithms were designed for classification problems [8] instead of for
the function approximation problem so the results they provide can be improved
significantly. Clustering algorithms try to classify the set of input data assigning
a set of predefined labels, however, in the function approximation problem, the
output of the function belongs to a continuous interval. Clustering algorithms do
not use the information provided by the function output ignoring the variability
of the function. In the function approximation problem, the information provided
by the output of the function to be approximated is needed to obtain a correct
placement of the centers. Centers must be placed in the areas where the function

D. Śl ↪ezak et al. (Eds.): RSFDGrC 2005, LNAI 3642, pp. 174–183, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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is more variable and therefore, it will be needed more RBFs to be able to model
the variations of the function, meanwhile, in the areas where the function is not
that variable, less centers will be needed to approximate the function.

It is necessary to design a clustering algorithm oriented to the function ap-
proximation problem in order to make a right initialization of the RBFs centers.
In this paper, a new algorithm to solve this task is proposed. It is based on a mixed
fuzzy-possibilistic approach improving results, as it will be shown in the experi-
ments section, in comparison with traditional clustering algorithms and clustering
algorithms designed specifically for the function approximation problem.

2 RBFNN Description

A RBFNN F with fixed structure to approximate an unknown function F with
n entries and one output starting from a set of values {(xk; yk); k = 1, ..., n}
with yk = F (xk) ∈ IR and xk ∈ IRd, has a set of parameters that have to be
optimized:

F (xk;C,R,Ω) =
m∑

j=1

φ(xk; cj , rj) ·Ωj (1)

where C = {c1, ..., cm} is the set of RBF centers, R = {r1, ..., rm} is the set of val-
ues for each RBF radius, Ω = {Ω1, ...,Ωm} is the set of weights and φ(xk; c j , rj)
represents an RBF. The activation function most commonly used for classifica-
tion and regression problems is the Gaussian function because it is continuous,
differentiable, it provides a softer output and improves the interpolation capa-
bilities [3,13]. The procedure to design an RBFNN for functional approximation
problem is shown below:

1. Initialize RBF centers cj

2. Initialize the radius rj for each RBF
3. Calculate the optimum value for the weights Ωj .

The first step is accomplished by applying clustering algorithms, the new
algorithm proposed in this paper will initialize the centers, providing better
results than other clustering algorithms used for this task.

3 Previous Clustering Algorithms

This section will describe several clustering algorithms that have been used
to determine the centers when designing RBFNN for functional approximation
problems.

3.1 Fuzzy C-Means (FCM)

This algorithm uses a fuzzy partition of the data where an input vector be-
longs to several clusters with a membership value. The objective function to be
minimized is:
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Jh(U,C; X) =
n∑

k=1

m∑
i=1

uh
ik‖xk − ci‖2 (2)

where X = {x1, x2, ..., xn} are the input vectors, C = {c1, c2, ..., cm} are the
centers of the clusters, U = [uik] is the matrix where the degree of membership
is established by the input vector to the cluster , and h is a parameter to control
the degree of the partition fuzziness. After applying the minimum square method
to minimize the function in Equation 2 [2], we get the equations to reach the
solution trough and iterative process:

uik =

⎛⎝ m∑
j=1

(
DikA

DjkA

) 2
h−1

⎞⎠−1

(3)

ci =

n∑
k=1

uh
ikxk

n∑
k=1

uh
ik

(4)

where DjkA = ||xk − cj||2, and || · || is the inner product norm in IRd. Using
this iterative process we calculate matrix U from matrix C or vice versa starting
from a random initialization of any of the matrices: (Ct−1 → Ut → Ct or Ut−1 →
Ct → Ut). The stop criteria is usually considered as ‖Ct−1 − Ct‖ < threshold,
this is, when the centers do not move significantly.

3.2 Improved Possibilistic C-Means (IPCM)

The Possibilistic C-means [10] determines a possibilistic partition of the data,
in which a possibilistic membership measures the absolute degree of typicality
of a point to a cluster. This approach is robust because noisy points will not
affect significantly the possibilistic partition as they would in a fuzzy partition.
This algorithm tends to find identical clusters [1] so an improved version of this
algorithm is proposed in [14]. This new approach combines a fuzzy partition with
a possibilistic partition determining the following function to be minimized:

Jh(U (p), U (f),C; X)=
n∑

k=1

m∑
i=1

(u(f)
ik )hf (u(p)

ik )hpd2
ik+

m∑
i=1

ηi

n∑
k=1

(u(f)
ik )hf (1− u

(p)
ik )hp

(5)
where:

– u
(p)
ik is the possibilistic membership of xk in the cluster i.

– u
(f)
ik is the fuzzy membership of xk in the cluster i.

– hp and hf are the weighting exponents for the possibilistic and the fuzzy
membership functions.

– ηi is a scale parameter that is calculated using:
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ηi =

n∑
k=1

(u(f)
ik )hf (u(p)

ik )hpd2
ik

(u(f)
ik )hf (u(p)

ik )hp

(6)

As in the previous algorithms, an iterative process drives to the solution.

3.3 Clustering for Function Approximation (CFA)

This algorithm uses the information provided by the objective function output
in such a way that the algorithm will place more centers where the variability of
the output is higher instead of where there are more input vectors.

To fulfill this task, the CFA algorithm defines a set O = {o1, ..., om} that
represents a hypothetic output for each center. This value will be obtained as a
weighted mean of the output of the input vectors belonging to a center.

CFA defines an objective function that has to be minimized in order to con-
verge to a solution:

m∑
j=1

∑
xk∈Cj

‖xk − cj‖2ωkj

m∑
j=1

∑
xk∈Cj

ωkj

(7)

where ωkj weights the influence of each input vector in the final position a center.
The CFA algorithm is structured in three basic steps: Partition of the data,

centers and estimated output updating and a migration step.
The partition is performed as it is done in Hard C-means [4], thus, a Voronoi

partition of the data is obtained. Once the input vectors are partitioned, the
centers and their estimated outputs have to be updated, this process is done
iteratively using the equations shown below:

cj =

∑
xk∈Cj

xkωkj∑
xk∈Cj

ωkj
oj =

∑
xk∈Cj

F (xk)ωkj∑
xk∈Cj

ωkj
. (8)

The algorithm, to update centers and estimated outputs, has an internal
loop that iterates until the total distortion of the partition is not decreased
significantly.

The algorithm has a migration step that moves centers allocated in input
zones where the target function is stable, to zones where the output variability
is higher. The idea of a migration step was introduced in [12] as an extension of
Hard C-means and the objective is to find an optimal vector quantization where
each center makes an equal contribution to the total distortion [5].
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3.4 Fuzzy Clustering for Function Approximation (FCFA)

The FCFA algorithm [6,7] is based in the CFA and FCM. The main difference
between CFA and FCFA is the application of fuzzy logic to the algorithm. FCFA
performs a fuzzy partition of the data and iterates in the same way as FCM
does, thus, it improves the speed of the algorithm in comparison with CFA
because it only needs one step of actualization instead of an internal loop. The
algorithm considers the input data as the input data vectors concatenated with
their outputs. Proceeding like this, the expected output of a center correspond
with its last coodinate. FCFA also makes a modification in the migration process
performing a pre-selection of the centers to be migrated modifying the criteria
used to decide if a center should be migrated or not. This pre-selection is based
on a fuzzy ruled system.

4 Possibilistic Centers Initializer (PCI)

The new algorithm proposed uses a possibilistic partition and a fuzzy parti-
tion, combining both approach as it was done in [14]. The objective function
Jh(U (p), U (f),C, W ; X) to be minimized is defined as:

n∑
k=1

m∑
i=1

(u(f)
ik )hf (u(p)

ik )hpD2
ikW +

m∑
i=1

ηi

n∑
k=1

(u(f)
ik )hf (1 − u

(p)
ik )hp (9)

where:

– u
(p)
ik is the possibilistic membership of xk in the cluster i.

– u
(f)
ik is the fuzzy membership of xk in the cluster i.

– DikW is the weighted euclidean distance.
– ηi is a scale parameter that is calculated using:

ηi =

n∑
k=1

(u(f)
ik )hf d2

ik

(u(f)
ik )hf

(10)

This function is obtained by replacing de distance measure in the FCM al-
gorithm by the objective function of the PCM algorithm, obtaining a mixed
approach. The scale parameter determines the relative degree to which the sec-
ond term in the objective function is compared with the first. This second term
forces to make the possibilistic membership degree as big as possible, thus, choos-
ing this value for ηi will keep a balance between the fuzzy and the possibilistic
memberships. When calculating ηi, the distance is not weighted because the es-
timated outputs, in the initialization of the algorithm, are not appropriate to
calculate w.
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4.1 Weighting Parameter

To make the output of the target function to be approximated influence the
placement of the centers, it is necessary to change the similarity criteria in the
clustering process. The combination of the possibilistic and the fuzzy approach
has to be influenced by the output of the function to be minimized. In order to
do this, the euclidean distance used as the similarity criteria will be weighted
using the parameter w. The calculation of w is obtained by:

wkj = |F (xk)− oj | (11)

where oj represents the expected output of a center, this is, the hypothetic
position of the center cj in the output axis. The euclidean distance dij between
a center i and an input vector will be weighted using the following equation:

DijW = dij · wij . (12)

Proceeding this way, DijW will be small if the center is near the input vector
and they have similar output values. Thus a center can own input vectors that
are far from him if they have similar output values, and will not own input
vectors that, even though are near the center, have a big difference in the output
values. This will allow the algorithm to place more centers where the output of
the target function to be approximated is more variable.

4.2 Iterative Process

As in all the previous algorithms based on a fuzzy or a possibilistic partition,
the solution is reached by an alternating optimization approach where all the
elements defined in the function to be minimized (Equation 9) are actualized
iteratively. For the new algorithm proposed in this paper, the equations are:

u
(p)
ik =

1

1 +
(

DikW

ηi

) 1
hp−1

(13)

u
(f)
ik =

1
m∑

j=1

(
(u

(p)
ik )(hp−1)/2DikW

(u
(p)
jk

)(hp−1)/2DjkW

) 2
hf −1

(14)

ci =

n∑
k=1

(u(p)
ik )(hp)(u(f)

ik )(hf )xkw2
ik

n∑
k=1

(u(p)
ik )(hp)(u(f)

ik )(hf )w2
ik

(15)

oi =

n∑
k=1

(u(p)
ik )(hp)(u(f)

ik )(hf )Ykd
2
ik

n∑
k=1

(u(p)
ik )(hp)(u(f)

ik )(hf )d2
ik

(16)
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These equations are obtained by differentiating Jh(U (p), U (f),C, W ; X)
(Equation 9) with respect u(p)

ik , u(f)
ik , ci and oi. This approach is the same followed

in FCM, IPCM and the convergence is guaranteed.

4.3 General Scheme

The PCI algorithm follows the scheme shown below to place the centers:

Initialize C1 using Fuzzy C-means
Initialize O1 using fuzzy membership function
Do

Calculate w
Calculate the distance between Ci and X
Calculate the new Ui

Calculate the new Ci from Ui

Calculate the new Oi from Ci

i=i+1
While(abs(Ci−1-Ci<threshold)

As in [14], the FCM algorithm is used to find a proper start point, making
the algorithm much more robust. In the first step, the expected output oi of each
center ci will correspond with the output value of the input vector that belongs
to ci with the highest membership value.

5 Experimental Results

The experiment will consists in the approximation of the function f1 repre-
sented in Fig. 1, that has been generated using an RBFNN with the following
parameters:

centers radii weights
119.029 15.595 -3.748
175.106 4.279 -1.016
39.796 16.350 3.855
71.087 9.164 1.857
93.030 37.518 4.095

200 points uniformly distributed were generated between the interval [1,399]
using the RBFNN described above with a gaussian activation function . The
function has been designed to show the importance of the output variability on
the target function. In this function there is an interval where the variability of
the output is high and another interval where the function is almost constant.
This fact will make the initialization of the centers very important because the
centers will have to be concentrated in the areas where the function is more
variable.
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Fig. 1. Target Function (blue line) and training set (red dots)

Table 1. Mean and Standard Deviation of the approximation error (NRMSE) for
function f1

Clusters FCM IPCM CFA FCFA PCI

4 0.633(0.002) 0.592(2E-4) 0.595(0.022) 0.361(0.035) 0.444(1E-4)
5 0.619(0.001) 0.584(0.001) 0.515(0.035) 0.345(0.034) 0.343(0.001)
6 0.544(0.003) 0.537(0.001) 0.412(0.041) 0.312(0.046) 0.287(3E-4)

Table 2. Mean and Standard Deviation of the approximation error (NRMSE) for
function f1 after local search algorithm

Clusters FCM IPCM CFA FCFA PCI

4 0.182(0.011) 0.187(0.015) 0.186(0.012) 0.149(0.030) 0.100(1E-4)
5 0.308(0.001) 0.256(0.026) 0.178(0.045) 0.104(0.043) 0.048(0.022)
6 0.187(0.069) 0.125(0.045) 0.098(0.071) 0.082(0.019) 0.0002(3E-4)

Once the clustering algorithm were executed and the corresponding RBFNNs
were generated, the normalized root mean squared error (NRMSE) has been used
in order to determine the quality of the approximation.

The radii of the RBFs were calculated using the k-neighbors algorithm with
k=1. The weights were calculated optimally by solving a linear equation system.

FCM, IPCM, CFA, FCFA and PCI were executed several times providing
the results shown in Table 1. In this table it is shown the approximation error
right after the initialization procedure. In Table 2 are shown the results after
applying a local search algorithm (Levenberg-Marquardt) to make a fine tune of
the RBF centers and radii. The results are depicted in Fig. 2.

The results show how there is a need of using specific clustering algorithms
to initialize the centers when designing an RBFNN for the functional approxi-
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Fig. 2. Mean and Standard Deviation of the approximation error (NRMSE) before and
after local search algorithm

mation problem. Classical clustering do not use the information provided by the
output of the target function to be approximated. Thus they are not able to
detect the areas where the output is more variable, providing poor results. The
approximation error decreases significantly when specific clustering algorithms
designed for this task are employed.

The new algorithm proposed in this paper has shown that can performs better
than all the previous clustering. PCI not only performs better, but is more robust
because the standard deviations of the solutions are very small, indicating that
it finds the same configuration on each execution of the algorithm. The previous
clustering algorithms for functional approximation were not too robust, so it can
be appreciated how a mixed fuzzy-possibilistic approach can solve that problem.

6 Conclusions

RBFNNs provides good results when they are used for functional approximation
problems. The first step in the design of those RBFNNs was performed by clus-
tering algorithms. In this paper, a new clustering algorithm designed specifically
for the center initialization task has been presented. The novelty of this algorithm
in comparison with other clustering algorithms designed for this task, is the use
of a mixed possibilistic and fuzzy approach when making the partition of the
data. The results shown how this approach allow to make a better initialization
of the centers, providing better results when approximating functions.
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Abstract. In this paper, an information retrieval methodology and mo-
del based on variable precision rough set model (VPRSM) are proposed
through combining rough sets and fuzzy sets. In the methodology, the
documents are represented as fuzzy index terms, the queries are defined
with a rough set and that each document has an approximation in this
set. The experimental results compared with vector space model (VSM)
are presented.

1 Introduction

With the explosive growth and widespread of the Internet and World Wide
Web, there is great increase in interest in information retrieval. The three classic
models in information retrieval are called Boolean, vector, and probabilistic re-
spectively [1]. Among the information retrieval techniques developed in the past,
the rough sets-based, non-pattern matching approach proposed by Das-Gupta
[2] deserves particular attention and further investigation. The theoretical basis
for Gupta’s approach is developed around the original rough sets (RS) theory
as proposed by Pawlak [3,4]. Advantages offered by the theory are: the implicit
inclusion of Boolean logic; term weighting; and the ability to rank retrieved doc-
uments. However, the main limitation of this ranking procedure is that it ranks
documents into very few rank levels thus making it impossible to determine the
differences in relevance status between many documents belonging to the same
rank level.

The classic models in information retrieval consider that each document is
described by a set of representative keywords called index terms, which are used
to index and summarize the document contents. Given a set of index terms for a
document, however, not all terms are equally useful for describing the document.
In fact, there are index terms which are simply vaguer than others, namely,
distinct index terms have varying relevance when used to describe document
contents. Consequently, it is an important issue to decide the importance of a
term for summarizing the contents of a document.

In this paper, we propose a rough fuzzy information retrieval model (RFIRM)
that can retrieve needed documents more promptly and accurately by replacing
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common index terms with fuzzy index terms, which can represent the semantics
of document more precisely. Furthermore, instead of using the original equiva-
lence RS model based on using equivalence relations, we use variable precision
rough set model (VPRSM) [5], which can produce finer ranking and more accu-
rate relevance judgments. Related work on applying RS theory to information
retrieval was reported in [6,7,8,9].

2 Information Retrieval Model Based on VPRSM

Let X ⊆ U be a subset of the universe U and let R be an equivalence relation
on U with the equivalence classes (elementary sets) E ⊆ U . We assume that
all sets under consideration are finite and non-empty. Each elementary E can
be assigned a measure of overlap with set X by the function P (X |E) = |X∩E|

|E| ,
referred here as conditional probability function.

The VPRSM [5] is an extension of the RS model aimed at increasing its
discriminator capabilities by using parameter-controlled grades of conditional
probability associated with the elementary sets. The asymmetric VPRS general-
ization [10] is based on the lower and upper limit certainty threshold parameters
l and u, which satisfy the constraints 0 ≤ l < P (X) < u ≤ 1.

The u-positive, l-negative and (l, u)-boundary regions are given, respectively,
by

POSu(X) = ∪{E : P (X |E) ≥ u} (1)

NEGl(X) = ∪{E : P (X |E) ≤ u} (2)

BNDl,u(X) = ∪{E : P (X |E) ∈ (l,u)} (3)

In the context of information retrieval VPRSM ability to flexibly control
approximation regions’ definitions allows for capturing probabilistic relations
existing in information. It is clear that the original RS model is a special case
of VPRSM, for l=0 and u=1. Usually, however, more interesting results are
expected for non-trivial settings, tuned to particular data and satisfying the
constrains 0 ≤ l < P (X) < u ≤ 1.

Definition 1. A generalized information retrieval model is a quadruple [1] ! =
[D,Q, F,R(qi, dj)] where

1. D is a set composed of representations for the documents in the collection.
2. Q is a set composed of representations for the user information needs, such

representations are called queries.
3. F is a framework for modelling document representation, queries, and their

relations.
4. R(qi, dj) is a ranking function which associates a real number with a query

ordering among the documents with regard to the query qi ∈ Q and a docu-
ment representation dj ∈ D.



186 M. He and B.-q. Feng

Definition 2. On this basis, the information retrieval model based on VPRSM
may be defined by !=[U,A,X,Vq , fq] where

1. U is a finite set of documents, which is the universe of discourse.
2. A is a finite set of attributes, which composed of index terms of documents

in a collection.
3. X denotes set of documents to be retrieved, which for the user information

need.
4. Vq is the range of value of the attribute q and represents the documents that

contain the index term, where q ∈ A.
5. ∀q ∈ A, ∃fq : X × U → Vq.

Using the query index terms X in information retrieval, POSu(X) denotes se-
lected documents, BNDl,u(X) represents optional documents and NEGl(X)
means the documents fail to be selected.

3 Document and Query Representation

To build a model, we think first of representation for the documents and query
for the user information need. In traditional information retrieval, representing
documents in a collection and queries through index terms descriptions, which
are only partially related to the real semantic contents of the respective docu-
ments and queries. Moreover, the matching of a document to the query terms
is approximate (or vague). Any collection of semantic indexes corresponds to a
family of sets of respective defining index terms. It can be assumed, without loss
of generality, that all these sets are disjoint as otherwise more basic semantic
indexes corresponding to atoms of the algebra of sets can be used for document
and query representation.

In this paper, we adopt fuzzy index terms based on fuzzy sets theory [10,11]
to represent documents, which can represent the semantics of original documents
more precisely and facilitate information retrieval. In addition, we consider that
each query term defines a rough sets and that each document has an approxima-
tion in this set. Assembling index terms into index terms set is a feasible way to
reduce the time complexity of the information retrieval system which computing
expense maps to the number of the index terms increases.

Definition 3. A thesaurus is constructed in this paper by defining a term-term
correlation matrix −→c (called keyword connection matrix in [12]) whose rows and
columns are associated to the index terms in the document two term ki and kl

can be defined by
ci,l =

ni,l

ni + nl − ni,l
(4)

where n(i) is the number of document of documents which contain the term ki,
nl is the number of documents which contain the term kl, ni,l is the number of
documents which contain both terms. Such a correlation metric is quite common
and has been used extensively with clustering algorithms [1].



Intelligent Information Retrieval Based on the VPRSM and Fuzzy Sets 187

Definition 4. We can use the term correlation matrix −→c to define a fuzzy
index terms, which can be comprised of a monotonic decreasing sequence by
their fuzzy membership function values. Assume that there are N index terms,
[Index1, Index2, , IndexN ], in one document and their memberships are defined
by

μD(indxi) =
∑n

i=1 ci,l

N
(5)

Let A = (U,R) be an approximation space on the universe U of fuzzy index terms
used for defining semantic indexes and for indexing documents. The equivalence
relation R represents the partition of U into disjoint sets corresponding to se-
mantic indexes. In rough sets theory terminology, each semantic index is an
elementary set in A whereas each queries Q is a rough set in A. A query Q ini-
tially expressed as a set of index terms is a rough sets in the same approximation
space A. What it means is that the original query, the subset of index terms,
can be represented by standard semantic indexes as defined in the approxima-
tion space A. In this representation, the query is perceived as a pair (RQ,RQ)
of rough approximations of the original set of index terms forming the query.
The query is considered to be with certainty about subjects corresponding to
semantic indexes included in the lower approximation of the query terms and
it is possibly about subjects corresponding to semantic indexes included in the
upper approximation of the query terms. In particular, the query can be ex-
pressed by specifying some semantic indexes rather than index terms. In such
case, the query is a precise set in the approximation space A and it is with cer-
tainty about subjects corresponding to semantic indexes contained in the query
definition [13].

4 Information Retrieval Architecture Based on VPRSM

Given above representation, we then conceive the framework in which they can
be modeled. Architecture of RFIRM is described in Figure 1.

First of all, each document and a query are represented as collections of higher
order, composite semantic indexes each of which reflects some information about
the meaning of the document. With very large document collections, however,
even modern computers might have to reduce the set of representative index
terms. This can be accomplished through the elimination of stop words, the
use of stemming, and the identification of noun groups. Further, compression
might be employed. Finally, we use fuzzy index terms to represent semantics
of document. These operations procedure are called document pre-processing,
which reduce the complexity of the document.

Given that the document collections are indexed, the retrieval process can
be imitated. The user first specifies a user need which is then parsed and trans-
formed by the same document operations applied to the document. Then, query
operations might applied before the actual query, which provides a system rep-
resentation for the user need, is generated. The query is then processed to obtain
the retrieved documents. Fast query processing is made possible by the index
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Fig. 1. RFIRM architecture

structure previously built. Before been sent to the user, the retrieved documents
are ranked according to a likelihood of relevance. The user then examines the set
of ranked documents in the search for useful information. At this point, he might
pinpoint a subset of the document seen as definitely of interest and initiate a
user feedback cycle.

5 Key Algorithms

The key algorithms constructing the rough fuzzy information retrieval are listed
as follows:

Algorithm 1: Fuzzy index terms selected algorithm.
Input: Document collections U, index terms of each document and threshold θ.
Output: The universe Ψ of fuzzy index terms.

1. Let N = |U | denote the number of document collections, Ψ = ∅ and j = 1;
2. Calculate degree of membership of each index term and construct term-term

correlation matrix −→c ;
3. While j ≤ n add the index terms whose degree of membership ≥ θ to Ψ ,

j = j + 1;
4. Return Ψ .

Algorithm 2: Approximation query algorithm.
Input: A = (U,R), l,u(0 ≤ l < u ≤ 1) and Query Q.
Output: Approximation sets of query Q.
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1. Calculate equivalence class (partitions)U of with R: {E1, E2, ..., Em(0 < m ≤
|U |)}, i = 1;

2. While (i ≤ m) Calculate lower and upper approximation set of Q respec-
tively:
R(Q) = ∪{Ei : P (X |Ei) ≥ u},R(Q) = ∪{Ei : P (X |Ei) ≤ l}, i = i + 1;

3. Return R(Q) and R(Q).

Algorithm 3: Rough fuzzy information retrieval algorithm.
Input: A = (U,R), l,u (0 ≤ l < u ≤ 1), S0 (similarity threshold) and Query Q.
Output: The retrieved document collections RD.

1. Let N = |U | denotes the number of the document collections, RD = ∅ and
i = 1;

2. While(i ≤ N) calculate similarity S between Q and document candidate
document Di ∈ U :

S = cos(Di, Dj) =
∑n

i=1 dik · djk√∑n
i=1(dik)2 · (djk)2

(6)

3. If (S ≥ S0) then add the current retrieval results Ri to RD,RD := RD +
Ri, i = i + 1;

4. Return RD.

Algorithm 4: Retrieved document collections approximate ranking.
Input: The retrieved document collections RD. equivalence relation R, parame-
ters l,u(0 ≤ l < u ≤ 1).
Output: The ranked document collections R′

D.

1. Let N = |RD| denotes the number of the Retrieved document collections;
2. Calculate similarity between Di, Dj ∈ RD(1 ≤ i, j ≤ N):

SIM = SIMl,u(Di, Dj) = SIM l(Di, Dj) + SIMu(Di, Dj) (7)

where SIM l(Di, Dj) = |Rl(Di)∩Rl(Dj)

Rl(Di)∪Rl(Dj)
|, SIMu(Di, Dj) = |Ru(Di)∩Ru(Dj)

Ru(Di)∪Ru(Dj)
|;

3. Return R′
D.

The higher value of the similarity SIM leads to a higher rank for the corre-
sponding fetched document. These similarity measures can be used only after
the retrieved.

The time complexity of the rough fuzzy information retrieval algorithm is
O(log2|M |), where |M | is the number of rough fuzzy sets instead of the number
of the document collections.
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6 Experiments

In the experiments conducted for this project, the value of the parameter u is
set arbitrarily to 0.5 and the value of l is 0, which are same as [13]. With these
settings, the original definition of upper approximation was preserved whereas
the lower approximation included all elementary sets (semantic indexes) which
contained no less than 50% of its defining terms in common with the document
or query index terms [13].

We have implemented the whole model of rough fuzzy information retrieval
based on Java/XML Web Service and tomcat 4.0 for rough fuzzy information
retrieval platform which is a test bed for performance evaluation and internal use,
after integration testing we will publish the whole system for scientific researchers
to receive useful and fresh information. The system treats each Web page as a
document. Fig.2 is the new and refresh retrieved information results.

Fig. 2. RFIRM Experimental Platform: New and Refresh Retrieval Results

The VSM is used as an experimental benchmark to compare it with the
RFIRM for Web page ranking. The dataset used in our experiment is taken
from the website http://www.research.att.com/ lewis/reuters21578.html. Based
on the experiments we noted the following:

First, when proceeding with our examination of the ranking generated, we
can plot a curve of precision versus recall as illustrated in Fig.3. The RFIRM-
ranked query results demonstrate better recall-precision performance than the
VSM-ranked query at each recall level.

Second, Table 1 shows that when the number of retrieved Web pages is small,
the recall-precision is approximate to the RFIRM and VSM. As the number of
retrieved Web pages increases, the RFIRM produces better results than the VSM
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Fig. 3. Recall-precision performance comparison between VSM and RFIRM

Table 1. Recall-precision performance comparison between VSM and RFIRM

The Number of Recall(%) Average Precision(%)

Retrieved Web Page VSM RFIRM VSM RFIRM

20 89 91 31 33
40 80 82 55 62
500 60 62 58 79
1250 35 40 70 89
2000 20 26 75 91

queries, since the RFIRM has a higher precision value than the VSM for a fixed
recall value. The average precision improvements range from 2% to 21% for the
sample query.

7 Conclusions

In this paper we combine rough sets with fuzzy sets to propose a new information
retrieval model, in which a new algorithm is used to improve the effectiveness of
information retrieval. The results of experiments indicated better performance
of the rough fuzzy sets-based method over VSM. With the rapid increase of
electronic documents and development of information science, there is a wide
foreground for application of the rough fuzzy information retrieval.
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Abstract. When a query is passed to multiple search engines, each search 
engine returns a ranked list of documents. The problem of result merging is to 
fuse these ranked lists such that optimal performance is achieved as a result of 
the combination. In this paper, our primary contribution is a result merging 
method, based on fuzzy set theory that adapts the quantifier-guided, Ordered 
Weighted Averaging (OWA) operators introduced by Yager. The proposed 
framework is more comprehensive than the existing OWA operator based 
method, as our investigation evaluates alternative heuristics for missing 
documents (those existing exist in some, but not all, ranked lists) in order to 
place such documents into the ranked lists before merging. It shows that the 
effectiveness of the merging process is improved over the based strategy known 
as Borda-fuse.  

1   Introduction 

A metasearch engine is a system that supports unified access to multiple existing 
search engines. When a query is passed to a metasearch engine, it dispatches the 
query to a set of search engines, extracts results from the returned pages, and merges 
them into a single ranked list. In this paper we propose a result-merging algorithm for 
the meta-search process.  Our algorithm is unique as it handles missing documents 
thereby dealing with one of the biggest challenges in the result-merging [7,8]. A 
missing document is a document that has been retrieved by some search engines, but 
not by others. Therefore they appear in some ranked lists, but not in others. A 
document might be missing from a ranked list if the search engine (a) does not 
retrieve it, (b) does not index it, (c) if it does not covered it. Handling missing 
documents also involves a way to compute the position of missing documents in the 
ranked lists where they are missing. This paves the way for inserting missing 
documents into the ranked lists in an effort to come up with a more homogenous 
environment for merging.  In this paper we propose (1) a comprehensive method for 
result-merging that is based on the OWA operators and (2) two different heuristics for 
handling missing documents.   
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2   Related Work 

Data fusion techniques for result merging, in the context of metasearch, have been 
well explored by researchers. Thompson [12], Fox & Shaw [5], Alvarez'[1] have all 
explored this area. Other models include the Logistic Regression Model [6], and the 
Linear Combination Model. 

Aslam and Montague proposed two models [2]. The first model, Borda-Fuse, 
(based on the political election strategy Borda Count) works by assigning points to 
each document in each of the lists to be merged, is optimal [11, 17] in comparison to 
standard voting methods but has demonstrated limitations[9] with respect to both the 
Condorcet Principle and Order, and the Increasing and Decreasing Principles. The 
second method, the Weighted Board-Fuse, a weighted version of Borda-Fuse requires 
training to determine the best weights for the performance of the search engines but 
performs better than Borda-Fuse. 

Recently, Bordogna proposed a method, named SOFIA [3], which merges the lists 
from the different search engines by using OWA operators and the fitness scores for 
each search engine. However SOFIA does not attempt to estimate a value for missing 
documents. On the contrary, it punishes a missing document by assigning a zero 
value. Bordogna [3] while reporting the SOFIA method presents experimental results 
based on only 15 search engines showing any type of comparison to other related 
methods. Also in SOFIA the fitness scores for various search engines are based on 
training by means of user feedback. Also SOFIA is a method that uses training to 
determine the fitness scores of search engines. 

3   Merging Approach 

In this section we discuss the proposed method for merging documents; the OWA 
method. We also describe two heuristic strategies for handling missing documents. 

3.1   Positional Value and Heuristics for Handling Missing Document 

The positional value (PV) of a document di in the resulting list lk returned by a search 
engine sk is defined as  

(n – rik + 1) (1) 

where, rik is the rank of di in search engine sk and n is the total number of documents 
in the result. 

Let PVi   be the positional values for a document d in the ith search engine. Let m be 
the total number of search engines. Let r be the number of search engines in which d 
appears. Let j denote a search engine not among the r search engines where d appears.  

In heuristic H1 PVj for all j is denoted by the average of the positional values of the 
documents in r search engines. Equation (2) denotes this.  
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In heuristic H2 PVj for all j is denoted by the average of the positional values of the 
documents in m search engines in which d appears. Equation (3) denotes this.  

3.2   OWA Operator 

Our OWA approach is based on the OWA operators proposed by Yager. An OWA 
operator, F, of dimension n is a mapping F: Rn -> R which has an associated 
weighting vector, W = [w1, w2, ... wn] 

T ,given by 

wj  ε [0,1]  and 
=

n

j 1

wj  = 1   (4) 

F(a1, a2,..., an) = 
=

n

j 1

wj bj, where  bj  is  the jth largest ai.   (5) 

It can be seen that the OWA operators depend on the weighing function. A number 
of special cases have been listed in the literature [16]. We point out three special cases 
of the OWA operators, distinguished by the weighting vector W: 

Max:   F (a1, a2, an)  = max {a1, a2,..., an}    where   W = [1,0,…,0]T (6) 

Min:   F (a1, a2,..., an )  =  min {a1, a2,..., an }  where   W =[0,0,…,1]T (7) 

Average:  F (a1, a2,..., an)  = 
n

a...aa n21 ++
 

where W = [
n

1
,....

n

1
,

n

1
]T 

(8) 

OWA operators, introduced by Yager, can be characterized by three measures. 
These are the “or”, the “and” and the “disp” operators. 

orness (w)
=

=
n

i 1
 1-n 

1
  (n-i)wi.      (9) 

andness (w) = 1 – orness(wi).  (10) 

disp (w)  

=

−=
n

i 1
wi ln(wi).                (11) 
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3.3   Definition of Weights for OWA 

The weights used for the aggregation using the OWA operator can be either generated 
from a learning mechanism or be associated with a linguistic quantifier [4, 16] 
according to the formula shown in equation 12. Here Q is the associated linguistic 
quantifier and n is the number of criteria in the merging process. 

.ni1).
n

1i
(Q)

n

i
(Qwi ≤≤−−=  (12) 

Thus, if we have 4 search engines, then the weights for the quantifier Q (r) = rα 

where 0≥α , is calculated as:  
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Thus, the process used in quantifier-guided aggregation is to use the quantifier Q to 
generate a set of OWA weights, w1…wn where n is the number of alternatives and then 
(2) for each alternative calculate the overall importance or satisfaction as F (d1, d2, …., 
d n)) where F is an OWA aggregation using the weights found in equation (5).  

3.4   Application of OWA for Result Merging 

In this section we discuss our proposed application of the OWA operator to result 
merging. We have a finite number of search engines (m) each of which returns a 
ranked list of documents for a query. We merge the lists into a single ranked list by 
representing a document d as a set of positional values, S as shown in equation 14. 

S =  { PVj | ∀j 1 ≤ j  ≤ m} (14) 

Here m is the number of search engines and PVj is the position of document d in the 
ranked list returned by search engine j. We define an OWA operator F for a document 
d as shown in equation 15. Here wj is the weight derived from equation (12). 

j
m

1j
j PV*w)d(F

=
=  (15) 

The OWA operator, from equation (15), provides an overall PV for any document 
d in the merged list. Four steps must be followed for aggregating the results from 
different search engines. (1) Calculate the position values (PV’s) for each document 
in different search engines, based on the rank of the document as defined in this 
section. Consider one of the alternatives as stated above for calculating the position 
values (PV’s) of a missing document in the list of results returned by a search engine. 
(2) For each search engine, arrange the position values (PV’s) of each of the 
documents in descending order to obtain an m tuple for each document. (3) Calculate 
weights for each search engines from the formula as given in equation (12). (4) Apply 
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the OWA operator F on the tuples to get a rank for each document and arrange the 
documents in the descending order of their ranks. 

Example: OWA with Missing Document Heuristic: H1 
Table 1(a) shows the results from four search engines for a query q. The rows in the 
table represent the documents retrieved by these search engines in the descending 
order of their local similarity. M indicates that the particular document is missing in 
the search engine. In the first step, the PVs of the documents returned by a search 
engine are calculated based on their positional values as defined before. The results 
are shown in Table 1(b).  Each column in the table represents the PVs of a particular 
document. In step 2 the PVs of each of the documents is arranged in descending order 
as shown in Table 1(c). Each column in the table represents the PVs of a particular 
document, in the descending order. In step 3 the weights for the algorithm are derived 
from the equations (12) and (13). Table 1(d) shows the value when the weights of α = 
0.5. In step 4 the OWA operator F, defined as in equation 15 is applied on the tuples 
in Table 1(e) to obtain an overall rank for each document.  

Table 1. This table shows the five steps in computing the document weights and corresponding 
document ranks using the OWA method 

 

4   Experiments and Results 

We used the data set TREC 3 obtained from TREC, (Text Retrieval Conference). The 
data set contains 50 topics (analogous to queries) numbered 151-200 and 40 systems 
(analogous to search engines).  Thus, topics (queries) are passed onto a system (search 
engine). The search engines then return a set of documents in the form of a ranked 
list. Each document is either relevant (represented by 1), highly relevant (represented 
by 2) or not relevant (represented by 0). Search engines return up to 1000 documents 
when queried with a certain topic.  We also used the recall based precision method for 
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evaluation of each strategy. The theory for recall based precision can be found in [10]. 
We used recall values of 0.25, 0.5, and 1 to do our evaluations.  
Below is a list the steps performed to obtain the experimental results. 

1. Pick a number m [2, 12], where m is the number of search engines to be 
searched/merged. 

2. Pick a query q [151, 200] at random, and submit/dispatch q to the m search engines 
selected in the previous step. 

3. Use either OWA/Borda-fuse for merging the results from the m search engines 
employing a heuristic (either H1 or H2) for handling missing documents and a 
value of α quantifier for the OWA method. 

4. Calculate the average precision for the documents in the merged list. 
5. Repeat steps 2 – 4 in order to replicate 200 times. 
6. Repeat steps 2 – 5 and obtain an average precision for each m. 

We ran our experiments comparing the OWA method, with quantifier values of 
0.5, 1, 2, and 2.5 to the Borda Method when both heuristic H1 and H2 we used to 
handle missing documents.  

Figure 1 shows the variation in RB-precision of the merged list when the number 
of search engine result sets being merged increases from 2 to 12. The number of 
search engines being merged is represented in the X-axis while RB-precision is 
 

 

Fig. 1. The figure displays a graph that shows how the OWA method compares against the 
BORDA method when using heuristic H1 for handling missing documents 
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represented in the Y-axis. The graph shows variation in RB-precision of the merged 
list with the number of search engines being merged for BORDA and OWA with 
quantifiers of 0.5,1,2 and 2.5. Here heuristic H1 is used to handle missing documents 
in case of both BORDA and OWA. RB-precision increases as the number of search 
engine result sets being merged increases from 2 to 4. A peak value is reaches at this 
point. Following this the value decreases and increases somewhat periodically. Also 
in this case the OWA methods do significantly better than the BORDA method. 

Figure 2 shows a graphical plot similar to Figure 1. The only difference in this case 
is that the heuristic H2 is employed. Notice that as the number of search engines 
increases, the BORDA method does worse while the OWA method with different 
quantifiers does better. When more than 8 search engines are merged the OWA 
method with different quantifiers do better than the BORDA method. 

 

Fig. 2. This figure shows a graph that compares the OWA and Borda when using heuristic H2 
to handle missing documents 

Table 2 summarizes the improvement of the OWA method, for quantifier values of 
0.5,1,2 and 2.5, over the BORDA method when using each of the two heuristics H1 
and H2 when merging between 2 and 12 search engine result sets.  

In general OWA improves over BORDA mainly when eight or more search 
engines are being merged, irrespective of what the quantifier value for OWA is and 
what heuristic we are employing. The OWA method shows greater improvement over 
the BORDA method when employing the heuristic H2. In case of heuristic H1 the 
OWA method with quantifier value of 2.5 gives the best results, followed by OWA 
with quantifier value of 2, 0.5 and 1. Similar results are observed for heuristic H2. 
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Table 2. Improvement of OWA over BORDA for different heuristics when using different 
values of alpha quantifier 

 

5   Conclusion and Future Work 

In this paper we introduce a new method for merging result sets from multiple search 
engines. This is the OWA method. We report results of our experiments comparing 
the OWA method with the existing BORDA method. Our results clearly show how 
the OWA method improves over the BORDA method. We also explore two different 
heuristics for handling missing documents before result merging. These heuristics are 
based on the rank or position of documents in the result sets. We also show how 
employing our heuristics affect the two methods.   

In future work we propose to explore how pre selecting search engines before 
merging result sets from them affect the performance of the metasearch process. We 
explore strategies for pre selecting search engines for result merging. 
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Abstract. We address the problem of the similarity search in large mul-
tidimensional sequence databases. Most of previous work focused on sim-
ilarity matching and retrieval of one-dimensional sequences. However,
many new applications such as weather data or music databases need to
handle multidimensional sequences. In this paper, we present the efficient
search method for finding similar sequences to a given query sequence
in multidimensional sequence databases. The proposed method can effi-
ciently reduce the search space and guarantees no false dismissals. We
give preliminary experimental results to show the effectiveness of the
proposed method.

1 Introduction

A time series (or time sequence) database is a collection of data that are gener-
ated in series as time goes on. Typical examples include stock price movements,
financial information, weather data, biomedical measurements, music data, video
data, etc. The similarity search in time series databases is essential in many ap-
plications, such as pattern matching, data mining and knowledge discovery [1][2].

Although the sequential scanning can be used to perform the similarity
search, it is obvious that it would be time consuming and inefficient as the
size of time series databases increases. Therefore, it is important to reduce the
search space for efficient processing of the similarity search in large time series
databases. In general, an indexing scheme is used to support fast retrieval of
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similar sequences to a given query sequences. However, a naive indexing of high-
dimensional data such as sequences suffers from performance deterioration due
to the dimensionality curse [3][7] of the index structures. The general approaches
of the similarity search in time series databases performs the feature extraction
as dimensionality reduction to avoid the dimensionality curse, and index the fea-
tures using a spatial access method such as R-tree [5] or R*-tree [6] in the feature
space. The important issue in indexing time series using dimensionality reduc-
tion methods is that these methods must guarantee no false dismissals. That
is, the distance between dimensionality reduced sequences should be the lower
bound of the distance between original sequences (lower bound condition) [3].

Most of existing similarity models or search techniques in time series data-
bases does not consider multidimensional sequences where an element in a se-
quence is composed of two or more attributes. Many new applications need to
deal with multidimensional sequences. For example, we may want to find all re-
gions that have weather patterns similar to a given region. Such weather patterns
may refer to both temperature and humidity.

In this paper, we present the efficient search method to find all sequences sim-
ilar to a given query sequence. The proposed method uses the lower dimensional
transform to map multidimensional sequences into one-dimensional sequences
and extracts the features from those one-dimensional sequences. Our proposed
method can efficiently reduce the search space and guarantees no false dismissals.

The remainder of this paper is organized as follows. Section 2 provides a
survey of the related work. Section 3 explains the similarity model for multidi-
mensional sequences. Our proposed approach is described in Section 4. Section 5
presents preliminary experimental results for evaluating the effectiveness of the
proposed approach. Finally, several concluding remarks are given in Section 6.

2 Related Work

Various methods have been proposed for fast matching and retrieval of similar
sequences in one-dimensional time series databases. The main focus is to improve
the search performance. The search performance using spatial access methods
shows the rapid deterioration as the dimensionality of data increases, eventually,
it becomes worse than the sequential scanning. To avoid this problem, various
feature extraction methods have been used to reduce the dimensionality of se-
quences, including the Discrete Fourier Transform [3][4][15], the Discrete Wavelet
Transform [16][22], the Singular Value Decomposition [11], and the Piecewise
Aggregate Approximation [17][20], etc.

Another important issue of the similarity search in time series databases is
to provide a more intuitive notion of the similarity between sequences to users.
The notion of the similarity can be subjective to the users’ perspectives. Vari-
ous transformations and similarity models have been proposed to satisfy users’
perspectives, including normalization [8][9], scaling and shifting [14], moving av-
erage [15], time warping [12][19][21], individual distance of the slope [13], and
landmark model [18], etc.
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Though there have been many methods to process the similarity search in
time series databases, most of the previous work focused on one-dimensional se-
quences. The similarity search for multidimensional sequences is not fully studied
in database communities. There are just a few works on such sequences.

In [23], the authors propose the indexing method of multidimensional se-
quences based on the sum of distances of multidimensional data objects. They
introduced the normalized distance Dnorm() for efficient processing of the sim-
ilarity search. However, the method using Dnorm() can generate false alarms.
In [25], the authors address the problem of the similarity search considering the
shifting and scaling in multidimensional sequences. In [24], the authors propose
the indexing method of multidimensional sequences based on the LCSS (Longest
Common Subsequence) model used in [9]. The problem of the LCSS model is
that it requires high computational complexity.

The above similarity models for multidimensional sequences are essentially
based on the distance between two elements in sequences. That is, the similarity
models for multidimensional sequences are the sum of distance between two
elements [23] or its derivatives [25] and the LCSS model based on the distance
between two elements [24]. The similarity models of above approaches are only
suitable when the distance between elements has the meaningful notion of the
distance such as the trajectory matching [24].

The limitation of the current models for multidimensional sequences is that
there is no consideration for attributes’ sequences. The multidimensional se-
quences are composed of several attributes’ sequences. Since the users may want
to find the similar patterns considering attributes’s sequences, it is more ap-
propriate to consider the similarity between two multidimensional sequences in
the viewpoint of attributes’ sequences. For example, we may want to find similar
songs to the given song in music databases and the music data may be composed
of rhythms and intervals. In this case, the song would be classified as similar or
dissimilar by considering their rhythms and intervals.

3 Multidimensional Sequences and Similarity Model

The problem we focus on is the design of efficient retrieval of total-similar multi-
dimensional sequences in time series databases. The multidimensional sequence
S of length n is defined as follows: Each of Sj [i] represents the i− th element of
the j − th attribute’s sequence.

Definition 1 (Multidimensional Sequences). The m-dimensional sequence
S of length n is defined as follows.

S =

⎡⎢⎢⎢⎢⎣
sensing time
first attribute

second attribute
· · ·

m− th attribute

⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣

t1
S1[1]
S2[1]
· · ·

Sm[1]

⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣

t2
S1[2]
S2[2]
· · ·

Sm[2]

⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣

t3
S1[3]
S2[3]
· · ·

Sm[3]

⎤⎥⎥⎥⎥⎦ · · ·
⎡⎢⎢⎢⎢⎣

tn
S1[n]
S2[n]
· · ·

Sm[n]

⎤⎥⎥⎥⎥⎦
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Fig. 1. Example of two-dimensional sequences

Figure 1 shows the example of two-dimensional sequences. Sequences S2 and Q2
are displayed in sensing time - attribute x - attribute y space, respectively.

The multidimensional sequences are composed of several attributes’
sequences and it is more appropriate to consider the similarity between two
multidimensional sequences in the viewpoint of attributes’ sequences. We de-
fine the total-similarity between two multidimensional sequences by using the
weighted sum of Euclidean distances for attributes’ sequences. Specifically, the
total- similarity model between two multidimensional sequences Dtotal(S, Q) is
defined as follows.

Definition 2 (Total-similarity model). The total-similarity between two m-
dimensional sequences Q and S of length n is defined by the weighted sum of
Euclidean distances for attributes’ sequences as follows.

Dtotal(S, Q) =
m∑

j=1

λj(
n∑

i=1

|Sj [i]−Qj [i]|2)1/2

λj denotes the weighting factor for j − th attribute since it is necessary to
normalize the effect of each attribute on the total-similarity above defined. Two
multidimensional sequences are said to be total-similar if their weighted sum of
Euclidean distances for attributes’ sequences is within a user-defined threshold
εtotal. Using the total-similarity model, we can process the similarity-based query
in multidimensional sequence databases

4 Proposed Approach

The naive and obvious method for multidimensional sequences may be to use the
individual index for each attribute’s sequences. This method is to construct the
individual index structure for each attribute’s sequences. We call this approach
as the Individual Index Method. The critical problem of the above approach
is that it cannot deal with k-nearest neighbor query or ranking query such as
find 10 nearest neighbor song similar to the given song considering both their
rhythms and intervals in music databases or show me the top-10 songs ranked by
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Fig. 2. Example of mapping two-dimensional sequence into one-dimensional sequence

the similarity to the given song. Since the individual index for each attribute’s
sequences is independent from each other and the closeness for one attribute
does not always mean the closeness for another attribute, so it is hard to retrieve
all sequences which are total-similar to a given query sequence. Moreover, this
method may be impractical and inefficient in space and processing since we have
to build m index structures for m-dimensional sequences. This method would
be a straightforward solution when the query conditions are given for attributes
separately. However, this type of queries is not our focus and we do not consider
this approach any more in this paper.

To overcome the shortcomings of the Individual Index Method, it is highly
required to build the unified framework for multidimensional sequences. We
propose the Unified Index Method (UIM) for multidimensional sequences. It
uses lower dimensional transform L() mapping high-dimensional sequences into
low-dimensional ones. For example, Figure 2 shows the case of mapping two-
dimensional sequence into one-dimensional sequence. Note that the dimension-
ality reduction in this method means the reduction of the number of sequence’s
attributes and the length of a sequence is maintained after the lower dimensional
transformation. Various methods can be used to reduce the number of attributes
if they satisfy the lower bound condition. In this paper, we used the summation
of attributes’ elements in a sequence as a lower dimensional transform L().

After the lower dimensional transformation, feature vectors are extracted
from dimensionally reduced sequences to construct a unified index structure
using a spatial access method such as the R-tree. The similarity search can be
performed against the query sequence using the unified index structure.

In order to guarantee no false dismissals, we must construct a distance mea-
sure Dlow(L(S),L(Q)) defined for dimensionality reduced sequences, which has
the following property.

Dlow(L(S),L(Q)) ≤ Dtotal(S, Q)

The distance measure between dimensionally reduced sequences is defined as
Dlow(L(S),L(Q)) =

= {
n∑

i=1

|(λ1S1[i] + · · ·+ λmSm[i])− (λ1Q1[i] + · · ·+ λmQm[i])|2}1/2
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We must show that the distance between dimensionality reduced sequences is the
lower bound of that of between original multidimensional sequences as follows.

Theorem 1. The distance measure Dlow(L(S),L(Q)) is the lower bound of the
total similarity Dtotal(S, Q) and it guarantees no false dismissals.

Proof. Let the
−→
Vj denote the vector of differences measures with respect to the

j − th attribute, j = 1, . . . , m. The unit vector −→ei , i = 1, . . . , n represents the
basis vector for i-dimension. We obtain:

−→
Vj = λj(

n∑
i=1

(Sj [i]−Qj [i])−→ei )

By using the triangular inequality, Theorem 1 is proven as follows:

|−→V1 +
−→
V2 + · · ·+−→Vm|2

= |−→V1|2 + · · ·+ |−→Vm|2 + 2|−→V1||−→V2| cos θ1 + · · ·+ 2|−−−→Vm−1||−→Vm| cos θm(m−1)/2−1

≤ |−→V1|2 + · · ·+ |−→Vm|2 + 2|−→V1||−→V2|+ · · ·+ 2|−−−→Vm−1||−→Vm|
= (|−→V1|+ |−→V2|+ · · ·+ |−→Vm|)2 �

After an index structure has been built, we can perform the similarity search
against a given query sequence. The search processing consists of two main
parts. The first is for candidate selection via the index traversal and the other is
for postprocessing to remove false alarms from candidate sequences. Some false
alarms may be included in the results of candidate selection. The actual distance
between a query sequence and candidate sequences are computed and only those
within the threshold are reported as the query results.

5 Performance Evaluation

In this section, we will present the some experimental results to analyze the per-
formance of the Unified Index Method (UIM). To verify the effectiveness of the
proposed method, we compared the Unified Index Method with the sequential
scanning in terms of the search space ratio to test the filtering effect of remov-
ing irrelevant sequences in the process of the index searching by varying the
threshold. The search space ratio is defined as follows.

search space ratio =
the number of candidate sequences

the number of sequences in a database

Note that the search space ratio is related to only the feature vectors and in-
dependent of implementation factors such as hardware·software platforms, etc.
This approach to evaluate the indexing scheme appears in [10][20].

For the experiments, we have generated two-dimensional and three-
dimensional sequences of length 64 using the random walk model following [3]
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Fig. 4. Search space ratio by varying threshold for 3d-sequences

for the lack of real multidimensional sequence dataset. More specifically, each
attribute’s sequence was generated by the following formula.

Sm[i] = Sm[i− 1] + α · zi

where Sm[0] ∼ U(−500, 500), zi ∼ N(−500, 500),
and α = 0.05

The weighting factor λj for j − th attribute can be adjusted by considering
users’ preferences for certain attributes and the range of values in attribute’s
sequences, etc. For simplicity, all weighting factors for normalizing the effect of
each attribute on the total-similarity are set to 1 in our experiments. The size
of each dataset was set to 10,000. The Discrete Wavelet Transform is used for
feature extraction from dimensionality reduced sequences. An important para-
meter is the dimensionality of feature vectors and we used 4-dimensions in our
experiments. The query ranges were chosen such that the average selectivity of
query results be 0.5%, 1%, 2% and 3% for datasets. We ran 50 random queries
over synthetic dataset to find similar sequences and took the average of query
results. The query sequences were also generated in the same way of data se-
quences by the random walk model. The results show that our proposed method
can efficiently reduce the search space without false dismissals.
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6 Conclusion

Most of previous work on the similarity search in time series databases is con-
centrated on one-dimensional sequences and does not take into account more di-
mensions corresponding to two or more attributes. In this paper, we considered
the problem of efficient matching and retrieval of multidimensional sequences.
The proposed method uses the lower dimensionality transform to map multidi-
mensional sequences into one-dimensional sequences and extracts the features
from those one-dimensional sequences. To show the soundness of our approach,
we have proven that the proposed method does not produce any false dismissal.
We have performed the experiments on synthetic random work data, and evalu-
ated the search space ratio of our proposed method. The experiments show that
our approach can efficiently reduce the search space.
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Abstract. A useful concept called cover equivalence was proposed re-
cently. By using this concept, the size of data cube can be reduced, and
quotient cube was proposed. The scheme of ROLAP put forward in this
paper is called HQC, in which a cover window is set and hierarchical
dimensions are introduced. By using the concept of cover window, the
size of data cube can be reduced further. E.g, for the Weather dataset,
there are about 5.7M aggregated tuples in quotient table, but only about
0.18M in HQC when the cover window is 100. At the same time, the
query performance can be improved. By using hierarchical dimensions,
the size of HQC can be reduced without information being lost. This
paper also illustrates a construction algorithm and a query algorithm for
HQC. Some experimental results are presented, using both synthetic and
real-world datasets. These results show that our techniques are effective.

1 Introduction

Data cube [1] is an important operator for data warehousing and OLAP. Gen-
erally speaking, a data cube is a multi-level, multi-dimensional dataset with
multiple granularity aggregates. It is a generalization of the relational group-by
operator, and contains group-bys corresponding to all possible combinations of
a list of dimensions. If there is no hierarchy in any dimension, there will be 2n

group-bys in a n dimensional data cube. In practice, a data cube lattice is often
huge. Issues related to the size of data cubes have attracted much attention of
researchers. Various algorithms have been developed aiming at fast computation
of large sparse data cube [2, 3, 4, 5] and various structures have been put for-
ward for reducing the size of data cube, such as condensed cube [6] and Dwarf [7].
Recently, researchers began to focus attention on extracting more “semantics”
from a data cube. E.g., [8] studies most general contexts under which observed
patterns occur and [9] generalizes association rules to a much broader context by
using the cube structure. [10] and [11] put forward a data cube called quotient
cube and an efficient summary structure called QC-trees. Quotient cube can be
stored in a table called quotient table. [12] brings forward a data cube called
closed data cube. In summary, all of them compress the size of data cube by
sharing common tuples, and needn’t real-time aggregation.

D. Śl ↪ezak et al. (Eds.): RSFDGrC 2005, LNAI 3642, pp. 211–220, 2005.
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This paper proposes a method for ROLAP with hierarchical dimensions called
HQC (Hierarchical Quotient Cube). This method fully utilizes the function of
relational database and reduces the size of data cube by sharing common tuples,
partially materializing and reducing the number of dimensions. And this method
improves the query performance.

The remainder of the paper is organized as follows. Section 2 gives some
related basic concepts. Section 3 presents our partially materializing strategy.
Section 4 and 5 give a construction algorithm and a query algorithm for HQC
respectively. Experimental results are presented in section 6. We discuss the
related work in section 7, and conclude the paper in section 8.

2 Basic Concepts

The size of data cube is closely relevant to the number of dimensions. It can
be reduced effectively by reducing the number of dimensions. E.g., we may use
three dimensions, i.e., country, province and city, to store area information. If
this information is stored in one hierarchical dimension having three levels, then
two dimensions will be reduced, and great mass of storage space will be saved. In
order to implement a hierarchy of dimension, a code format of dimension needs
to be defined.

Definition 1 (Code Format of Hierarchical Dimension). Let P i
j=(v1, v2,. . . , vki)

is the code of the ith level of the jth dimension. ki denotes the number of digits
of level i. P i

j can roll up to “*”, which denotes the special value “All” of level i.
“*” is less than any other value of this level. The code of hierarchical dimension
is arranged by such code from higher level to lower level, namely, the code format
is (Pm

j , Pm−1
j , . . . , P 1

j ) if the jth dimension has m levels.

According to the definition, for hierarchical dimension, it does not roll up to
“All” directly from the most detail level, but rolls up level by level. E.g., an area
dimension has three levels: country, province and city, then the roll up sequence
is city, province, country and “All”.

Example 1. Sales information. Area dimension has two levels: country and city.
Each level is presented by one digit. Time dimension has two levels: quarter and
month. The quarter level is presented by one digit while the other two digits.
Product dimension has no hierarchy. Shown as the following tables.

AID Area
10 China
11 Beijing
12 Shanghai

TID Time
100 1st quarter
101 Jan
102 Feb

PID Product
1 Product 1
2 Product 2
3 Product 3

AID TID PID Sale
11 101 1 10
11 102 2 7
12 101 2 12

The code of dimension can be different schemes. It is numeric in this example.
According to the highly relevance between every two levels, it is easy to see that
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the number of tuples in a data cube by using non-hierarchical dimensions is the
same as that by using hierarchical ones. Hence, the size of data cube can be
reduced. The data cube lattice produced from the base table in Example 1 is
illustrated in Fig. 1, where the aggregate function is sum.

Fig. 1. Lattice of the data cube produced from Example 1. Cover equivalence classes
are shown in different broad-brush line and upper bounds in bold.

From Fig. 1 we can find that the tuples connected by different broad-brush
line must have the same aggregate measure value for they are aggregated from
the same set of base tuples. E.g., those tuples connected by broad solid line are
all aggregated from the base tuple (12,101,2,12).

In the following definitions,C denotes the data cube produced from base table
R(d1, d2, . . . , dn,M), where di(1 ≤ i ≤ n) denotes dimensions and M denotes
measure items.

Definition 2 (Cover Relation). For t1 ∈ C, t2 ∈ C, ∀di, 1 ≤ i ≤ n, t2 covers
t1 or t1 is covered by t2 if they satisfy the following conditions: if t2(di) is at the
lowest level, then t1(di) = t2(di); otherwise, t1(di) can be any value which is at
lower level and belongs to t2(di).

E.g., (11,100,1) covers (11,101,1). If there is another tuple (11,204,1), then
(11,100,1) does not cover it, for 204 belongs to the second quarter, not the first,
though it is at one level lower than that of 100 locates.

Definition 3 (Base Tuple Set, BTS). The base tuple set of tuple t ∈ C is
BTS(t) = {t′|t′ ∈ R, t ∈ C, t covers t′}.
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E.g., in Example 1, BTS((10,101,*))={(11,101,1,10), (12,101,2,12)}. Accord-
ing to the definition, if t2 covers t1 then BTS(t1) ⊆ BTS(t2).

Definition 4 (Cover Equivalence Relation). There exists cover equivalence re-
lation between t1 and t2 if BTS(t1)=BTS(t2).

Definition 5 (Cover Equivalence Class). The tuples, which have cover equiva-
lence relation among them, are called cover equivalence class.

Definition 6 (Upper Bound). t1 is called an upper bound of a cover equivalence
class if there does not exist t2 ∈ C, t1 	= t2, t1 covers t2, and BTS(t1)=BTS(t2).

3 Partially Materializing Strategy

If we store all the upper bounds, just like the quotient cube does, the size of data
cube will still be much large. By analyzing, we find that the BTS of most upper
bounds only includes several tuples. Then, it will still be efficient if aggregating
these upper bounds in real time. Hence, we propose a partially materializing
strategy based on the following concept.

Definition 7 (Cover Window). The minimal number of tuples in the BTS of
aggregated upper bound that needs to be stored is called cover window.

Partially materializing can be implemented by setting an appropriate cover
window. Experimental results also show that the size of data cube can be reduced
greatly and the query performance can be improved efficiently by setting an
appropriate cover window.

4 Construction Algorithm of HQC

Definition 8 (Hierarchical Quotient Cube, HQC). HQC consists of two rela-
tional tables. They store base tuples and aggregated upper bounds which satisfy
the cover window requirement separately. And hierarchical dimensions are con-
sidered by using the code format defined by definition 1.

HQC stores the aggregated upper bounds and the base tuples in two separate
relational tables. For the base table in Example 1, HQC tables store 7 tuples
(the tuples in bold in Fig. 1), 3 base tuples and 4 aggregated tuples, where the
cover window is 2. Moreover, HQC can solve more general problems because the
hierarchical dimension is considered.

In order to construct HQC tables, the upper bounds need to be aggregated.
Since the tuples in base table must be upper bounds, only the aggregated upper
bounds need to be found. The rule of aggregating upper bounds is as follows:
aggregating the tuples in the BTS of a class, if those tuples in the BTS have
the same value on a certain dimension, then the upper bound has the same
value on the corresponding dimension; otherwise, the value of the upper bound
is set to the one that at the lowest possible level on condition that it covers all
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the tuples in BTS. E.g., in Fig. 1, (11,101,1,10) and (12,101,2,12) are tuples in
the BTS of certain class. They have different values on the first dimension, and
they have the same value 10 when being rolled up one level, so the value of the
upper bound on this dimension is set to 10; the value of the upper bound on
the second dimension is 101 because all the tuples in BTS have the same value
on this dimension; the value of the upper bound on the third dimension is “*”
for the tuples in BTS have different values on this dimension. Hence, the upper
bound of the class is (10,101,*,22).

The process of constructing HQC tables is an iterative procedure. The basic
concept is computing from (*,*,. . . ,*), drilling down step by step, partitioning
the base table, and aggregating the upper bound, then checking if the upper
bound had been aggregated and storing it if not. The meanings of the pa-
rameters of the algorithm are as follows: c is an aggregated tuple; Bc is the
BTS of c and it has been sorted in ascending order according to the field
denoted by parameter k and those fields after k; k denotes the current solv-
ing field; w denotes the size of the cover window. The initial value of these
parameters are: c=(*,*,. . . ,*), Bc is the whole base table, k is 1 and w is a
number which is larger than 1. The algorithm is described in pseudo code as
follows.

Algorithm (Constructing HQC Tables from Base Table)
ConstructHQC(c,Bc,k,w)
1. Compute the upper bound d from Bc, include the measure value of d;
2. if (exists 1 ≤ j < k, the level of c[j] is higher than that of d[j])
3. return; // for tuple d must have been aggregated
4. Save tuple d to HQC table;
5. for(each dimension k ≤ i ≤ n, d[i] is not at the lowest level)
6. {
7. if(exists k ≤ j < i, d[j] is not at the lowest level)
8. Sort Bc in ascending order by the ith dimension and those after ith;
9. for(each x belonged to d[i] and x is one level lower than d[i])
10. {
11. Produce e = d, other than e[i] = x, produce its BTS Be;
12. if(the number of tuples in Be is not less than w)
13. ConstructHQC(e,Be,i,w);
14. }
15. }

For the base table in Example 1, the stored aggregated tuples are
(10,100,*,29), (11,100,*, 17), (10,101,*,22) and (10,100,2,19) when the cover
window is 2. When the cover window is 3, the stored aggregated tuple is only
(10,100,*,29).

According to the algorithm, it is easy to understand that the stored tuples
will not duplicate. The virtue of this algorithm is that the constructing speed
and the size of data cube can be adjusted by adjusting the size of the cover
window.
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5 Query Performance

For answering query, the method of finding the upper bound of the class that
the given tuple belongs to is needed. Firstly, a method of retrieving upper bound
is described as follows.

If the upper bound of the class that the given tuple t belongs to exists in
HQC tables, the upper bound tuple can be retrieved by the following method:
generate query conditions according to the value of every dimension of tuple
t, then sort the satisfied tuples which in the table storing aggregated tuples in
ascending order, and if there exists any tuple, the upper bound must be the
first tuple; otherwise, query satisfied tuples in the table storing base tuples and
aggregate the upper bound in real time. Note that the special value “*” is less
than any other value. The method of generating query conditions is as follows: if
the value of the ith dimension is“*”, then there is no condition on this dimension;
if the value of the ith dimension is not “*” and not at the lowest level, suppose
at level k and the code is (Pm

i , . . . , P k
i , ∗, . . . , ∗), then the query condition is the

pattern of “di ≥ (Pm
i , . . . , P k

i , ∗, . . . , ∗) and di ≤ the largest code which belongs
to (Pm

i , . . . , P k
i , ∗, . . . , ∗)”; if the value of the ith dimension is at the lowest level,

then the query condition is “di = (Pm
i , . . . , P 1

i )”. The full query conditions can
be formed by connecting these conditions by using operator “and”.

E.g., when the cover window is 2, for tuple (10,102,*) in Example 1, the query
conditions are the pattern of “AID ≥ 10 and AID ≤ 12 and TID = 102”. There is
no satisfied tuple in the the table storing aggregated tuples, then perform another
query in the table storing base tuples and get the result tuple (11,102,2,7). When
querying the upper bound of tuple (10,101,*), where the cover window is 3, the
result (10,101,*,22) can be aggregated in real time.

The query can be classified into point query and range query. There are three
cases when performing a point query in HQC tables: (1) the upper bound can be
found in the table storing aggregated tuples; (2) the previous case is not satisfied,
but the upper bound can be aggregated in real time; (3) the BTS of the given
tuple is empty, so the query result is null. The query strategies can be formed
easily for these three cases, and detailed algorithm is omitted here.

For range query, the difference compared with point query is that the query
conditions on some dimensions are given in enumerative pattern. E.g., the given
tuple is t = ({v11, . . . , v1i}, {v21, . . . , v2j}, . . . , {vk1, . . . , vkz}, a1, . . . , an−k). The
idea of the range query algorithm will be illustrated through an example and the
detailed algorithm will be omitted here. E.g., for tuple t=({10,11},{101, 102},*),
there can be generated four point queries, (10,101,*), (10,102,*), (11,101,*) and
(11,102,*), and these tuples form a query list. The upper bound being found ac-
cording to the first tuple in the query list is (10,101,*,22). For the values on each
dimension of these two tuples are equal, we only need to delete tuple (10,101,*)
from the query list. The upper bound being found according to tuple (10,102,*)
is (11,102,2,7). Because the values on certain dimension of these two tuples are
not identical, those tuples cover (11,102,2) and covered by (10,102,*) are deleted
from the query list, that is, tuple (10,102,*) and (11,102,*) are deleted. The tuple
left in the query list is (11,101,*) now. Query the upper bound according to it and
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the result is tuple (11,101,1,10). Now sort these results and delete duplicate tu-
ples. The result of this range query is {(10,101,*,22),(11,101,1,10),(11,102,2,7)}.
As we can see, tuple (10,102,*) and (11,102,*) have common upper bound, so it
is enough to query only once.

6 Experimental Results

In order to verify the validity of HQC data cube, we carry out a series of experi-
ments, using synthetic data and real world data. The aggregate function is sum.
The experiments are conducted on a Pentium IV 2.8G PC with 512M main mem-
ory and running windows 2000 server version. All algorithms are implemented
in C++ and the database is SQL Server 2000. Only the size of HQC tables with
different cover windows is compared here, because [11] has compared the size of
quotient table with that of complete data cube, and the size of HQC tables is
equal to that of the quotient table when the cover window is 2. Moreover, the
time of constructing HQC data cube and query performance with different cover
windows are also compared. The synthetic dataset are generated by random.
It includes 6 dimensions. Each dimension has 99 different values. The first and
second dimension are highly relevant and can be replaced by one hierarchical
dimension with two levels. The third and fourth dimension, the fifth and sixth
dimension are in the same case. There are no duplicate tuples in the synthetic
dataset and the number of tuples in the base table is increased from 2M to 8M
at 2M interval. The real world dataset is Weather [13].

The first experiment uses synthetic data. Fig. 2 illustrates the construction
time on condition that each dimension has no hierarchies (d = 6) and on condi-
tion that each dimension has hierarchies (d = 3), where the cover window is 2,
while Fig. 3 illustrates the corresponding results where the cover window is 15.
From Fig. 2 and Fig. 3, we can see that the construction time is reduced dra-
matically while the cover window is set to a larger number. The reason is that
the number of aggregated tuples in the data cube is reduced dramatically. Fig. 4
and Fig. 5 illustrate the number of aggregated tuples in the data cube where the
cover window is set to 2 and to 15 respectively. We can see that the aggregated
tuples in HQC while the cover window is set to 15 is much fewer than that in
quotient table. E.g., when there are 2M tuples in the base table, there will be
about 4.4M aggregated tuples in the quotient table (from Fig. 4, note that the
size of HQC is equal to that of quotient table when the cover window is 2), while
only about 0.059M in HQC when the cover window is 15 (from Fig. 5). Moreover,
we can see that the construction time is reduced greatly by using hierarchical
dimensions from Fig. 2 and Fig. 3.

The real world dataset Weather is adopted by many experiments. It has
1,015,376 tuples, 9 dimensions. We examined the effect of different cover windows
on the construction time. Fig. 6 illustrates the changing trend of construction
time with the change of the cover window. Fig. 7 illustrates the changing trend
of the number of aggregated tuples in HQC with the change of the cover window.
From Fig. 6 we can see that the reducing of the construction time is slowed down
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Fig. 2. Construction time (synthetic data)
Cover Window is 2

Fig. 3. Construction time (synthetic data)
Cover Window is 3

Fig. 4. Number of aggregated upper
bounds, synthetic data, cover window is 2

Fig. 5. Number of aggregated upper
bounds, synthetic data, cover window is 15

Fig. 6. Construction time (Weather data) Fig. 7. Number of aggregated upper
bounds (Weather data)

with the increasing of the cover window. The reason is that the Weather dataset
has some skew, and with the increasing of the cover window, the reducing speed
of aggregated tuples in HQC is slowed down, as shown in Fig. 7. Also, we can
see from Fig. 7 that the aggregated tuples in quotient table is about 5.7M, while
only about 0.18M in HQC when the cover window is set to 100.
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Fig. 8. Query performance (synthetic data) Fig. 9. Query performance (Weather data)

In order to verify query performance, we generate 1000 point queries for
synthetic data and Weather data respectively. Fig. 8 shows the maximum and
average query time on the synthetic data where the hierarchy of dimensions is
considered (the number of dimension is 3) on condition that the cover window
is set to 2 and to 15 separately. Cover window is denoted by w, maximum query
time is denoted by max and average query time is denoted by avg. The maximum
query time fluctuates quite much in experiments, and a representative group of
data are used in this figure. The Weather data is used in Fig. 9. It illustrates the
effect of different cover windows on the query performance. We can see that the
query performance can be improved by setting an appropriate cover window.
Also, we can see that, from Fig. 9, the query performance is quite bad when
storing too many aggregated tuples.

7 Related Work

The work presented in this paper is relevant to [6,7], and highly relevant to
[10,11,12]. [6] presents a concept of BST (Base Single Tuple), and the size of data
cube based on this concept is reduced. The concept of cover equivalence presented
by [10] puts this still further and the quotient cube stores only upper bounds.
Actually, the data cube based on BST stores the upper bounds where the number
of tuples in BTS is one and all other aggregated tuples. The Dwarf structure
presented by [7] compresses the data cube by using prefix and suffix coalescing.
The Dwarf structure is a special chain and it is difficult to be implemented. The
QC-trees structure presented by [11] is also a special chain. The HQC presented
by this paper is simply two relational tables.

Definition 2, 4, 5 and 6 are relevant to the concepts presented by [11] and
[12]. Definition 3 is relevant to [12]. Our definitions expand their content, and
they are suitable for dimensions with hierarchies.

The algorithm of constructing HQC table is highly relevant to the algorithm
presented in [11]. Our research is that the new algorithm can solve hierarchical
dimensions and the cover window is considered, so it can solve more general
problems more efficiently. The algorithm of query bears little relation to [12].
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8 Conclusions

This paper presents the concept of HQC data cube, an algorithm of construct-
ing HQC, and an algorithm of query, also describes the concept of hierarchical
dimension and the concept of cover window. No efficient incremental mainte-
nance algorithm has been developed yet, but we can reconstruct the data cube
in a short period of time by setting a little larger cover window on condition
that the query performance is still acceptable. The theoretical analysis and the
experimental results show that the methods proposed in this paper are quite ef-
fective. Moreover, the simplicity and maturity of ROLAP make the scheme more
practicable. Our further work is to develop an efficient incremental maintenance
algorithm, and automatically selecting an appropriate cover window is also an
interested problem.
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Abstract. The paper concerns failing queries in incomplete Distributed
Autonomous Information Systems (DAIS) based on attributes which are
hierarchical and which semantics at different sites of DAIS may differ.
Query q fails in an information system S, if the empty set of objects
is returned as an answer. Alternatively, query q can be converted to
a new query which is solvable in S. By a refinement of q, we mean a
process of replacing q by a new relaxed query, as it was proposed in [2],
[7], and [8], which is similar to q and which does not fail in S. If some
attributes listed in q have values finer than the values used in S, then
rules discovered either locally at S or at other sites of DAIS are used
to assign new finer values of these attributes to objects in S. Queries
may also fail in S when some of the attributes listed in q are outside the
domain of S. To resolve this type of a problem, we extract definitions of
such attributes at some of the remote sites for S in DAIS and next use
them to approximate q in S. In order to do that successfully, we assume
that all involved information systems have to agree on the ontology of
some of their common attributes [14], [15], [16]. This paper shows that
failing queries can be often handled successfully if knowledge discovery
methods are used either to convert them to new queries or to find finer
descriptions of objects in S.

1 Introduction

Distributed Autonomous Information System (DAIS) is a system that connects
a number of information systems using network communication technology. Some
of these systems have hierarchical attributes and information about values of at-
tributes for some of their objects can be partially unknown. Our definition of
system incompleteness differs from the classical approach by allowing a set of
weighted attribute values as a value of an attribute. Additionally, we assume
that the sum of these weights has to be equal 1. If we place a minimal threshold
for weights to be allowed to use, we get information system of type λ. Its def-
inition and also the definition of a distributed autonomous information system
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used in this paper was given by Raś and Dardzińska in [15]. Semantic inconsis-
tencies among sites are due to different interpretations of attributes and their
values among sites (for instance one site can interpret the concept young differ-
ently than another one). Ontologies ([1], [6], [9], [10], [17], [18], [19], [21]) can
be used to handle differences in semantics among information systems. If two
systems agree on the ontology associated with attribute young and its values,
then attribute young can be used as a semantical bridge between these systems.
Different interpretations are also due to the way each site is handling null val-
ues. Null value replacement by a value predicted either by statistical or some
rule-based methods [3] is quite common before queries are answered by QAS. In
[14], the notion of rough semantics was introduced and used to model semantic
inconsistencies among sites due to different interpretations of incomplete values.

There are cases when a classical Query Answering System (QAS) fails to
return an answer to a submitted query but still a satisfactory answer can be
found. For instance, let us assume that an information system S has hierarchical
attributes and there is no single object in S which description matches a query q.
Assuming that a distance measure between objects in S is defined, then by
generalizing q, we may identify objects in S which descriptions are nearest to
the description q. Another example of a failing query problem is when some of
the attributes listed in a query are outside the domain of S. The way to approach
this problem, proposed by Ras [13], is to extract definitions of such attributes
at remote sites for S (if S is a part of a distributed information system) and
next used them in S. This problem is very similar to the problem when the
granularity of an attribute value used in a query q is finer than the granularity
of the corresponding attribute used in S. By replacing such attribute values
in q by more general values used in S, we retrieve objects from S which may
satisfy q. Alternatively, we can compute definitions of attribute values used in
q, at remote sites for S, and next use them by QAS to enhance the process of
identifying objects in S satisfying q. This can be done if collaborating systems
also agree on the ontology of some of their common attributes [14], [15], [16].
Additionally, the granularity level of the attribute which definition is remotely
computed should be the same at the remote site and in q. This paper presents a
new methodology, based on knowledge discovery, for the failing query problem.

2 Query Processing with Incomplete Data

Information about objects is collected and stored in information systems which
are usually autonomous and reside at different locations. These systems are of-
ten incomplete and the same attribute may have different granularity level of its
values at two different sites. For instance, at one information system, concepts
child, young,middle-aged, old, senile can be used as values of the attribute age.
At the other system, only integers are used as the values. If both systems agree
on a semantical relationship among values of attributes belonging to these two
granularity levels (their ontology), then they can use this attribute to commu-
nicate with each other. It is very likely that an attribute which is missing in
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one information system may occur at many others. Assume that user submits a
query q to a Query Answering System (QAS) of S (called a client) and some of
the attributes used in q either are not present in S or their granularity is more
specific than the granularity of the same attributes at S. In both cases, S may
look for a definition of each of these attributes at other information systems in
DAIS assuming that the granularity level of these attributes in these systems
is matching their granularity level in q. All these definitions are stored in the
knowledge base for S and next used to chase (see [4]) the missing values and,
if needed, to refine the current values of attributes at S. Algorithm Chase for
DAIS, based on rules, was given by Dardzińska and Raś in [5]. This algorithm
can be modified easily and used for refinement of object descriptions in S.

Definition 1:
We say that S = (X,A, V ) is a partially incomplete information system of type
λ, if the following four conditions hold:

– X is the set of objects, A is the set of attributes, and V =
⋃{Va : a ∈ A} is

the set of values of attributes,

– (∀x ∈ X)(∀a ∈ A)[aS(x) ∈ Va or aS(x) = {(vi, pi) : 1 ≤ i ≤ m}] ,

– (∀x ∈ X)(∀a ∈ A)[(aS(x) = {(vi, pi) : 1 ≤ i ≤ m}) → ∑m
i=1 pi = 1],

– (∀x ∈ X)(∀a ∈ A)[(aS(x) = {(vi, pi) : 1 ≤ i ≤ m}) → (∀i)(pi ≥ λ)].

An example of an information system of type λ = 1
4 is given in Table 1.

Table 1. Information System S

X a b c d e

x1 {(a1,
1
3
), (a2,

2
3
)} {(b1,

2
3
), (b2,

1
3
)} c1 d1 {(e1,

1
2
), (e2,

1
2
)}

x2 {(a2,
1
4
), (a3,

3
4
)} {(b1,

1
3
), (b2,

2
3
)} d2 e1

x3 b2 {(c1,
1
2
), (c3,

1
2
)} d2 e3

x4 a3 c2 d1 {(e1,
2
3
), (e2,

1
3
)}

x5 {(a1,
2
3
), (a2,

1
3
)} b1 c2 e1

x6 a2 b2 c3 d2 {(e2,
1
3
), (e3,

2
3
)}

x7 a2 {(b1,
1
4
), (b2,

3
4
)} {(c1,

1
3
), (c2,

2
3
)} d2 e2

x8 b2 c1 d1 e3

Assume now that the set {Si, i ∈ J}, where Si = (Xi,Ai, Vi), represents
information systems at all sites in DAIS. Query language for DAIS is built, in
a standard way (see [16]), from values of attributes in

⋃{Vi : i ∈ J} and from
the functors or and and, denoted in this paper by + and ∗, correspondingly.
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To be more precise, by a query language for DAIS we mean the least set Q
satisfying the following two conditions:

– if v ∈ ⋃{Vi : i ∈ J}, then v ∈ Q,
– if t1, t2 ∈ Q, then t1 ∗ t2, t1 + t2 ∈ Q.

For simplicity reason, we assume that user is only allowed to submit queries
to QAS in Disjunctive Normal Form (DNF ).

The semantics of queries for DAIS used in this paper was proposed by Raś
& Joshi in [16]. It has all the properties required for the query transformation
process to be sound [see [16]]. For instance, they proved that the following dis-
tributive property holds: t1 ∗ (t2 + t3) = (t1 ∗ t2) + (t1 ∗ t3).

To recall their semantics, let us assume that S = (X,A, V ) is an information
system of type λ and t is a term constructed in a standard way (for predicate
calculus expression) from values of attributes in V seen as constants and from
two functors + and ∗. By NS(t), we mean the standard interpretation of a term
t in S defined as:

– NS(v) = {(x, p) : (v, p) ∈ a(x)}, for any v ∈ Va,
– NS(t1 + t2) = NS(t1)⊕NS(t2),
– NS(t1 ∗ t2) = NS(t1)⊗NS(t2),

where, for any NS(t1) = {(xi, pi)}i∈I , NS(t2) = {(xj , qj)}j∈J , we have:

– NS(t1)⊕NS(t2) =
{(xi, pi)}i∈(I−J) ∪ {(xj , pj)}j∈(J−I) ∪ {(xi, max(pi, qi))}i∈I∩J ,

– NS(t1)⊗NS(t2) = {(xi, pi · qi)}i∈(I∩J).

So, it means that the interpretation NS is undefined for queries outside the
domain V . To have such queries processed by QAS, they have to be converted
to queries built only from attribute values in V .

Assume now that two information systems S1 = (X,A, V1), S2 = (X,A, V2)
are partially incomplete and they are both of type λ. Although attributes in S1,
S2 are the same, they may still differ in granularity of their values. Additionally,
we assume that the set {a1i : 1 ≤ i ≤ m} contains all children of a1 which means
that semantically a1 is equivalent to the disjunction of a1i, where 1 ≤ i ≤ m.
Saying another words, we assume that both systems agree on the ontology related
to attribute a and its values which is represented as a tree structure in Fig. 1.

Two types of queries can be submitted to S1.
The first type is represented by query q1 = q1(a3, b1, c2) which is submitted

to S1 (see Fig. 1). The granularity level of values of attribute a used in q1 is
more general than their granularity level allowed in S1. It means that NS1(q1) is
not defined. In this case q1 can be replaced by a new query q2 = q(

∑{a3i : 1 ≤
i ≤ m3}, b1, c2) which is in the domain of NS1 and the same can be handled by
QAS for S1.

The second type is represented by query q = q(a31, b1, c2) which is submitted
to S2 (see Fig. 1). The granularity level of values of the attribute a used in q
is finer than their granularity level allowed in S2. It means that NS2(q) is not
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a

a1 a2 a3

a12 a1m1a11 a32a31 a3m3

Attributes Level in System S1

Attributes Level in System S2

Query  q = q(a31, b1, c2)  submitted to S2

a31  is finer than  a3

Query  q1 = q1(a3, b1, c2)  submitted to S1

a3 is more general than a31

Part of a Semantical Bridge between S1 and S2

Solution for resolving query q
submitted to S2  - 
              make a3 finer in S2

Fig. 1. Hierarchical attribute a with two levels of granularity

defined. The problem now is more complex but still it can be solved. Namely,
it is sufficient to learn definitions of a31 at other sites of DAIS in terms of b1
and c1 or in terms of values which are finer than b1 and c1. When this is done,
the objects in S2 having property a31 can be identified by following the query
processing strategy similar to the one presented in [16].

3 How to Handle Failing Queries in DAIS

In this section, the problem of failing queries in DAIS is presented in a more
detailed way. Namely, let us assume that a query q(B) is submitted to an infor-
mation system S = (X,A, V ), where B is the set of all attributes used in q and
A∩B 	= ∅. All attributes in B− [A∩B] are called foreign for S. If S is a part of
DAIS, then for definitions of foreign attributes for S we may look at its remote
sites (see [14]). We assume here that two information systems can collaborate in
solving q only if they agree on the ontology related to attributes used in both of
them. Clearly, the same ontology does not mean that a common attribute has
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values of the same granularity at both sites. Similarly, as we have seen in the
previous section, the granularity of values of an attribute used in a query may
differ from the granularity of its values in S. In [14], it was shown that query
q(B) can be processed at site S by discovering definitions of values of attributes
from B− [A∩B] at any of the remote sites for S and use them to answer q(B).
With a certain rule discovered at a remote site, a number of additional rules
(implied by that rule) is also discovered. For instance, let us assume that two
attributes age and salary are used to describe objects at one of the remote sites
which accepts the ontology given below:

– age( child(≤17),
young(18,19,...,29),
middle-aged(30,31,...,60),
old(61,62,...,80),
senile(81,82,...,≥100))

– salary( low(10K,20K,30K,40K),
medium(50K,60K,70K),
high(80K,90K,100K),
very-high(110K,120K,≥130K))

Now, assume that the certain rule (age, young) −→ (salary, 40K) is extracted
at a remote site. Jointly with that rule, the following certain rules are also
discovered:

– (age, young) −→ (salary, low),
– (age,N) −→ (salary, 40K), where N = 18, 19, ..., 29,
– (age,N) −→ (salary, low), where N = 18, 19, ..., 29.

The assumption that the extracted rules have to be certain, in order to
generate from them additional rules of high confidence, can be relaxed to ”al-
most” certain rules. Stronger relaxation is risky since, for instance, the rule
r =[(age,N) −→ (salary, 40K)] may occur to be a surprising rule, as defined
by Suzuki [20]. If both attributes age and salary are local in S = (X,A, V ) and
the granularity of values of the attribute salary in S is more general than the
granularity of values of the same attribute used in some rules listed above, then
these rules can be used to convert S into a new information system which has
finer information about objects in X than the information about them in S with
respect to attribute salary. Clearly, this step will help us to solve q(B) in a more
precise way. Otherwise, we have to replace the user query by a more general one
to match the granularity of values of its attributes with a granularity used in S.
But, clearly, any user prefers to see his query unchanged.

Assume now that DS′ is a set of all rules extracted at a remote site S′ for
S = (X,A, V ) by the algorithm ERID(S′,λ1,λ2) [4]. Parameters λ1,λ2 represent
thresholds for minimum support and minimum confidence of these rules. Addi-
tionally, we assume that L(DS′) = {(t → vc) ∈ DS′ : c ∈ G(A, q(B))}, where
G(A, q(B)) is the set of all attributes in q(b) which granularity of values in S is
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more general than their granularity in q(B) and S′. The type of incompleteness
in [15] is the same as in this paper but we also assume that any attribute value
a1 in S can be replaced by {(a1i, 1/m) : 1 ≤ i ≤ m}, where {a1i : 1 ≤ i ≤ m}
is the set of all children of a1 in the ontology associated with a1 and accepted
by S.

By replacing descriptions of objects in S by new finer descriptions recom-
mended by rules in L(DS′), we can easily construct a new system Φ(S) in which
q(B) will fail (QAS will return either the empty set of objects or set of weighted
objects with weights below the threshold value provided by user). In this paper
we propose an automated refinement process for object descriptions in S which
guarantees that QAS will not fail on Φ(S) assuming that it does not fail on
S. But before we continue this subject any further, another issue needs to be
discussed first.

Foreign attributes for S can be seen as attributes which are 100% incomplete
in S, that means values (either exact or partially incomplete) of such attributes
have to be ascribed to all objects in S. Stronger the consensus among sites in
DAIS on a value to be ascribed to x, finer the result of the ascription process
for x can be expected.

We may have several rules in the knowledge-base L(DS′), associated with in-
formation system S, which describe the same value of an attribute
c ∈ G(A, q(B)). For instance, let us assume that t1 → vc, t2 → vc are such
rules. Now, if the granularity of attribute c is the same in both of these rules,
the same in a query q(B) = vc ∗ t3 submitted to QAS, and at the same time
the granularity of c is more general in S, then these two rules will be used to
identify objects in S satisfying q(B). This can be done by replacing query q(B)
by t3 ∗ (t1 + t2). Then, the resulting term is replaced by (t3 ∗ t1)+ (t3 ∗ t2) which
is legal under semantics NS . If the granularity level of values of attributes used
in t3 ∗ (t1 + t2) is in par with granularity of values of attributes in S, then QAS
can answer q(B).

Let us discuss more complex scenario partially represented in Figure 2. As
we can see, attribute a is hierarchical. The set {a1, a2, a3} represents the val-
ues of attribute a at its first granularity level. The set {a[1,1], a[1,2], ..., a[1,m1]}
represents the values of attribute a at its second granularity level. The set
{a[3,1], a[3,2], ..., a[3,m3]} represents the remaining values of attribute a at its sec-
ond granularity level. We assume here that the value a1 can be refined to any
value from {a[1,1], a[1,2], ..., a[1,n1]}. Similar assumption is made for value a3. The
set {a[3,1,1], a[3,1,2], a[3,1,3]} represents the values of attribute a at its third gran-
ularity level which are finer than the value a[3,1].

Finally, the set {a[3,1,3,1], a[3,1,3,2], a[3,1,3,3], a[3,1,3,4]} represents the values of
attribute a at its forth granularity level which are finer than the value a[3,1,3].

Now, let us assume that query q(B) = q(a[3,1,3,2], b1, c2) is submitted to S2

(see Figure 2). Also, we assume that attribute a is hierarchical and ordered.
It basically means that the difference between the values a[3,1,3,2] and a[3,1,3,3]

is smaller than between the values a[3,1,3,2] and a[3,1,3,4]. Also, the difference
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a

a1 a2 a3

a12 a1m1a11 a32

a31

a3m3

Attributes Level in System S1

Attributes Level in System S2

Query  q = q(a3132, b1, c2)  submitted to S2

Part of a Semantical Bridge between S1 and S2

Solution for solving q  - make a3 finer in S2

a311 a312
a313

a3131 a3132 a3133 a3134

Fig. 2. Hierarchical attribute a with four levels of granularity

between any two elements in {a[3,1,3,1], a[3,1,3,2], a[3,1,3,3], a[3,1,3,4]} is smaller than
between a[3,1,3] and a[3,1,2].

Now, we outline a possible strategy which QAS can follow to solve q = q(B).
Clearly, the best solution for answering q is to identify objects in S2 which
precisely match the query submitted by user. If this step fails, we should try to
identify objects which match query q(a[3,1,3], b1, c2). If we succeed, then we try
queries q(a[3,1,3,1], b1, c2) and q(a[3,1,3,3], b1, c2). If we fail, then we should succeed
with q(a[3,1,3,4], b1, c2). If we fail with q(a[3,1,3], b1, c2), then we try q(a[3,1], b1, c2)
and so on. Clearly, an alternate strategy is to follow the same steps in a reverse
order. We start with a highest generalization of q which is q(b1, c2). If we succeed
in answering that query, then we try q = q(a[3], b1, c2). If we succeed again, we
try q = q(a[3,1], b1, c2) and so on.

But before we follow the above process, we have to discover rules at these
sites of DAIS which are remote for S2 and which agree with S2 on the ontology
of attributes in {a, b, c}. These rules should describe values of any granularity
of attribute a in terms of values of attributes b, c which granularity is consistent
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with their granularity in S2. Clearly, if a rule t1 → a[3,1,3,4]) is discovered, then
also the rules t1 → a[3,1,3]), t1 → a[3,1]), t1 → a[3]) are discovered as well.

4 Conclusion

This paper shows how to solve the failing query problem if queried information
system S is a part of DAIS. This is done by extracting certain groups of rules in
DAIS and next using them by QAS to make descriptions of objects in S finer
and the same way to get more precise match between them and a query.
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Abstract. image quality assessment plays an important role in relevant
fields of image processing. The traditional image quality metric, such as
PSNR, cannot reflect the visual perception to the image effectively. For
this purpose, based on the fuzzy Sugeno integral a novel image quality
assessment measure, called content-based metric (CBM), is proposed in
this paper. It fuses the amount and local information into the similarity
of the image structural information and gives a comprehensive evaluation
for the quality of the specified image. The experimental results illustrate
that the proposed metric has a good correlation with the human subjec-
tive perception, and can reflect the image quality effectively.

1 Introduction

Image quality assessment plays an important role in relevant fields of image
processing. The problem of image quality evaluation is involved in many ap-
plications, such as image compression, communication, storage, enhancement,
watermarking and etc. A quality assessment metric can be used to guide the
construction and adjustment of image processing systems, or to optimize the
processing algorithms and the parameter settings. The most reliable way of as-
sessing the quality of an image is subjective evaluation, because human beings
are the ultimate receivers in most applications. The mean opinion score (MOS),
which is a subjective quality measurement obtained from a number of human
observers, has been regarded for many years as the most reliable form of qual-
ity measurement. But it is too inconvenient to apply for most applications. So,
an appropriate objective image quality assessment metric is demanded to be
designed for approximating the subjective perception.

According to the availableness of the original image, the objective image qual-
ity metrics can be classified into three types of models: full-reference model(FR),
no-reference model (NR) and reduced-reference model (RR)[1]. This paper fo-
cuses on the investigation of the full-reference image quality assessment. The
mean squared error (MSE), and peak signal-to-noise ratio (PSNR) are the most
widely used full-reference quality metrics, because they are simple to calculate,
have clear physical meanings, and are mathematically convenient in the context
of optimization. But they are not very well matched to perceived visual quality.

� This work was supported by the National Natural Science Foundation of China
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In the last three decades, a great deal of effort has gone into the devel-
opment of image quality assessment methods that take advantage of known
characteristics of the human visual system (HVS). The Daly visible differences
predictor and Sarnoff visual discrimination model are two of the leading im-
age quality models in these methods [2]. All of these methods are based on
error sensitivity and must rely on a number of strong assumptions and gen-
eralizations [3]. In fact, they are complicated, but none of them in the litera-
ture has shown any clear advantage over simple mathematical measures such
as PSNR under strict testing conditions and different image distortion envi-
ronments [4]. In view of this, Zhou Wang et. al. proposed a new philosophy
in designing image quality metrics. They mentioned that the main function of
the human eyes is to extract structural information from the viewing field, and
the human visual system is highly adapted for this purpose. Therefore, a mea-
sure of structural distortion should be a good approximation of perceived image
distortion. Based on the new philosophy, they constructed structural-similarity-
based(SSIM) image quality measure [3,5,6]. But, in [7], it was concluded that the
“amount of error”, the “location of error”, and the “structure of error” are three
essential factors of distortion. For this purpose, an image coding quality assess-
ment based on fuzzy integral (FE) is proposed, which inducts the participation
of human knowledge and experience by fuzzy integral [8]. Compared with the
available metric, the FE-based image quality assessment method achieved better
performance.

To fully incorporate more distortion information with human knowledge and
construct a more reasonable and sensitive image quality metric, we proposed
a new metric based on the content of images in this paper. In our approach,
an image is partitioned into three parts: edges, textures and flat regions as the
method proposed in [8]. Then Sugeno fuzzy integral is used to fuse the SSIM in
the three parts respectively. Finally, the measurements of three parts are weight-
ing averaged as the metric of the image quality, which is called content-based
metric (CBM). Obviously the CBM fully considers the effects of the “amount of
error”, “location of error”, and “structure of error” on the image quality. A lot
of experiments illustrate that the proposed metric approximates the MOS more
closely than the metrics of the SSIM and the FE.

2 Fuzzy Measure and Fuzzy Integral

The theory of fuzzy measures and fuzzy integrals was first introduced by Sugeno
[9]. A fuzzy measure is used to express an evaluation, which is heavily subject to
human perception as the “grade of importance”, or “grade of beauty”, and etc. In
mathematical terms, a fuzzy measure is a set functions with monotonicity but
not always additivity. Based on the notion of fuzzy measure, a fuzzy integral is
a functional with monotonicity, which is used for aggregating information from
multiple sources with respect to the fuzzy measure.

Definition 2.1: Let X be an arbitrary set and B be a Borel field of X . A set
function g defined on B is a fuzzy measure if it satisfies the following conditions.
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1) Boundary: g() = 0, g(X) = 1
2) Monotonicity: g(A1) ≤ g(A2), if A1 ⊂ A2 and A1,A2 ∈ B
3) Continuity: if A1 ⊂ A2 ⊂ · · · ⊂ An ⊂ · · ·,An ∈ B, then g(

⋃∞
n=1 An) =

limn→∞ g(An)
While the conventional Lebesgue measures assume additivity, fuzzy measures

assume only monotonicity. The detailed discussion can be found in [10].

Definition 2.2: Let (X,B, g) be a fuzzy measure space and f : X → [0, 1] be
a B-measurable function. Sugeno fuzzy integral over A ⊆ X of the function f
with respect to g a fuzzy measure is defined by

(S)
∫

A

f(x)dg = supE⊆X [min(minx∈Ef(x), g(A ∩ E))]

= supα⊆[0,1][min(α, g(A ∩ Fα(f))], (1)

where (S) denotes Sugeno fuzzy integral and Fα(f) = {x|f(x) ≥ α}. The fol-
lowing is the interpretation of the fuzzy integral that will be adopted in this
paper [11]. Suppose that an object is evaluated from the point of views of a set
of quality factors X . Let f(x) ∈ [0, 1] denote the quality evaluation on the object
when quality factor is considered and let g({x})denote the degree of importance
of this quality factor x ∈ X . Now, suppose an object is evaluated using quality
factors from A ⊆ X . It is reasonable to consider W (A) = minx∈Af(x) a quantity
as the best-secured quality evaluation that the object provides and g(A), which
is called importance measure in this paper, expresses the grade of importance
of this subset of quality factor. The value obtained from comparing these two
quantities in terms of the “min”operator is interpreted as the grade of agreement
between real possibilities f(x), and the expectations g. Hence fuzzy integration
is interpreted as searching for the maximal grade of agreement between the ob-
jective evidence and the expectation.

3 Content-Based Metric for Image Quality Assessment

For the applications of image coding, Miyahara et al. [7] proposed an objective
assessment metric, picture quality scale (PQS), and concluded that the “amount
of error”, the “location of error”, and the “structure of error” are three essential
factors of distortion. To construct a more reasonable and effective image quality
measure, we proposed a content-based metric (CBM) for objective image quality
assessment based on the above conclusion.

The new metric CBM is constructed on the basis of the SSIM measure.
First, the local structure similarity information is extracted for each pixel pair
from the original and the distortion images respectively. Then, by analyzing
the content of the original and distortion images, all the pixels of the given
image are partitioned into three parts: edges, textures and flat regions with the
method in [8]. Secondly the similarity measurement of each part is calculated
by synthesizing the SSIMs of all the pixels in corresponding region with Sugeno
integral. Finally, an overall image quality is evaluated with the weighting average
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Fig. 1. Diagram of the proposed image quality assessment system based on CBM

of the similarities in above three regions. The new metric fuses the amount and
local information into the similarity of the image structural information. The
system diagram of the proposed image quality assessment system is shown in
Fig.1, which consists of three basic modules: structural information extraction,
region classification and amount information fusion.

3.1 Structural Information Extraction

Zhou Wang et al. proposed the SSIM metric [6]. They indicated that the lumi-
nance of the surface of an object being observed is the product of the illumination
and the reflectance, but the structures of the objects in the scene are indepen-
dent of the illumination. Consequently, the structural information is defined as
those attributes that represent the structure of objects in the scene, indepen-
dent of the average luminance and contrast. In [6], the luminance, contrast and
structure comparison function are respectively defined as follows.

l(x, y) =
2μxμy + C1

μ2
x + μ2

y + C1
, c(x, y) =

2σxσy + C2

σ2
x + σ2

y + C2
, s(x, y) =

σxy + C3

σxσy + C3
, (2)

where (x, y) represents the corresponding point pair from the original and dis-
tortion images respectively. μx is the local mean intensity at x, which is an
estimation of the luminance at x; σx is the local standard deviation at x, which
is an estimation of the contrast at x; σxy is the local correlation coefficient be-
tween x and y, which is an estimation of the similarity between x and y. The
constant C1, C2 and C3 are included to avoid instability when the denominators
are very close to zero. Where C1, C2 and C3 are small constants given by

C1 = (K1L)2, C2 = (K2L)2, C3 = C2/2 (3)

K1 << 1, K2 << 1 and L is the dynamic range of the pixel values. The general
form of the structural similarity (SSIM) index between x and y is defined as

SSIM(x, y) = [l(x, y)]α · [c(x, y)]β · [s(x, y)]γ , (4)

where α > 0, β > 0,γ > 0. And the SSIM index satisfies the following conditions.
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1) Symmetry: SSIM(x, y) = SSIM(y, x);
2) Boundedness: SSIM(x, y) ≤ 1;
3) Unique maximum: SSIM(x, y) = 1 if and only if x = y.

Specifically, we set α = β = γ = 1, and the resulting SSIM index is given by

SSIM(x, y) =
(2μxμy + C1)(σxy + C2)

(μ2
x + μ2

y + C1)(σ2
x + σ2

y + C2)
, (5)

In [6], an 11× 11 circular-symmetric Gaussian weighting function w = {wi|∑N
i=1 wi = 1, i = 1, 2, · · ·N} is used, with standard deviation of 1.5 samples,

which moves pixel-by-pixel over the entire image. At each step, the local statistics
and SSIM index are calculated within the local window. The estimations of local
statistics, μx, σx and σxy are then modified accordingly as

μx =
N∑

i=1

wixi, σx =
( N∑

i=1

wi(xi − μx)2
) 1

2
, σxy =

N∑
i=1

wi(xi − μx)(yi − μy)

With above steps, a SSIM index map is obtained between the original and
the distortion images. Then a mean SSIM (MSSIM) index is used to evaluate the
overall image quality. Where, M represents the amount of points in the SSIM
index map. The source code of the SSIM algorithm is available online [12].

MSSIM =
1
M

M∑
j=1

SSIM(xj , yj) (6)

In the SSIM metric, we find that l(x, y), c(x, y) ∈ [0, 1], while s(x, y) ∈ [−1, 1],
which is not convenient for the following Sugeno integral. As shown in Fig.2, (b)
is the negative image of (a). In fact, according to (1), the structural information
similarity of them is s = −1, namely (b) negatively correlates with (a). From
the point of view of information representation, it can be considered that the
structural information which is represented in the two images is the same, and
the difference between them lies in their luminance and contrast. So we redefine
the structural information similarity as

(a) “couple” image (b) negative of “couple” image

Fig. 2. Comparison of the structural information of “couple” images
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s′(x, y) =
|σxy|+ C3

σxσy + C3
(7)

Thus, s′(x, y) ∈ [0, 1]. The left two components in SSIM, l(x, y) and c(x, y)
are unchanged. Then we redefine (4) as

SSIM′(x, y) = [l(x, y)]α · [c(x, y)]β · [s′(x, y)]γ (8)

With (8), we can get the SSIM′ index map according to the above steps. In
this module, we mainly utilized the “structural information of error”.

3.2 Region Classification

In this module, an image is partitioned into three parts: edges, textures and flat
regions, according to their contents. The importance of edges, textures and flat
regions is gradually decreasing to human perception, which corresponds to their
gradual decline of gradient magnitudes in the image gradient field. So the three
parts can be determined by the gradient magnitudes. We also partition the above
parts based on the same way in [8].

1) Convolute the original image and the distortion one with Sobel mask in-
dividually to obtain two gradient fields, and pixel-by-pixel compute the gradient
magnitudes of the two gradient fields.

2) Compute the thresholds for partition T1 = 0.12gmax and T2 = 0.06gmax,
where gmax is the maximal gradient magnitude of the original image.

3) Determine the pixels of edges, textures, and flat regions. Assume that the
gradient of pixel at (x, y) of the original image is po(x, y) and the gradient of
pixel at (x, y) of the distortion image is pd(x, y). The pixel classification is carried
out according to the following rules.

R1: if po(x, y) > T1 or pd(x, y) > T1, then it is considered as an edge pixel.
R2: if po(x, y) < T2 and pd(x, y) ≤ T1, then it belongs to a flat region.
R3: if T1 ≥ po(x, y) ≥ T2 and pd(x, y) ≤ T1,then it is a texture pixel.

As the above steps, the SSIM′ index map can be partition into the SSIM′

maps of the edge, texture and flat regions, which are denoted by E, T and
F . Here, we mainly utilized the “location information of error”, namely error
occurring in different regions is perceived differently by human eyes.

3.3 The Proposed Image Quality Metric

In this subsection, let X = {xi|i = 1, 2, · · · ,N} and Y = {yi|i = 1, 2, · · · ,N}
denote two sets, which consist of the pixels correspond to an region A in the
original and distortion image. Let S = {si = SSIM′(xi, yi)|i = 1, 2, · · · ,N}, then
the overall structural information similarity of A is computed as

SSIM′(A) = (S)
∫

A

SSIM′(xi, yi)dg = supsi∈S [min(si, g(FSi(S)))], (9)
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where FSi(S) = {sk|sk ≥ si, sk ∈ S}, g(K) = |K|/N . |K| denotes the cardinality
of the set K. g denotes some importance of the set K, and reflects the distortion
degree in amount. Thus, we get the SSIM′(A),A ∈ {E,T , F}.

Finally, the overall image quality CBM is computed as follows.

CBM =
∑

A∈{E,T,F}
wA · SSIM′(A), (10)

where wE + wT + wF = 1. Obviously, CBM ∈ [0, 1], and it gets the maximum 1,
just when the distortion image is the same as the original one.

4 Experimental Results and Analysis

To verify the rationality and validity of the proposed image quality metric CBM,
we conducted the following three experiments. (1) the consistency test experi-
ment of the CBM with the subjective quality measurement MOS; (2) the validity
test experiment; (3) the sensitivity test experiment. The parameters used in the
experiments are listed in Table 1.

Table 1. The Parameters Used in Experiments

K1 K2 L α β γ wE wT wF

0.01 0.03 255 1 1 1 0.462 0.337 0.201

4.1 The Consistency Test Experiment of the CBM with MOS

We test the consistency of CBM with MOS on LIVE quality assessment data-
base [13]. In the database, twenty-nine high-resolution RGB color images were
compressed at a range of quality levels using either JPEG or JPEG2000, produc-
ing a total of 175 JPEG images and 169 JPEG2000 images. The distribution of
subjective quality scores was approximately uniform over the entire range. The
subjective quality scores and other information of the database are also included
in the given Database.

First, variance-weighted regression analysis are used in a fitting procedure
to provide a nonlinear mapping between the objective/subjective scores. Then
three metrics are used as evaluation criterions [3]. Metric 1 is the correlation
coefficient (CC) between objective/subjective scores after variance-weighted re-
gression analysis, which provides an evaluation of prediction accuracy. Metric 2 is
the Spearman rank-order correlation coefficient between the objective/subjective
scores, which is considered as a measure of prediction monotonicity. Finally, met-
ric 3 is the outlier ratio (percentage of the number of predictions outside the range
of 2 times of the standard deviations) of the predictions after the nonlinear map-
ping, which is a measure of prediction consistency. We also calculated the mean
absolute error (MAE), and root mean square error (RMS) after the nonlinear
mapping. The evaluation results for all the objective image quality assessment
models being compared are given in Table 2 and Fig.3.
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Table 2. The Consistency Test of CBM with MOS

Model CC MAE RMS ROCC OR
PSNR 0.9265 6.883 8.978 0.8956 0.1424

FE 0.9269 5.445 6.799 0.8932 0.0860
MSSIM 0.9606 5.432 6.745 0.9447 0.0698
CBM 0.9756 4.129 5.100 0.9631 0.0116
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Fig. 3. Scatter plots of subjective mean opinion score (MOS) versus model prediction

4.2 The Validity Test Experiment of the CBM

As shown in Fig.4, the CBM scores of“Lena”image with different types of distor-
tions: (a) blurring (with smoothing window of W×W ); (b) impulsive salt-pepper
noise (density=D); (c) additive Gaussian noise (mean=0,variance=V ); and (d)
JPEG compression (compression rate=R), always drop with the increasing in-
tensity of the above distortions. It is accord with the tendency of the decreasing
image quality in fact.
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Fig. 4. the CBM scores of “Lena” with different types of distortions. (a) Blurring; (b)
Impulsive Salt-Pepper Noise; (c) Additive Gaussian Noise; (d) JPEG Compression.

4.3 The Sensitivity Test Experiment of the CBM

As shown in Fig.5, the PSNR of “couple” with different types of distortion
(Fig5(b-h)) are almost the same (PSNR=26.08dB), but the perceived qualities
of them are various in fact. The metric CBM shown in Table 3 can distinguish
them more preferably.
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(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 5. “couple” image with different perceived quality and the same PSNR. (a) The
original “couple” image; (b) Contrast stretching; (c) Mean shift; (d) Impulsive salt-
pepper noise; (e) Additive Gaussian noise; (f) Multiplicative speckle noise; (g) JPEG
compression; (h) Blurring.

Table 3. The CBM Scores of The Images in Fig5

IMAGE (a) (b) (c) (d) (e) (f) (g) (h)
CBM 1.000 0.9614 0.9609 0.7486 0.7125 0.7100 0.6665 0.6434

5 Conclusion and Discussion

In this paper, the irrationality of the negative image structural similarity to rep-
resentation of the image structural information is first analyzed, and based on
which, the modified structural similarity (SSIM) is redefined for image quality
metric. Then, the specified image is partitioned into three parts: edges, textures
and flat regions, according to their contents. Next, in each part, the Sugeno
integral with the amount information is made as the fuzzy measure to get the
similarity of each part. Finally the weighted average of the fuzzy measures in
three parts is computed as a final image quality metric named CBM. Experi-
mental results illustrate that the proposed metric is more highly correlated to
the results of the human visual perception than the SSIM and FE.

The proposed CBM metric is mainly applicable to full-reference (FR) gray
image quality assessment. Whereas human is sensitive to color images. So the
novel quality metric for color images and the no-reference (NR) metric are the
following research topics.
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Abstract. A novel method of iterative fuzzy control-based filtering
(IFCF) is proposed in this paper. The proposed method has outstanding
characteristics of removing impulse noise and smoothing out Gaussian
noise while preserving edges and image details effectively. This filtering
approach is mainly based on the idea of not letting each point in the
area of concern being uniformly fired by each of the basic fuzzy rules.
The extended iterative fuzzy control-based filter (EIFCF) and the mod-
ified iterative fuzzy control-based filter (MIFCF) are presented in this
paper too. EIFCF is mainly based on the idea that in each iteration the
universe of discourse gets more shrunk and by shrinking the domains of
the fuzzy linguistics, i.e., by compressing their membership function the
number of fired fuzzy rules will be forced to keep unchanged in order to
preserve the ability of the filter. MIFCF aims to enhance the property
of the IFCF via increasing the iteration number without loosing edge
information. Experiment results show that the proposed image filtering
method based on iterative fuzzy control and its different modifications
are very useful for image processing.

1 Introduction

Any digitized image transmitted over a noisy channel cannot avoid degradation.
Removal of such degradation with preserving the completeness of the original
image is a very important problem in image processing[1]. The key to the set-
tlement of the problem lies in image filtering which aims at removing impulse
noise, smoothing non-impulse noise and enhancing edges or certain prominent
structures of the input image. So called noise filtering can be regarded as re-
placing the grey-level value of each pixel in the image by a new value relying on
� Supported in part by the fund of the Applied Fundamental Research of Chongqing
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the local context. An ideal filtering algorithm varies from pixel to pixel based
on the local context. For instance, if the local region is relatively smooth, the
new value of the pixel is determined by averaging adjacent pixels values. And,
if the local region holds within itself edge or impulsive noise pixels, a different
type of filtering should be applied. However, it is very difficult, if not impossible,
to set the conditions under which a certain filter should be chosen, because the
local conditions can be evaluated only vaguely in some parts of an image [2]. For
this reason, a filtering system should be capable of performing reasoning with
uncertain information, which is a common usage of fuzzy logic.

Edge enhancement and noise smoothing are considered as two inherently con-
flicting processes. Smoothing a region might ruin an edge while enhancing edges
might cause unnecessary noise. To resolve this problem, a number of techniques
have been presented in the research works [3],[4],[5]. In this paper, we propose
a novel image filtering method based on iterative fuzzy control. The proposed
method can remove impulse noise and smooth Gaussian noise while edges and
image details can be preserved effectively.

This paper consists of five sections besides introduction. In section 2 iterative
fuzzy control-based filter(IFCF) is presented. Section 3 shows the experimental
results, including the influence of Gaussian noise variance on the performance of
IFCF. Section 4 gives a brief description of extended IFCF. In section 5 modified
IFCF is shown. Finally, in section 6 the conclusion is made.

2 Iterative Fuzzy Control-Based Filter

2.1 Fuzzy Control and Image Processing

Fuzzy logic-based fuzzy control is a new type of control method relying on the
fuzzy mathematical theory. The theory and implementation technique of this
method are totally different in comparison with traditional control theory and
technique. Fuzzy set theory is provided with great potential capability of effi-
ciently representing input/output relationships of dynamic systems, so it has ob-
tained popularity in many aspects. In the well-known rule-based method of image
processing [6], one may employ human intuitive knowledge expressed heuristi-
cally in linguistic terms. This is highly nonlinear in nature and cannot be easily
characterized by traditional mathematical modelling. Furthermore, this method
allows one to incorporate heuristic fuzzy rules into conventional methods, lead-
ing to a more flexible design technique. For example, Russo presented fuzzy
rule-based operators for smoothing, sharpening and edge detection [7],[8]. Refer-
ences [9],[10] presented an image enhancement method based on fuzzy rules. It
is necessary to point out that so called fuzzy control applies fuzzy mathematical
theory only in control methods, and the work that is done by fuzzy control yet
is certain. Fuzzy control can either implement successfully its purpose or imi-
tate human thought. It can run efficiently control over procedures for which it
is impossible to make mathematical modelling [11].
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2.2 Iterative Fuzzy Control-Based Filter

In this paper, in image processing system we adopt the general structure of fuzzy
if-then rule mechanism. The core of image filtering method based on iterative
fuzzy control lies in the idea of not letting each point in the area of concern being
uniformly fired by each of the basic fuzzy rules, such as:

Rule 1: IF(more of xi are NB) THEN y is NB
Rule 2: IF(more of xi are NM) THEN y is NM
Rule 3: IF(more of xi are NS) THEN y is NS
Rule 4: IF(more of xi are PS) THEN y is PS
Rule 5: IF(more of xi are PM) THEN y is PM
Rule 6: IF(more of xi are PB) THEN y is PB
Rule 0: ELSE y is Z

Here all the xi’s indicate the luminance differences between adjacent pixels (laid
in a window of size N × N ) and the central pixel I , i.e., xi = Ii − I . The
output variable y is the quantity which is added to I for giving the resulting
pixel luminance I ’.The term sets NB (Negative Big ), NM (Negative Medium),
NS (Negative Small), PS (Positive Small), PM (Positive Medium) and PB (Pos-
itive Big) are the fuzzy sets that represent the proper fuzzy dividing of input
and output spaces, whose fine choice of membership functions with the gen-
eral triangular shape is shown in Fig. 1. Fig. 1 indicates membership functions
of fuzzy quantity drawn with the elements in the universe of discourse as hor-
izontal coordinate and the membership degrees as vertical coordinate in the
universe of discourse after quantization. These values are the linguistic values of
the linguistic variables xi and y in the universe of discourse [-256,256]. The term
more represents a S-type fuzzy function and may be described by the following
formula:

μmore(t) =

⎧⎪⎪⎨⎪⎪⎩
0 t < a

0.5
{
1− cos

[
π(t−a)

b−a

]}
a < t < b

1 t > b

(1)

The values used in the experiment are a = 0.2 and b = 0.8.

Fig. 1. Membership function of NB,NM,NS,PS,PM and PB
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2.3 Degree of Activity of the If-Then Rules

Activity degree of Rule 1 is calculated by the following relationship (the other
if-then rules’ degrees of activity are computed similarly).

λ1 = min[μNB(xi) : xi ∈ support(NB)]

× μmore

[
number of xi ∈ support(NB)

total number of xi

]
(2)

For the ELSE rule, i.e., Rule 0, the degree of activity is evaluated by the following
formula:

λ0 = max

{
0, 1−

6∑
i=1

λi

}
(3)

In order to reason the output numerically from the fuzzy rules, the correlation-
product inference mechanism is employed as follows [5]:

y =

6∑
i=0

CiWiλi

6∑
i=0

Wiλi

(4)

Here Ci and Wi are respectively the center point and the width of the mem-
bership function used in the ith fuzzy rule. Because all the Wi’s are equal and
C0 = 0, equation (4) can be simplified as the following:

y =
6∑

i=1

Ciλi (5)

2.4 Performance of IFCF

To show the performance of IFCF in a Gaussian noise case, Lena image is con-
sidered as a case study. Let the image first be corrupted by the Gaussian noise
with μ = 0,σ2 = 400.Then, the proposed filter is used. The outcome of filtering
procedure is shown in Fig.2(a). It is easy to observe from this curve that the
more the number of iterations is, the better image restoration becomes in the
sense of mean square error(MSE).

In order to demonstrate the performance of the proposed filter in the mixed
noise environment, the image studied in this experiment is added by [%2.5,%2.5]
impulse noise (the notation [%p,%q] for impulse noise means that p% of the
image pixels were contaminated by positive noise and q% of the image pixels
were corrupted by negative impulse noise). The result is shown in Fig.2(b). From
these two results in cases of Gaussian noise and mixed noise we know that the
proposed filter has good ability of image restoration as the number of iterations
increases.
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Fig. 2. Performance of IFCF on 256 × 256 Lena image corrupted by Gaussian noise
with μ = 0 , σ2 = 400: (a)without impulse noise; (b)with[%2.5,%2.5]impulse noise.

3 Experimental Results

3.1 Influence of Gaussian Noise Variance on the Performance of
IFCF

In order to demonstrate how Gaussian noise variance affects the performance of
IFCF, Lena image corrupted by zero mean Gaussian noise with different vari-
ances (σ2 = 0, 100, 200, 300, 400) is used again in the experiment. The MSE of the
restored image as a function of the variance of Gaussian noise and comparison
of the performance of IFCF with that of fuzzy weighted median filter(FWMF)
[12] and edge-preserving smoothing filter (EPSF) [13] are shown in Fig.3. The
results indicate that the performance of IFCF is rather satisfactory.

Fig. 3. MSE as a function of Gaussion noise variance,calculated for Lena image
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3.2 Influence of Gaussian Noise Variance on the Performance of
IFCF in a Mixed Noise Environment

To show how IFCF would behave when the Gaussian noise variance changes in
a mixed noise case, Lena image used in previous experiment is mixed by [%2.5,
%2.5] impulse noise and applied as an input to the filter. The results in image
restoration shown in Fig.4 illustrate that IFCF in mixed noise case has the best
performance in comparison with that of the other filters.

Fig. 4. MSE of restored image with different filters for Lena image contaminated by
mixed noise(Gaussian noise and [%2.5,%2.5]impulse noise)

4 Extended Iterative Fuzzy Control-Based Filter

EIFCF is mainly based on the idea that in each iteration the universe of dis-
course gets more shrunk, as shown in Fig.5. This allows the filter to preserve
its filtering performance during iterations. The core of this idea is that in each

Fig. 5. Membership functions after several iterations

iteration the image gets more filtered. Hence, the amount of noise in the sense of
average and peak values will be decreased and by shrinking the domains of the
fuzzy linguistics, in other words, by compressing their membership functions, the
number of fired fuzzy rules will be forced to keep unchanged in order to preserve
the ability of the filter.

Let us do a new experiment, comparing the performance of EFICF with
that of IFCF as the number of iterations increases. Here both filters are ap-
plied to Lena image corrupted by Gaussian noise with variance σ2 = 400 and
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Fig. 6. Comparison of IFCF and EIFCF on the degraded Lena image for different
number of iterations

Fig. 7. MSE of restored image of different filters for Lena image corrupted by Gaussian
noise

[%2.5, %2.5] impulse noise, and the MSE of both filters in each iteration is
calculated. Fig.6 shows the experimental results. It is easy to find that at the
beginning both filters respond uniquely, but after several iterations only EIFCF
keep its capability of filtering. Further observation shows that running the fil-
tering algorithm more than 6 iterations does not give effect any more, for there
is no extra image enhancement. This experiment aims to demonstrate how the
noise variance affects performance of EIFCF. Lena image corrupted by zero
mean Gaussian noise with different variances (σ2 = 100, 200, 300, 400, 500, 600)
is taken for the test study. Fig.7 illustrates the MSE of the restored image as
a function of Gaussian variance and compares the performance of EIFCF with
that of FWMF, EPSF, ENHANCE F[7] and IFCF. Results show that the per-
formance of EIFCF is satisfactory. In order to demonstrate how EIFCF would
behave during the changing of the Gaussian noise variance in a mixed noisy
case, the image in previous experiment is mixed by [%2.5,%2.5] impulse noise
and used as an input to the filter. The outcomes in image restoration shown in
Fig. 8 illustrate that EIFCF in a mixed noise case displays the best performance
in comparison with that of the other filters above-mentioned.
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Fig. 8. MSE of restored image with different filters for Lena image contaminated by
mixed noise Gaussian noise and [%2.5,%2.5]impulse noise

5 Modified Iterative Fuzzy Control-Based Filter

It is a pity that observation from several test experiments shows that in each
iteration the output image edges get a little indistinct. Therefore, the more it-
eration number is, the more unsharp the image gets. In particular for low noise
cases, this makes the image, after some iterations, more degraded instead of get-
ting enhanced. To resolve this problem, the more function in each step should
be tuned in a way that it gets sharper at the boundaries as shown in Fig.9. The
range of activity becomes narrower as in each iteration the shape of the more
function gets distinct. Thus, the Rules 1-6 are fired only in those regions in which
they have higher possibility of firing and after several iterations these rules do
not activate for most image pixels. Such a characteristic allows us to raise the
number of iterations without having any edge vague problem. In this way we can
achieve the goal of enhancing the property of IFCF via increasing the iteration
number without loosing edge information. To demonstrate the better perfor-
mance of MIFCF in comparison with that of IFCF, in particular for low noise
cases, Lena image is considered as corrupted by additive Gaussian noise with
different variances (σ2 = 100, 200, 300, 400, 500, 600). The MSE of the restored
image got by these two filters are illustrated in Fig.10. For a mixed noise case,
the [%2.5,%2.5] impulse noise is added to the previous image and the outcomes
are shown in Fig.11. Both two figures show that MIFCF has better performance
than that of IFCF, especially in a low noise environment.

Fig. 9. The change of the shape of the more function during iterations
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Fig. 10. MSE as a function of Gaussian noise variance,calculated for Lena image by
IFCF and MIFCF with 3 × 3 window size

Fig. 11. MSE of restored image of IFCF and MIFCF with 3 × 3 window size for Lena
image contaminated by mixed noise(Gaussian noise and [%2.5,%2.5] impulse noise)

6 Conclusion

In this paper a novel method of image filtering based on iterative fuzzy control
is proposed. This method possesses the distinguishing properties of removing
impulse noise and smoothing out Gaussian noise while preserving edges and
image details effectively. The proposed method and its different modifications
are very useful for image processing. This method is suitable to other fields of
image processing. Now we are applying the proposed filtering thoughts to image
segmentation. And we are also working for the optimization of fuzzy rules using
some other aspects of computational intelligence.
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Abstract. We present the results of a study of performance of neuro-fuzzy 
method derived from a generic model of a three-layer fuzzy perceptron, and 
compare it with conventional statistical and artificial intelligent methods: 
maximum likelihood and neural network. The land cover classification is 
performed using multispectral IKONOS satellite data of the part of Daejeon 
City in Korea. Land cover classification results of satellite image data are 
usually summarized as confusion matrices. The results of the classification and 
method comparison show that the neuro-fuzzy method is the most accurate. 
Thus, the neuro-fuzzy model is more suitable for classifying a mixed-
composition area such as the natural environment of the Korean peninsula. And 
the neuro-fuzzy classifier is superior in its suppression of classification errors 
for mixed land cover signatures. The classified land cover information is 
important when the results of the classification are integrated into a 
geographical information system.  

1   Introduction 

The classification of aerial or satellite multispectral image data has become an 
important tool for generating ground cover maps. Many classification techniques 
exist. These include conventional statistical algorithms such as discriminate analysis, 
and the maximum likelihood classification scheme, which allocates each image pixel 
to the land cover class in which it has the highest probability of membership (Mather, 
1997). The application of this type of conventional statistical classification to 
problems, particularly in relation to assumed normal distributions, and also to the 
integration of ancillary data, particularly if the data is incomplete (or acquired at low 
measurement precision), has prompted the development of an alternative classification 
approach (Peddle, 1993). Recently, there has been much research on remotely sensed 
data sets processed by neural network-based classifiers that have included images 
acquired by the Landsat MSS (Multispectral Scanner) (Lee et al., 1990), by the 
Landsat TM (Thematic Mapper) (Yoshida and Omatu, 1994), by synthetic aperture 
radar (Hara et al., 1994), by SPOT HRV(High Resolution Visible sensor) (Tzeng et 
al., 1994), by AVHRR (Advanced Very High Resolution Radiometer data) (Gopal et 
al., 1994) and by aircraft scanner data (Benediktsson et al., 1993). Although there are 
many instances when both conventional and alternative classification techniques have 
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been used successfully in the accurate mapping of land cover, they are not always 
appropriate for land cover mapping applications. As the number of successful 
applications of neural network classifications increases, it seems increasingly clear 
that neural network-based classification can produce more accurate results than 
conventional approaches for remote sensing. The reasons for this include: 1) neural 
network classifiers are distribution free, and can detect and exploit nonlinear data 
patterns; 2) neural network classification algorithms can easily accommodate ancillary 
data; 3) neural network architectures are quite flexible, and can be easily modified to 
optimise performance; and 4) neural networks are able to handle multiple 
subcategories per class. Much of the neural network classification work in remote 
sensing has used multi-layer feed-forward networks that are trained using the back 
propagation algorithm based on a recursive learning procedure using a gradient 
descent search (Gopal, 1999). 

In this study, for comparison and evaluation of neuro-fuzzy, neural network, and 
maximum likelihood classifiers, a land cover classification was performed. For this 
purpose, a neuro-fuzzy classifier program was developed by modification of an 
existing program and applied to a land cover classification. The neuro-fuzzy classifier 
program has a three-layer feed-forward architecture that is derived from a generic 
fuzzy perceptron (Halgamuge and Glesner, 1994). Using the program, an IKONOS 
image of the part of Daejeon City in Korea, was processed to acquire land cover 
classification data. For the purpose of evaluating classifiers, three types - neuro-fuzzy, 
neural network and maximum likelihood - were compared using the study area 

2   Classification Methods 

2.1   Maximum Likelihood 

The maximum-likelihood classifier is a parametric classifier that relies on the second-
order statistics of a Gaussian probability density function model for each class. The 
class probability density functions usually are assumed to be normal, then the 
discriminant function becomes 

 
 
 
 

where n is the number of bands, X is the data vector, Mi is the mean vector of class i, 
and i  is the covariance matrix of class i,  
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In the maximum-likelihood classification, pixels are allocated to their most likely 
class of membership. Given equal a priori probabilities, this can be achieved by 
allocating each case to the class with the highest probability density function, or 
equivalently, by allocating each pixel to the class with which it has the highest a 
posteriori probability of membership. For equal a priori probabilities, the a posteriori 
probabilities are assessed as the probability density of a case relative to the sum of the 
densities (Roger, 1996). 

2.2   Neural Network 

Neural networks have recently become popular as pattern classification. Pattern 
classification is usually accomplished by means of a feed-forward architecture which 
has its processing elements organized in layers. Feed-forward neural networks are 
often used as mapping mechanisms from the feature space to the category space 
(Wassserman, 1989). In back-propagation neural networks (Rumelhart, 1986), there 
are usually three layers of neurons. The bottom layer accepts the inputs and distributes 
these to the next layer of processing elements. The units in the next layer typically 
gather values from all input units and pass the net input an activation function which 
calculates the output for each unit. In our research, the number of neurons in the first 
layer equals the number spectral bands. The third layer, the output layer, represents 
the category space. The optimal number of neurons in the second layer has to be 
determined by training. In the training phase, feature vectors of training pixels are 
presented to the network and propagate through it, one vector at a time. The weights 
are adjusted so that eventually they represent the desired mapping. The weights 
determine the activation levels of the neurons of the second layer. The entire training 
set has to be presented, and weights have to be adjusted many times. In back-
propagation networks, the learning rules assure that, in the limit, the network will 
function as a least squares classifier for the pixels of the training set, i.e. it will 
minimize the value of S: 

= =

−=
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j

n

i
jiji MTS

1 1

2)(  

where NC is the number of categories, n is the number of samples in the training set, 
Tji is the desired target of feature vector i, and Mji is the actual mapping of the ith 
feature vector. Since the weights and the activation laws of the neurons in this 
network are continuous, new vectors, that closely surround an example vector in the 
feature space, will point to the same category.   

2.3   Neuro-fuzzy Approach 

This theory facilitates analysis of non-discrete natural processes (or phenomena) using 
mathematical formulas. In classical set theory, membership in a set is limited to either 
1 or 0 (true or false, respectively), while membership in a fuzzy set can have any real 
value between 0 (full non-membership) and 1 (full membership). A fuzzy set may be 
viewed as a general form of a classical set whose membership only has two values 
{0,1}. A fuzzy set, F, is represented as 

{ }XxF xf ∈= )(μ  
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where X is a collection of objects denoted generically by x, and u(x) maps X to the 
membership space that is called the membership function of x. A fuzzy membership 
function can be regarded as a possibility distribution function, where the possibility 
distribution is similar to, but different from, the mathematical probability distribution.  

The general concept of using “multi-layer neuro-fuzzy” as a pattern classification 
is to create fuzzy subsets of the pattern space in the hidden layer, and then to 
aggregate the subsets to form a final decision in the output layer. The proposed neuro-
fuzzy classification system has a three-layer feed-forward architecture that is derived 
from a generic fuzzy perceptron (Fig. 1).  
 

(a) (b) 
 

Fig. 1. (a) A three layer feed-forward architecture of the neuro-fuzzy model, (b) Fuzzy rules 

indicated in the corresponding fuzzy subspaces. 

A fuzzy perceptron can be viewed as a normal three-layer perceptron that is 
fuzzified to a certain extent. Only the weights, the net inputs and the activations of the 
output units are modelled as fuzzy sets. A fuzzy perceptron is like the normal kind of 
perceptron that is used for function approximation. The advantage lies within the 
interpretation of its structure in the form of linguistic rules, because the fuzzy weights 
can be associated with the linguistic terms. The network can also be created partly or 
wholly from linguistic (fuzzy IF-THEN) rules. The neuro-fuzzy classifier considered 
here is based on the technique of distributed fuzzy IF-THEN rules where grid-type 
fuzzy partitions on the pattern space are used. To adapt its fuzzy sets, the learning 
algorithm of the neuro-fuzzy classification system repeatedly performs through the 
learning set by repeating the following steps until a given end criterion is reached. 
 

1. Select the next pattern from the learning set Rs and propagate it. 
2. Determine the delta value ci  = ti - aci 

3. For each rule unit R with aR > 0 

a. Determine the delta value 
b. Find x’ such that 
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c. For the fuzzy set W(x’,R), determine the delta values for its 
parameter a, b, c using the learning rate  > 0 : 

)sgn()( ' baac XRb −⋅−⋅⋅= δσδ  

bRa ac δδσδ +−⋅⋅−= )(  

bRc ac δδσδ +−⋅⋅= )(  

 and apply the changes to W(x’,R). 

If an epoch was completed, and the end criterion is met, then stop; otherwise 
proceed with step  

 

Using the neuro-fuzzy algorithm, a classifier program was developed by modification 
of an existing program and applied to the land cover classification (Fig. 2). 

 

Fig. 2. Neuro-fuzzy classification program developed in this study 

3   Data Processing and Comparison 

The satellite image used in our research was acquired with the IKONOS satellite. It is 
imaged over the part of Daejeon city, Korea, and selected for the primary comparison 
of the neuro-fuzzy, neural network and maximum-likelihood classification methods. 
Familiarity with this area is allowed for accurate class training and test site 
identification. The image used consists of 399 lines, with 550 pixels per line, a pixel 
size of about 4 × 4 m, and the three visible and the one near-infrared band. The 
spectral ranges of IKONOS are listed in Table 1, and the image of channel 1, 2, 3 and 
4 used in this research shows in Fig. 3 respectively. Fig. 4 presents two-dimensional 
scatter plots between spectral channels for the IKONOS image, which mean spectral 
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correlation between channels. It is used for selection of training data for land cover 
classification. For the comparison of accuracy, the same training sites are used by the 
neuro-fuzzy, neural network and maximum-likelihood classifier. We determine that 
nine classes covered the majority of land cover feature in the test image. Fig. 5 shows 
training sites for getting training data set. A set of similar-sized training regions are 
defined by visual interpretation of the image. Ground field survey data such as 
topographic map(Fig. 6) compiled by geographer are also used for calculation of 
classification accuracy. Table 2 shows the separability betweens classes of training 
data. The separability measure is calculated using the following formula.  

 

SM(i,j) = 2*[1-exp(-a(i,j))] 
a(i,j) = 0.125*T[M(i)-M(j)]*Inv[A(i,j)]*[M(i)-M(j)] 

 + 0.5  *ln{det(A(i,j))/SQRT[det(S(i))*det(S(j))]} 
 

where, M(i) is the mean vector of class i, where the vector has the number of channel 
elements, S(i) is the covariance matrix for class i, which has the number of channel, 
Inv[] is the inverse of matrix, T[] is the transpose of matrix, A(i,j) is 0.5*[S(i)+S(j)], 
det() is the determinant of a matrix, ln{} is the natural logarithm of scalar value and 
T[] is the square root of scalar value. 

Table 1. Spectral range of IKONOS 

Channel No. Spectral Range Spatial Resolution 
1 0.45   ~  0.52   (Blue) 4m/pixel 

2 0.52   ~  0.60  (Green) 4m/pixel 

3 0.63   ~  0.69  (Red) 4m/pixel 

4 0.76   ~  0.90  (Near-IR) 4m/pixel 

 
 

 
 
 
 
 
 

  
        Channel 1   Channel 2 
 

 
 
 
 
 
 
        Channel 3   Channel 4 

Fig. 3. IKONOS satellite image used in this study 
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Table 2. Separability measures betweens classes of training data 

C1: Water, C2: Forest, C3: Dried Grass, C4: Green House with Vinyl, C5: Asphalt Road, C6: 
Bare Soil, C7: Building, C8: Crop Land, C9: Shadow 

 C1 C2 C3 C4 C5 C6 C7 C8 
C2 1.9876        
C3 1.9999 1.8343       
C4 1.9995 1.9919 1.9841      
C5 1.9544 1.9993 1.9882 1.7890     
C6 2.0000 2.0000 1.8365 2.0000 1.9999    
C7 1.8346 1.7261 1.5045 1.4244 1.3899 1.9138   
C8 1.9997 1.4565 0.9629 1.9045 1.9950 1.9864 1.4666  
C9 1.4177 1.9969 1.9998 1.9984 1.8839 2.0000 1.8005 1.9996 

 

Fig. 4. Two-dimensional scatter plots between spectral channels of IKONOS image 
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Fig. 5. Training sites selected for land cover classification 
 

 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

Fig. 6. Topographic map compiled from geographer 
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Land cover classification is the procedure most often used for quantitative analysis 
of remote sensing image data. It rests upon using suitable algorithms that label the 
pixels in an image as representing particular ground cover types. The steps for land 
cover classification are as follows: 

Step 1. Decide on the set of ground cover types into which the image is to be classified. 
These are the information classes, which for example could be water, grass, etc. 

Step 2. Choose representative or prototype pixels from each of the desired sets of 
classes. These pixels are said to form training data. Training sets for each class can be 
established using site visits, maps, air photographs, or even from the photo-
interpretation of a colour composite product formed from the image data. 

Step 3. Use the training data to estimate the parameters of the particular classifier 
algorithm to be used. These parameters will be the properties of the probability model 
used, or will be equations that define the partitions in the multispectral space. The set 
of parameters for a given class is sometimes called the signature of that class. 

Step 4. Using the trained classifier, label, or classify, every pixel in the image into 
one of the desired ground cover types. 

Step 5. Produce thematic (class) maps that summarize the results of the classification. 

The maximum likelihood classification is applied to the IKONOS image, and the 
land cover classification map is generated as Fig. 7. The overall accuracy of the 
maximum likelihood method is 76.2% and kappa coefficient is 0.73. The 
classification result map of neural network method shows in Fig. 8. The overall 
accuracy of the neural network method is 79.0% and kappa coefficient is 0.76. In  
Fig. 9, the classification map shows the result of the neuro-fuzzy method applied to 
the same data. First, we developed classification software based on the neuro-fuzzy 
model, and by modifying existing software, we applied this to the system. For the 
neuro-fuzzy learning process the patterns of training sets are ordered alternatively 
within the training sets to classify the image. The domains of the four input bands 
were initially each partitioned by 12 equally distributed fuzzy sets. The neuro-fuzzy 
classifier selected 20 fuzzy sets, and 218 fuzzy rules out of the 732 fuzzy rules 
produced to classify the test image from the training sets. The learning of the fuzzy 
sets stopped after 745 epochs, because the error did not decrease after 612 epochs. 
 

 

Fig. 7. Land cover classification map using Maximum Likelihood method 
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Fig. 8. Land cover classification map using Neural Network method 

 

 

Fig. 9. Land cover classification map using Neuro-fuzzy method 

Table 3. Classification results obtained with the Maximum Likelihood method 

 Reference Data  
Classified  
Data 

C1 C2 C3 C4 C5 C6 C7 C8 C9 Row 
Total 

User’s  
Acc. (%) 

C1 131 11 21  0 5 23 0 6 6 203 64.5 
C2 12 124 11 2 2 1 11 1 1 165 75.2 
C3 4 7 101 11 1 6 3 2 0 135 74.8 
C4 1 2 5 98 4 11 8 9 0 138 71.0 
C5 0 14 2 3 103 8 1 8 3 142 72.5 
C6 0 1 0 1 0 114 0 11 9 136 83.8 
C7 4 3 7 0 0 1 132 4 2 153 86.3 
C8 2 0 0 2  1 3 0 106 8 122 86.9 
C9 0 0 0 3  4 6 0 2 50 65 76.9 
Column 
Total 

154 162 147 120 120 173 155 149 79 1259  

Producer’s  
Acc. (%) 

85.1 76.5 68.7 81.7 85.8 65.9 85.3 71.1 63.3   

After the learning process, 34 out of the 1,024 patterns from the training set were 
wrongly classified. The overall accuracy of the neuro-fuzzy method is 85.6% and 
kappa coefficient is 0.83.  

While comparing the classification accuracy, the neuro-fuzzy classifier was the 
most accurate method. Thus, the neuro-fuzzy model is more suitable for classifying a 
mixed-composition area such as the natural environment of the Korean peninsula. 
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Table 4. Classification results obtained with the Neural Network method 

 Reference Data  
Classified  
Data 

C1 C2 C3 C4 C5 C6 C7 C8 C9 Row 
Total 

User’s  
Acc. (%) 

C1 132 9 11   1 2 23  0 5   4 187 70.6 
C2 9 129  9  1 1 1    7 4   1 162 79.6 
C3 5 6 117  5 0   6  1 1   1 142 82.4 
C4 2 5 3 101 7 11  5 7   0 141 71.6 
C5 3 5 5 1 108 5   1 5   3 136 79.4 
C6 0 5 0 2 0 115   0 9   7 138 83.3 
C7 0 3 2 2 0 3 137 5   6 158 86.7 
C8 2 0 0 5 0 2  2 105   7 123 85.4 
C9 1 0 0 2 2 7  2 8  50 72 69.4 
Column 
Total 

154 162 147 120 120 173 155 149  79 1259  

Producer’s  
Acc. (%) 

85.7 79.6 79.6. 84.2 90.08 66.5 88.4 70.5 63.3   

Table 5. Classification results obtained with the Neuro-fuzzy method 

 Reference Data  
Classified  
Data 

C1 C2 C3 C4 C5 C6 C7 C8 C9 Row 
Total 

User’s  
Acc. (%) 

C1 138 5  8  1 3 7 0 4 4 170 81.2 
C2 6 134  7  1 2 0     5 0 0 155 86.5 
C3 1 5 119  9 0   1 3 2 1 141 84.4 
C4 3 3 3 103 2 4 6 2 4 130 79.2 
C5 1 3 2 2 112 3 4 8 3 138 81.2 
C6 0 1 0 1 0 156 0 6 5 169 92.3 
C7 2 3 5 0 0 0 137 4 2 153 89.5 
C8 2 5 1 2  0 0 0 121 2 133 91.0 
C9 1 3 2 1  1 2 0 2 58 70 82.9 
Column 
Total 

154 162 147 120 120 173 155 149 79 1259  

Producer’s  
Acc. (%) 

89.6 82.7 81.0. 85.8 93.3 90.2 88.4 81.2 73.4   

Table 6. Performance of Maximum Likelihood, Neural Network and Neuro-fuzzy methods 

 Classification Performance 
Methods Overall Accuracy (%) Kappa Coefficient 
Maximum Likelihood 76.2 0.73 
Neural network 79.0 0.76 
Neuro-fuzzy 85.6 0.83 

4   Conclusion and Discussion 

In this study, the neuro-fuzzy, neural network and maximum likelihood classification 
algorithms were compared using the land use classification processed IKONOS image 
of the part of Daejeon City in Korea. For this, the neuro-fuzzy classification system 
had to be developed, and the classification system was initialized by prior knowledge 
using fuzzy If-Then rules. These were interpreted after the learning process, and 
created fuzzy rules by learning from its fuzzy sets from adapting the parameters of its 
membership functions. The neuro-fuzzy method were compared with a neural 
network method using a back-propagation algorithm, and with a maximum likelihood 
method, a widely used standard method that yields the minimum total classification 
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error for Gaussian distributions. The results show that the neuro-fuzzy method was 
considerably more accurate than other methods on mixed composition areas such as 
“bare soil” and “crop land”. These classes were classified in accuracy over 90%. The 
neural network method’s accuracy was between that of the neuro-fuzzy and the 
maximum likelihood methods for all the land cover classes. Thus, the neuro-fuzzy 
model can be used to classify mixed composition areas such as the natural 
environment of the Korean peninsula. This method was superior in the suppression of 
classification errors for mixed land cover signatures. 

The classified land cover information will be important when the results of the 
classification are to be integrated into a Geographical Information System (GIS). The 
classified information can be used for land use management, and for planning from 
the detection of any changes. For future work, a refinement of the classification 
algorithms for the whole system is needed. 
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Abstract. This paper presents an application of hierarchical learning
method based rough set theory to the problem of sunspot classification
from satellite images. The Modified Zurich classification scheme [3] is
defined by a set of rules containing many complicated and unprecise
concepts, which cannot be determined directly from solar images. The
idea is to represent the domain knowledge by an ontology of concepts –
a treelike structure that describes the relationship between the target
concepts, intermediate concepts and attributes. We show that such on-
tology can be constructed by a decision tree algorithm and demonstrate
the proposed method on the data set containing sunspot extracted from
satellite images of solar disk.

Keywords: Hierarchical learning, rough sets, sunspot classification.

1 Introduction

Sunspots that appear as dark spots on the solar surface, have been the subject of
interest to astronomers and astrophysicists for many years. Sunspot observation,
analysis and classification form an important part in furthering knowledge about
the Sun, the solar weather, and its effect on earth [8]. Certain categories of
sunspot groups are associated with solar flares. Observatories around the world
track all visible sunspots in an effort to early detect flares. Sunspot recognition
and classification are currently manual and labor intensive processes which could
be automated if successfully learned by a machine.

Some initial attempts at automatic sunspot recognition and classification
were presented in [4]. Several learning algorithms were examined to investigate
the ability of machine learning in dealing with the problem of sunspot classifi-
cation. The experiment showed that it is very difficult to learn the classification
scheme using only visual properties as attributes. The main issue is that many
characteristics of sunspots can not be precisely determined from digital images.

To improve the classification accuracy we experimented with classification
learning in combination with clustering and layered learning methods. It was
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Fig. 1. Left: The SOHO/MDI satellite image of the solar disk, showing sunspots. Right:
the McIntosh Sunspot Classification Scheme. (Courtesy P.S. McIntosh, NOAA(1990).

concluded that one possible way of improving accuracy is to embed the domain
knowledge into the learning process. In previous papers we have considered the
case where domain knowledge was given in a form of concept ontology and have
presented a rough set and layered learning based method that successfully makes
use of such kind of domain knowledge [5] [7]. In this paper, that approach is
applied to the sunspot classification problem with an exception that the concept
ontology is not given but constructed by a supervised learning method. The
proposed solution has been implemented and the experimental results show many
advantages in comparison with standard learning algorithms.

2 Sunspot Classification Schemes

Sunspots appear on the solar disk as individual spots or as a group of spots.
Larger and more developed spots have a dark interior called the umbra, sur-
rounded by a lighter area referred to as penumbra. Sunspots have strong mag-
netic fields. Bipolar spots have both magnetic polarities present, whereas unipo-
lar have only one. Within complex groups the leading spot may have one polarity
and the following spots the reverse, with intermediate a mixture of both. Sunspot
groups can have an infinite variety of formations and sizes, ranging from small
solo spots to giant groups of spots with complex structure. Despite such a diver-
sity of shapes and sizes astronomers have been able to define broad categories of
sunspot groups. Using the McIntosh Sunspot Classification Scheme [3] spots are
classified according to three descriptive codes. The first code is a modification
of the old Zurich scheme, with seven broad categories:
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A: Unipolar group with no penumbra, at start or end of spot group’s life
B: Bipolar group with penumbrae on any spots
C: Bipolar group with penumbra on one end of group, usually surrounding

largest of leader umbrae
D: Bipolar group with penumbrae on spots at both ends of group, and with

longitudinal extent less than 10 arc seconds (120 000 km)
E: Bipolar group with penumbrae on spots at both ends of group, and with

longitudinal extent between 10 and 15 arc seconds
F: Bipolar group with penumbrae on spots at both ends of group, and length

more than 15 arc seconds (above 180 000 km)
H: Unipolar group with penumbra. Principal spot is usually the remnant leader

spot of pre-existing bipolar groups

The second code describes the penumbra of the largest spot of the group and
the third code describes the compactness of the spots in the intermediate part
of the group [3]. Up to sixty classes of spots are covered, although not all code
combinations are used. A particular spot or group of spots may go through
a number of categories in their lifetime. Solar flares are usually associated with
large groups. When attempting automated classification the following issues need
to be considered:

1. Interpreting classification rules: As only broad forms of classification
exist there is a large allowable margin in the interpretation of classification
rules. The same group may be assigned a different class depending on the
expert doing the classification. Observatories share information and cross-
check results regularly to form an opinion.

2. Individual spots and groups: Sunspot classification schemes classify sun-
spot groups not individual spots. When sunspots are extracted from digital
images they are treated as individual spots. Hence further information is
required to group spots together to form proper sunspot groups.

3. Dealing with groups migration: Sunspots have their own life-cycle and
migrate across the Sun’s surface. They start their life as small tiny spots
that usually continue to form pairs and evolve into groups. Once a group
attains its maximum size it starts to decay. As a result, a particular group
may change its class assignment several times during its lifetime. A reliable
method to keep track of those changes must be devised to correctly follow
a group during its lifetime. It may be difficult to decide exactly when the
change occurs. An individual image of a solar disk containing sunspots has
no information about their previous and future class. Moreover, as groups
approach the edge of the visible solar disk their shape appears compacted
making classification based solely on digital images difficult.

4. Availability of data: The average number of visible sunspots varies over
time, increasing and decreasing on average over 11.8 years. As each cycle
progresses sunspots gradually start to appear closer to the Sun’s equator
while forming larger and more complex groups. This creates an issue when
deciding on the input data range for a training dataset. For example by
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taking observations only from a short period at solar maximum, where there
are likely to be more sunspots groups class D, E, F , an unbalanced training
sample may be obtained.

5. Quality of input data: For automatic recognition and classification sys-
tems to perform well they need a consistent set of high quality input images,
free of distortions and of fairly high resolution. Images should be taken from
one source and the same instrument to reduce the variability. Thus satellite
images are more suitable than photographs taken from the ground. Note
that some sunspots can be very small and may not be captured at all.

The automated sunspot classification system that we propose consist of two
modules: the image processing module and the classification module. The aim
of the former is to handle the input image, extracting spots and their proper-
ties. The classification module is responsible for predicting the spot’s class and
grouping them together.

Our current system is able to import digital images of solar disks from NASA
SOHO/MDI satellite, separate individual spots from their background using a
custom threshold function and extract their features to a text file to build a
matrix of instances and attributes. Such a flat-file can be imported to machine
learning tools (such as WEKA, RSES) for building a classifier. A future objective
would be to build a complete system whose input is an image and output are
sunspot groups marked and classified.

3 Learning Sunspot Classification

Data mining and machine learning techniques can help to find the set of rules that
govern classification and deal with the margin that exists for the interpretation
of sunspot classification rules. This is achieved by learning from actual data
and the past experience of expert human astronomers who have been classifying
sunspots manually for years.

The standard learning algorithms that used only visual properties to predict
classification scheme proved to be inadequate, especially for robust and accu-
rate daily prediction. To improve the classification accuracy, it is necessary to
embed the domain knowledge into the learning process. This paper presents
a learning method to sunspot classification based on rough sets and layered
learning approach. Layered learning [11] is an alternative approach to concept
approximation. Given a hierarchical concept decomposition, the main idea is to
synthesize a target concept gradually from simpler ones. One can imagine the
decomposition hierarchy as a treelike structure containing the target concept in
the root. A learning process is performed through the hierarchy, from leaves to
the root, layer by layer. At the lowest layer, basic concepts are approximated
using feature values available from a data set. At the next layer more complex
concepts are synthesized from basic concepts. This process is repeated for suc-
cessive layers until the target concept is achieved. In previous papers (see [6] [5])
we presented a hierarchical learning approach to concept approximation based
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on rough set theory. The proposition was performed with an assumption that
the concept ontology already exists. This assumption is not satisfied in the case
of sunspot classification problem. One of the main issues of this contribution is
the construction of concept ontology from the domain knowledge. Our solution
to sunspot classification problem consists of four main steps:

1. recognize single sunspots using image processing techniques and create de-
cision table describing their classification made by experts;

2. group daily sunspots into clusters and create decision table for those clusters;
3. create a concept ontology from the domain knowledge;
4. apply hierarchical learning method based on rough set theory to learn the

Zurich sunspot classification scheme.

3.1 Sunspot Recognition and Data Preparation

The process of constructing the training dataset consisted of gathering data from
two sources: the NASA/SOHO website and the ARMaps pages from the Hawaii
University website. The method of sunspot recognition and extraction from dig-
ital images of solar disk was described in [4]. The resulting data set consists of
sunspots as objects, their visual properties (size, shape, etc.) as attributes and
the Zurich classification (made by experts from ARMaps) as the class label.

Attribute Selection: The features extracted by the image processing method
were shape descriptors describing the shape of single sunspots and information
about spot’s neighbours. The following sunspot features were extracted: x and
y coordinates of a spot center; area of a spot; perimeter length around a spot;
spot’s angle to the main axis; spot’s aspect ratio, compactness, and form factor ;
spot’s feret’s diameter ; spot’s circularity; count of how many neighbouring spots
are within a specified radii (nine radii were selected).

Data Preparation: The following manual classification process was repeated
for all training images: Found an ARMap that fitted the corresponding drawing
of detected sunspots using the date and the filename of a drawing. Looked at
the regions marked on the ARMap and matched them with the regions of spots
detected in the drawings. All regions on the ARMap were numbered - to be
annotated. All spots that fell within each identified region were selected. Since
each spot is numbered, it was possible to assign the ARMap region number
to those spots in the main flat file. All spots with an identical ARMap region
number were assigned the class of the ARMap region.

3.2 Sunspot Clustering

For each image, individual spots were grouped together using a simple hierarchi-
cal agglomerative clustering algorithm. The objective was to obtain groups which
closely matched real life sunspot groups. Three different methods were used and
compared: single-link, complete-link and group average [2]. The Euclidean dis-
tance was used to calculate the dissimilarity measure. The clustering process
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starts with all spots within a single image. Spots are then merged into groups
until the stop condition is triggered. The stop condition was based on the total
distance of all spots within a single cluster. If at any iteration that total distance
across all clusters exceeded a predefined threshold then the process is stopped
and groups produced.

3.3 Construction of the Concept Ontology

The main goal of sunspot classification problem is to classify recognised sunspots
into one of the seven classes {A,B,C, D, E, F, H}. After the clustering step,
the task is restricted to classification of sunspot groups. In our system, every
cluster is characterised by about 40 attributes. These attributes describe not
only properties of whole groups, but also features of the largest spots in a group.

In Section 1 we have presented the original sunspot classification scheme. This
scheme seems to be complicated but, in fact, the classification can be described
by some simpler concepts:

1. Magnetic type of groups: there are two possible types called unipolar
and bipolar ;

2. Group span: a heliographical distance of two farthest spots in a group;
there are three spanning degrees, i.e., NULL (not applicable), small (less
than 10 h.degs. or 120000 km), large (more than 15 h.degs. or 180000 km)
and middle (between 10 h.degs and 15 h.degs.);

3. Penumbra type of the leading spot: there are four possible types called
no penumbra, rudimentary, asymmetric, and symmetric;

4. Penumbra size of the leading spot: there are two possible values small
(less than 2,5 h.degs. or 30000km), and large (more than 2,5 h.degs.);

5. Distribution of spots inside a group: there are four possible values called
single, open, intermediate, and compact.

If we consider all situations described by those five concepts, one can see
that there are 60 possible situations only. Every situation is characterized by
those concepts (which can be treated as attributes) and can be labeled by one
of seven letters {A,B,C, D, E, F, H}, accordingly to the Zurich classification
scheme. Therefore we have a decision table with 60 objects, 5 attributes, 7 deci-
sion classes. The idea is to create a decision tree for the described above decision
table. The resulting tree computed by the decision tree induction method, which
is implemented in Weka [14] as J48 classifier, is presented in Figure 2.

This decision tree leads the following observations, which are very useful for
concept decomposition process: (1) Classes D, E and F are similar on almost all
attributes except attribute group span; (2) Classes A, H have similar magnetic
type (both are unipolar), but they are discerned by the attribute penumbra
type; (3) Classes B, C have similar magnetic type (both are bipolar), but they
are discerned by the attribute penumbra size.

The final concept ontology of target concept has been build from those ob-
servations. Figure 3 presents the main part of this ontology which was created
by including the following additional concepts to the decision tree in Fig. 2:
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Fig. 2. The Zurich classification scheme represented by a decision tree

Fig. 3. The concept hierarchy for sunspot classification problem

– Group AHBC?: does a sunspot cluster belong to one of classes A,B,C, H?
– Group DEF?: does a sunspot cluster belong to one of classes D, E, F?
– AHBC-DEF: the classification distinguishing {A,B,C, H} and {D, E, F};
– A-H-B-C-DEF: the classification that groups classes D, E, F together;
– A-H-B-C-D-EF: the classification that groups classes E, F together;
– D-EF, E-DF, F-DE: classification problems that distinguish one class from

the rest for three decision classes D, E, F ;
– target classes: what is the label of a sunspot cluster?

The synthesis process is performed through the concept hierarchy, from leaves
to the root as it has been presented in [5]. The learning algorithm, for every node
N of the concept hierarchy, produces the rough membership function for every
decision class that occurs in N . Later, the extracted membership functions are
used as attributes to construct the rough membership function for those concepts
occurring in the next level of the hierarchy.

We have shown that rough membership function can be induced by many
classifiers, e.g., k-NN, decision tree or decision rule set. The problem is to chose
the proper type of classifiers for every node of the hierarchy. In experiments with
sunspot classification, we have applied the rule based classification algorithm and
the modified nearest neighbor algorithms that were implemented in RSES [13].
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4 The Results of Experiments

In previous paper, we have performed some experiments with classification of
single sunspots. The prepared data set contains 2589 sun spots (objects) ex-
tracted from 89 daily images of solar disk (from Sep 2001 to Nov 2001). Each
object was described by 20 attributes and labeled by one of the decision class
A,B,C, D, E, F, H.

In this paper we consider a temporal testing model where the training data
set contains those spots that occur within first two months, i.e., from Sep. 2001
to Oct. 2001, and the testing data set contains those spots that occur in the
last month, i.e., in Nov. 2001. Classification accuracies of standard learning al-
gorithms for such data sets are very poor and oscillate about 38%. Applying the
proposed method one can improve the classification accuracy.

4.1 Sunspot Clustering

Because most real life sunspot groups are either compact or elongated it was
difficult to choose between the single-link and complete-link method. Complete-
link method produced more compact clusters but failed to uncover elongated
groups correctly. Single-link method, on the other hand, suffered from clustering
too many distinct groups together. The group average method was also used but
the results obtained were not as good as the complete-link method, which proved
to be the best compromise for the given data. It produced many compact but
correct groups contained within larger elongated groups instead of small number
of large but incorrect elongated groups.

Since sunspot groups have dimension limits the sum of all spot distances
within a cluster was used for a stopping condition. If a diameter of a cluster
grows too large the clustering process is stopped. The experiments were made to
obtain the best threshold value. A performance measure used for obtaining the
best threshold value was a cluster purity measure. For each cluster produced by
the clustering algorithm a comparison was made with the reference cluster to
identify how many spots were in fact correctly grouped. A 100% pure cluster is
the cluster which had all the spots correctly grouped. So to find the best threshold
value for the dataset the cluster purity measure was calculated for each cluster
and the average obtained for the whole dataset for every threshold value. The
threshold value which produced the best average was ultimately chosen.

4.2 Classification of Sunspot Clusters

For each daily image of solar disk in the three month period from September 2001
to November 2001, we have applied the sunspot recognition algorithm and the
described above clustering algorithm to extracted sunspots. Total of 494 sunspot
clusters were obtained. The train set (obtained from September and October
2001) consists of 366 clusters, while the test set (November 2001) contains 128
sunspot clusters. The distribution of decision classes in training and testing data
is presented in Table 1.
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Table 1. The distribution of decision classes on training and test data sets

Zurich’s classes
Train/Test table No of obj. A B C D E F H
Train set 366 0,8% 2,2% 9,6% 30,6% 19,7% 21,9% 15,3%
Test set 128 0% 1,6% 7,8% 36,7% 18,8% 18% 17,2%

Fig. 4. Left: The classification accuracy of standard and layered method for some con-
cepts in the ontology presented in Fig. 3. Right: the classification accuracy of standard
and layered method for particular decision classes.

We have performed some experiments with learning the sunspot classification
to compare accuracy of two methods, i.e., the standard rule based method and
the proposed method based on layered learning idea. Experimental results are
shown in Figure 4. A considerable improvement was obtained by applying the
proposed method based on rough sets and layered learning approach compared to
standard methods. The highest improvements were achieved for classes C and
H that were recognized by the layered learning method with 100% accuracy,
see Fig. 4 (right). Classes A and B were too small to be evaluated. Also, the
accuracy of the recognition problem: “whether a cluster belongs to one of three
classes D, E, F” was very high (about 98%). The main problem here was how to
separate those three classes. The decision tree presented in Fig. 2 suggests that
these classes can be separated by the cluster span. Unfortunately, our clustering
algorithm tends to form smaller groups compared to the real ones. Therefore
some large clusters may have been divided into a few smaller ones, and this
could have been the reason for low classification accuracy of classes D, E, F .

5 Conclusions

We have demonstrated that automated classification of sunspots is possible and
the results show that higher accuracy can be achieved through a layered learning
approach and sunspot clustering. In future work we are planning to improve
the image processing module to extract additional attributes and enriching the
training dataset with new examples. These changes should help to improve the
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accuracy of classification further and address some of the shortcomings in the
current training data. We are also planing to improve clustering algorithms to
increase the classification quality of three classes D, E, F .
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Abstract. Automatic pattern segmentation of jacquard images is a
challenging task for jacquard pattern analysis. In this paper, the phase
field model was introduced to extract specific pattern structures within
jacquard images. A novel fuzzy optimization method, namely, Multi-
start Fuzzy Optimization Method (MSFOM) was proposed for numeri-
cal solving of the phase field model. The proposed method was a hybrid
algorithm combining fuzzy logic and genetic algorithms, which was able
to find global minimum of the phase field model with low computational
cost. Experimental results on synthetic and jacquard images demonstrate
the efficacy of the proposed method.

1 Introduction

Jacquard images are fabric images which contain elaborately figured designs
with geometic motifs [1]. Simple geometic motifs include such stylized flowerlike
figures as crescents, stars, rosettes, and leaves. More complex geometic motifs
combine elements such as gracefully curving and intertwined geometric patterns.
Jacquard images differ from traditional fabric images in that they contain many
serpentine curves, regular or irregular geometric shapes, symmetrical or unsym-
metrical patterns [2]. Fig. 1 shows some examples of jacquard images.

Traditional fabric images have regular periodic texture patterns produced
during manufacturing. Hence, the segmentation process of such images can be
formulated as a texture classification problem. To achieve that, autocorrelation
function, local integration and gray level difference method have been used to ex-
tract statistical texture features for fabric segmentation [3,4]. However, the above
fabric segmentation algorithms have difficulty in capturing complex structure of
visual features, such as the complex contours of jacquard patterns. Actually,
poor image quality, low contrast, and complex nature of the shapes of jacquard
patterns may lead to poor accuracy or robustness of existing segmentation algo-
rithms for jacquard images. Active contour models [5,6] are more widely adopted
approaches for pattern contour extraction, which are usually constructed by a
series of connected curves conforming to the object’s boundary under internal
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(a) (b) (c) (d)

Fig. 1. Examples of jacquard images

and external forces. However, in a jacquard image, consistently strong edge in-
formation is not always presented along the entire boundary of the contours to
be segmented. Moreover, if the available jacquard image is heavily corrupted by
noise, the performance of the active contour models is often inadequate.

Phase field models [7,8,9,10] are commonly used methods for complex pattern
segmentation, which are more immune to noise than the active contour models.
The phase field models provide a well-established framework for the mathemat-
ical description of free boundary problems of phase transitions [7]. The diffuse
interface is represented by the level sets of a function, called order parameter
or phase field, which identifies the phases at particular points in space and time
[8,9]. The evolution of the order parameter is described by non-linear parabolic
differential equations and can be obtained by minimizing a suitable, non-convex
total free energy [9]. The phase field models allow topological changes of the
interface, and they have attracted a lot of interest in the field of nonlinear analy-
sis for many years [10]. Gajewski et al. [11] regarded an image as binary grey
alloy of a black and a white component, and used a nonlocal phase separation
model to describe the task of image segmentation. The phase field models can
also be viewed as physically motivated level set methods. Instead of choosing an
artificial smoothing function for the interface in level set method, the phase field
model describes the interface by a mixing energy. Benes et al. [12] presented an
algorithm of image segmentation based on the level set solution of phase field
equation. The approach can be understood as a regularization of the level set
motion by means of curvature, where a special forcing term is imposed to en-
force the initial level set closely surrounding the curves of patterns with different
shapes.

Since the introduction of the theory of fuzzy logic by Zadeh [13], many differ-
ent applications of this fuzzy theory have been developed. Of all these applica-
tions, the concept of fuzzy logic is adopted to describe some uncertain properties
in an analysis. Rao et al. [14] applied these concepts to a static finite element
analysis. In this paper, we propose a fuzzy-based optimization method to solve
the phase field model on piecewise linear finite element spaces. Experimental
results show that the proposed method works well on extraction of complex pat-
terns of jacquard images with good accuracy, and can significantly improve the
integrity of segmentation performance.

The rest of this paper is organized as follows. Section 2 describes the phase
field model for segmentation. Section 3 is devoted to discussing the implemen-
tation of the proposed method. Some experimental results and evaluations are
presented in Section 4. Finally, we give a brief conclusion of this research.
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2 Phase Field Model for Segmentation

Image Segmentation is an important technique applied in image processing to
identify the objects in an image. In some sense, image segmentation involves
the recovery of the structure of interest in an image domain, such as pattern
contours or detailed edges. Traditionally, phase transitions for the task of im-
age segmentation can be expressed mathematically by free boundary problems,
where the interface between regions of different phases is represented by a sharp
surface of zero thickness [12].

Let Ω ⊂ R2 be a bounded open set and g ∈ L∞(Ω) represent the original
image intensity. The function g has discontinuities that represent the contours
of objects in an image. Let u = u(x, t) ∈ R be an image field, which stands for
the state of the image system at the position x ∈ Ω and the time t ≥ 0 , and
K be the set of discontinuity points of u . Here, we assume that our image field
has two stable states corresponding to u = +1 and u = −1. In this case, the
phase-field energy of the image system is often given as follows:

Eε(u, K) =
∫

Ω\K

(
ε

2
(Ψ(∇u(x)))2 +

1
ε
F (u(x))

)
dx (1)

where F (u) = (u2 − 1)2/4 is a double well potential with wells at −1 and +1
(i.e., a non-negative function vanishing only at −1 and +1). Here, the value u(x)
can be interpreted as a phase field (or order parameter), which is related to the
structure of the pixel in such a way that u(x) = +1 corresponds to one of the two
phases and u(x) = −1 corresponds to the other. The set of discontinuity points
of u parameterizes the interface between the two phases in the corresponding
configuration and is denoted by a closed set K.

Ψ is a positive function satisfying Ψ(−→p ) = |−→p |Ψ(−→p /|−→p ) , which specifies the
anisotropy of the diffuse interface, and helps determine the magnitude of that
interfacial energy. If Ψ is isotropic (i.e. Ψ(−→n ) = 1 ) for every unit vector −→n ,
then the gradient flow for Eε in the L2 inner product with mobility 1

ε produces
solutions to the Allen-Cahn equation [15]

ut = Δu− 1
ε2

F ′(u),u0 = g (2)

and these solutions converge to motion by weighted mean curvature as ε goes to
zero.

Heuristically, we expect solutions to Eq. (1) to be smooth and close to the
image g at places x /∈ K , and K constitutes edges of the image. To show existence
of solutions to Eq. (1), a weak formulation was proposed by De Giorgi et al. [16]
by setting K = Su (the jumps set of u) and minimizing only over u ∈ GSBV , the
space of functions of bounded variation. We recall some definitions and properties
concerning functions with bounded variation.

Definition 1. Let u ∈ L1(Ω;R2). We say that u is a function with bounded
variation in Ω , and we write u ∈ BV (Ω;R2) , if the distributional derivative
Du of u is a vector-valued measure on Ω with finite total variation.
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Definition 2. Let u ∈ L1(Ω;R2) be a Borel function. Let x ∈ Ω , we define
the approximate upper and lower limits of u as y → x , and abbreviate the
approximate limit to ′ap− lim′.

ap− lim sup
y→x

u(y) = inf{t : {u > t} has density 0 in x}
ap− lim inf

y→x
u(y) = sup{t : {u > t} has density 1 in x}

We define u+(x) = ap − lim sup
y→x

u(y) and u−(x) = ap − lim inf
y→x

u(y) , and

say that u is approximately continuous at x if u+(x) = u−(x). In this case,
we denote the common value by ũ(x) . Finally, we define the jump set of u by
Su = {x ∈ Ω : ũ(x) does not exist } , so that ũ(x) is defined on Ω\Su .

Proposition 1. If u ∈ BV (Ω), then Su turns out to be countably (H1, 1) recti-
fiable, i.e.,Su = N ∪ ( ∪

i∈N
Ki) , where H1(N) = 0 , and each Ki is a compact set

contained in a C1−hypersurface.

Definition 3. Let u ∈ BV (Ω). We define three measures Dau, Dju and Dcu
as follows. By the Radon-Nikodym theorem, we set Du = Dau+Dsu where Dau
is the absolutely continuous part of Du , Dsu is the singular part of Du . Dsu
can be further decomposed into the part supported on Su (the jump part Dju )
and the rest (the Cantor part Dcu ): Dju = Dsu|Su and Dcu = Dsu|Ω\Su

.
Thus, we can then write Du = Dau + Dju + Dcu .

Definition 4. A function u ∈ L1(Ω;R2) is a special function of bounded varia-
tion on Ω if its distributional derivative can be written as Du = fLn +gHn−1|K
where f ∈ L1(Ω;R2) , K is a set of σ−finite Hausdorff measure, and g belongs
to u ∈ L1(Ω;R2) . The space of special functions of bounded variation is denoted
by SBV (Ω).

Definition 5. A function u ∈ L1(Ω;R2) is a generalized function of bounded
variation on Ω , if for each T > 0 the truncated function uT = (−T ) ∨ (T ∧ u)
belongs to SBV (Ω) . The space of these functions will be denoted by GSBV (Ω).

Proposition 2. Every u ∈ GSBV (Ω) ∩ L1
loc(Ω) has an approximate gradient

∇u(x) for a.e. x ∈ Ω, and a countably (H1, 1) rectifiable discontinuity set Su .
Moreover, ∇uk → ∇u a.e. in Ω, H1(Suk

) → H1(Su), as k →∞.

De Giorgi et al. [16] proved that

Theorem 1. Let Ω be an open subset of R2 and let {uk} be a sequence in
GSBV (Ω). Suppose that there exists p ∈ [1,∞) and a constant C such that∫

Ω\K

(
ε

2
(Ψ(∇u(x)))2 +

1
ε
F (u(x))

)
dx ≤ C < +∞ (3)

for every k . Then there exists a subsequence and a function u ∈ GSBV (Ω) ∩
L2(Ω) such that

uk(x) → u(x) a.e. in Ω,
∇uk → ∇u weakly in L2(Ω;R2) ,
H1(Su) ≤ lim inf

k→+∞
H1(Suk

) .



Jacquard Image Segmentation Method 277

By theorem 1, we can give the weak formulation of the original problem (1)
as follows:

E(u, K) = E(u,Su) (4)

and easily prove that minimizers of the weak problem (4) are minimizers of
the original problem (1). However, from a numerical point of view, it is not
easy to compute a minimizer for Eq. (4), due to the term H1(Su) , and to the
fact that this functional is not lower-semicontinuous with respect to Su. It is
natural to try to approximate Eq. (2) by simpler functionals defined on GSBV
spaces. Ambrosio and Tortorelli [17] showed that Eq. (4) can be approximated
by a sequence of elliptic functionals which are numerically more tractable. The
approximation takes place in the sense of the Γ− convergence.

The theory of Γ− convergence, introduced by De Giorgi et al. [16], is de-
signed to approximate a variational problem by a sequence of regularized vari-
ational problems which can be solved numerically by finite difference/finite ele-
ment methods.

Definition 6. Let X be a metric space, let {Fk} be a sequence of functions
defined in X with values in R . Let us set

Γ− lim inf
k→+∞

Fk(u) := inf
uk→u

{
lim inf
k→+∞

Fk(uk) : {uk}→ u

}
,

Γ− lim sup
k→+∞

Fk(u) := inf
uk→u

{
lim sup
k→+∞

Fk(uk) : {uk}→ u

}
.

If Γ− lim inf
k→+∞

Fk(u) = Γ− lim sup
k→+∞

Fk(u) = F (u) for all u ∈ X , we say that

F is the Γ− limit of {Fk} , and we write F (u) = Γ− lim
k→+∞

Fk(u) .

In this paper, we consider numerical approximation of the phase-field model,
in the sense of Γ− convergence, by a sequence of discrete models defined on
finite elements spaces over structured and adaptive triangulation.

Let Ω = (0, 1) × (0, 1) , let Tε(Ω) be the triangulations and let ε denote
the greatest length of the edges in the triangulations. Moreover let Vε(Ω) be
the finite element space of piecewise affine functions on the mesh Tε(Ω) and let
{Tεj

} be a sequence of triangulations with εj → 0.
Modica [18] proved that

Theorem 2. Let BV C(Ω) = {ψ ∈ BV (Ω) : ψ(Ω) ⊂ {−1, +1}}, and let
W : R → [0, +∞) be a continuous function such that {z ∈ R : W (z) = 0} =
{−1, +1}, and c1(|z|γ − 1) ≤W (z) ≤ c2(|z|γ + 1) for every z ∈ R , with γ ≥ 2 .

Then, the discrete functionals

Eε(u,T ) =
{∫

Ω\K

(
ε
2 (Ψ(∇uT (x)))2 + 1

εF (uT (x))
)
dx,u ∈ Vε(Ω),T ∈ Tε(Ω)

+∞, otherwise
(5)

Γ− converge as ε → 0 to the functional E(u) = c0
∫

Ω Φ(u)dx for every Lipschitz
set Ω and every function u ∈ L1

loc(R
2), where c0 =

∫ 1

−1

√
F (u)du, and

Φ(u) =
{

H1(Su),u ∈ BV C(Ω)
+∞, otherwise

(6)
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3 Segmentation Method Using Fuzzy Optimization
Technology

In order to arrive at the joint minimum (u,T ) of Eq. (5), we propose a novel
numerical method to implement the solving of Eq. (5). The numerical method
for the task of segmentation is summarized as follows:

1. Initialize iteration index: j ← 0,
2. Set initial εj and uj,
3. Generate the adapted triangulation Tεj by the mesh adaptation algorithm,

according to uj,
4. Minimize Eεj (uj) on the triangulation Tεj by the MSFOM algorithm,
5. Update the current index: j ← j + 1,
6. Generate a new εj ,
7. If |εj − εj−1| > μ , return to Step 3. Otherwise, goto Step 8,
8. Stop.

In the above method, a scheme for the mesh adaptation is first enforced
to refine and reorganize a triangular mesh to characterize the essential con-
tour structures of jacquard patterns. Then, the MSFOM algorithm is applied
to find the absolute minimum of the discrete version of the functional at each
iteration.

Fuzzy Optimization Method (FOM) is a modified version of the steepest
descent method (SDM), in which searching direction vector at nth step is con-
structed by use of convex conjugation between (n-1)th searching direction vector
and nth searching direction vector used in SDM [19,20]. The coefficient of con-
vex conjugation is computed by use of stochastic fuzzy estimation based on data
resulting from (n-1)th and (n-2)th searching direction vectors. Originally, FOM
is invented as a local minimizer search algorithm. In order to look for a global
minimizer, Multi-start Fuzzy Optimization Method (MSFOM), which is a hy-
brid algorithm with FOM and Genetic Algorithms (GAs), has been developed
on the basis of FOM. GAs is used to scatter the set of quasi-local maximizers,
i.e., restarting points to the next down-hill procedure, into much higher positions
and to let the set of quasi-local maximizers escape completely from the hole. The
three fundamental functions in GAs play an important role in the following way:
the selection operation in GAs aids the complete climb up to the summits of
the target manifold or cross the ridge. The cross over and mutation operations
contribute to the optimal rearrangement of the set of restarting initial points.

Let us define operators F, M and R as follows.

• F : Algorithm due to Fuzzy Optimization Method. This procedure is a down-
hill process on the cost manifold.

• M : Mountain crossing algorithm. This procedure is a up-hill process on the
cost manifold.

• R: Rearrangement algorithm by GAs. In this procedure, starting points for
the next down-hill process are rearranged by use of GAs.
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Then, the algorithm of Multi-start FOM is summarized as follows:

1. Give an initial population W 0 of Eε(u)(the set of searchers),
2. Evaluate W 0 , and compute Un := FWn (the set of local minimizers ob-

tained),
3. Compute V n := MUn (the set of quasi-local maximizers obtained),
4. Compute Wn := RV n (the set of rearranged searchers),
5. Increase generation number n := n + 1 and repeat steps from 2 to 4 until

the generation number n is beyond the preset one.

The computational complexity of the proposed method can be estimated
by studying the underlying two algorithms, e.g., the mesh adaptation algorithm
and the MSFOM algorithm. Since the mesh adaptation algorithm is a linear-time
algorithm, the overall computational complexity is dominated by the MSFOM
algorithm, which is O[n2(n− 1)].

4 Experimental Results

In this section, we applied the proposed method to some experimental appli-
cations to evaluate its effectiveness. We carried out segmentation experiments
on some synthetic and real jacquard images. Fig. 2 illustrated the segmentation
results of two synthetic images by applying the method. Fig. 2(a)-(b) gived
two synthetic images with different shapes respectively. After 8 mesh adap-
tation processes, the final foreground meshes of Fig. 2(a)-(b) were shown in
Fig. 2(c)- (d).

(a) (b) (c) (d)

Fig. 2. Segmentation of synthetic images. (a)-(b) synthetic images. (c)-(d) final fore-
ground meshes.

We also conducted experiments on several real jacquard images. Fig. 3 illus-
trated segmentation results of three jacquard images using the proposed method.
Fig. 3(a)-(c) gived original jacquard images. Fig. 3(d)-(f) and Fig. 3(g)-(i) showed
nodes of Delaunay triangulation and the final foreground meshes of Fig. 3(a)-(c)
after 8 mesh adaptation processes. The segmented edge sets of Fig. 3(a)-(c) were
shown in Fig. 3(j)-(l).

The following experiments were designed for comparing accuracy and effi-
ciency of the proposed method with a popular level set method for Allen-Cahn
model, i.e., Benes et al.’s method [12]. We adopted two indirect measures to
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

Fig. 3. Segmentation results of three jacquard images. (a)-(c): original images, (d)-(f):
nodes of Delaunay triangulation, (g)-(i): final foreground meshes, (j)-(l): segmented
edge sets.

evaluate the objective performance of fine image segmentation: the number of
segmented regions, and the mean square error (MSE) between the original im-
age and the segmented image. Since MSE represented the degree of segmented
region homogeneity for a given number of regions, it could be used as an indirect
measure of segmentation efficiency if we considered the number of regions simul-
taneously. The segmentation results in Table 1 demonstrated that the proposed
method improved the fine segmentation performance since it produced better
objective segmentation quality in terms of MSE even with a smaller number of
regions compared with the Benes et al.’s method.
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Table 1. Number of regions and MSE comparison between the Benes et al.’s method
and the proposed method

Benes et al.’s method Proposed method
Number of regions MSE Number of regions MSE

Fig.2 (a) 459 34.25 402 28.17
Fig.2 (b) 620 53.32 540 41.28
Fig.2 (c) 507 41.65 457 32.58

5 Conclusions

In this paper, we presented a novel segmentation method for jacquard images
which is based on fuzzy optimization technology. In this method, multi-start
fuzzy optimization algorithm is applied to find the minimum of discrete phase
field model. Future work would look into learning patterns of variability from a
training set and exploiting prior knowledge to provide more robust and accurate
results.
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Abstract. The Unpredictability Measure computation algorithm ap-
plied to psychoacoustic model-based broadband noise attenuation is dis-
cussed. A learning decision algorithm based on a neural network is em-
ployed for determining audio signal useful components acting as maskers
of the spectral components classified as noise. An iterative algorithm
for calculating the sound masking pattern is presented. The routines for
precise extraction of sinusoidal components from sound spectrum were
examined, such as estimation of pitch variations in the optical track
audio affected by parasitic frequency modulation. The results obtained
employing proposed intelligent signal processing algorithms will be pre-
sented and discussed in the paper.

1 Introduction

An approach of spectral subtraction, employing perceptual filtering driven by an
intelligent algorithm, used for signal enhancement is presented in this paper. A
neural network is a main part of the decision system employed to classify noisy
patterns (see [11] for more details). The idea of applying psychoacoustic funda-
mentals for signal enhancements in terms of perceptual filtering was also demon-
strated by others [8]. Number of methods related to noise reduction problem have
been proposed, among which Wiener and Kalman adaptive filtration, or spectral
subtraction belong to the most frequently applied [4]. However, these methods
do not take into account some subjective proprieties of human auditory sys-
tem [5] successfully exploited in some audio coding standards [2,3]. Additionally,
adaptive noise reduction (Wiener and Kalman) suffers from several drawbacks
such as: computational complexity, problems in estimation of filter parameters
and slow convergence of parameters, which in case of dynamically varying sig-
nals (music) result in significant distortions [24,28,25,26]. Spectral subtraction
techniques, which are computationally efficient and do not face slow convergence
problems, are far more popular in acoustic noise reduction [27]. However, these
methods may suffer from artifacts produced by non-ideal estimation of signal
and noise estimation in the frequency domain. Both adaptive and spectral sub-
traction do not employ proprieties of sinusoidal components versus components
with chaotic phase in the signal’s and noise parameters estimation.
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As it was reported in earlier work [7], employing human auditory system models
for parasite noise reduction may be very effective. Application of precise sound
perception modeling appears to be necessary for this task and as discussed in
[10], it requires implementation of a complex psychoacoustic model [6] rather
than the simplified one exploited in the MPEG standard [3].

Another problem related to archive audio recorded in optical tracks is para-
sitic frequency modulation originated from motor speed fluctuations, tape dam-
ages and inappropriate editing techniques. This kind of distortion is usually de-
fined as wow or flutter, or modulation noise (depending on the frequency range
of the parasitic modulation frequency). As particularly wow leads to undesirable
changes of all of the sound frequency components, sinusoidal sound analysis orig-
inally proposed by McAulay and Quatieri [12] was found to be very useful in the
defects evaluation. In such approach tracks depicting tonal components changes
are processed to obtain precise wow characteristics [13,14,15,16,17]. Notwith-
standing all of the cited proposals there is still a need for further algorithmic
approach to the wow restoration as it can be very complex sharing periodic or
accidental nature. Therefore this paper, similarly as the previous one [16] ad-
dresses the problem of wow extraction, however in this case also employing soft
computing.

2 Noise Removal Algorithm

The masking phenomena are fundamental for contemporary audio coding stan-
dards [2,3], although it can be also exploited in noise reduction [7,10]. More
detailed information on psychoacoustics principles of signal processing can be
found in abundant literature [5,6,9] also including our papers [7,10,11].

Significant role in the psychoacoustic modeling play tonality descriptors of
spectral components. The tonality may be represented by the Unpredictability
Measure parameter [1] used for calculation of the masking offset. Masking offset
for the excitation of bx Barks at frequency of bx Barks is given by the formula:

Ok,x = αt
k · (14.5 + bark(x)) + (1− αt

k) · 5.5 (1)

The tonality index αt
k of the excitation of bx Barks is assumed to be directly

related to the Unpredictability Measure parameter (αt
k = ct

k), where ct
k is calcu-

lated in the following way:

ct
k =

√
(rt

k · cosΦt
k − r̂t

k · cos Φ̂t
k)2 + (rt

k · sinΦt
k − r̂t

k · sin Φ̂t
k)2

rt
k + |r̂t

k|
(2)

for rt
k denoting spectral magnitude and Φt

k denoting phase, both at time t ,
while r̂t

k and Φ̂t
k represent the predicted values of Φt

k , and are referred to the
past information (calculated for two previous signal sample frames):{

r̂t
k = rt−1

k + (rt−1
k − rt−2

k )
Φ̂t

k = Φt−1
k + (Φt−1

k − Φt−2
k )

⇒
{

r̂t
k = 2rt−1

k − rt−2
k

Φ̂t
k = 2Φt−1

k − Φt−2
k

(3)
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Thus, based on the literature [6], the masking threshold of the Basilar membrane
T , stimulated by the single excitation of bx Barks and of magnitude equal to
Sx is calculated with regard to:{

Ti,x = Si · 10−s1·(bx−bi)/10−Oi,x , bx ≤ bi

Tj,x = Sj · 10−s2·(bj−bx)/10−Oj,x , bx > bj
(4)

where Si,Sj are magnitudes related to excitations bi,bj and global masking
threshold is obtained by summing up all of individual excitations.

2.1 Perceptual Noise Reduction System

In the perceptual noise reduction system (Fig. 1), published first at the KES’2004
conference [11], it is assumed that noise is of additive type. Spectral represen-
tation of the disturbance is calculated with regard to spectral subtraction tech-
niques [4].

Because noise suppression in this approach is based on masking some spectral
components of the disturbing noise, it is necessary to determine which compo-
nents should be masked and which should act as maskers. For this reason, so
called rough estimate X̂ref(jω) of the clean signal’s spectrum is obtained with
accordance to spectral subtraction method [4] based on the iterative algorithm
represented by the Noise Masking block in Fig. 1.

The proposed algorithm [7,10] has been recently improved and extended with
a learning decision algorithm. The new Decision System module [11] containing
a neural network is responsible for determining which components are going to
be treated as maskers U (useful components), and which represent distortions
and are going to be masked D (useless components). The basic classification
(without neural network application described in Sect. 4) can be carried out on
the basis of the following expressions:

U = {X̂ref
i ; |X̂ref

i | > T ref
i ∧ |Yi| > T Y

i , 1 ≤ i ≤ N/2} (5)

Fig. 1. General lay-out of noise reduction system
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D = {Yi; |X̂ref
i | ≤ T ref

i ∨ |Yi| ≤ T Y
i , 1 ≤ i ≤ N/2} (6)

where i denotes spectrum component indexes, U and D are sets containing useful
and useless information. T ref is the masking threshold caused by the presence
of X̂ref (jω), and T Y is the masking threshold of the input signal: Y ref (jω).

Lowering of the masking threshold preserves more noise of the input signal,
so the influence of the reconstruction filter is significantly smaller than it is in
case of the uplifting method, giving less distorted output signal. Modified global
masking threshold T β

x at barks can be calculated with regard to formula:

T β
x =

∑
j∈UL(x)

Tj,x +
∑

j∈DL(x)

T β
j,x +

∑
i∈UH (x)

Ti,x +
∑

i∈DH (x)

T β
i,x (7)

where T β
i,x and T β

j,x represent new masking thresholds, caused by reduced sin-
gle excitations and β is vector containing reduction factor values for the noisy
components. UL(x) and UH(x) (similarly DL(x) and DH(x)) denote subset of
U(or subset of D ) containing elements with frequencies lower or equal (L) to bx

barks, and frequencies higher than bx barks (H).
Since values of β may differ for the elements of D, and changing each value

affects T β
x , thus it is impractical to calculate all reducing factor values directly.

For this reason sub-optimal iterative algorithm was implemented [11].

2.2 Unpredictability Measure Application

Calculation of the masking offset, described by (1) plays a significant role in
the masking threshold calculation. In noisy signals, tonal components that are
occurring just above the noise floor, may be not very well represented by the
Unpredictability Measure (UM) parameter due to the strong influence of the
noisy content. A practical solution to this problem is extending time domain
resolution, by increasing overlap of the frames used only for unpredictability
calculation. Standard Unpredictability Measure (2-3) refers to the fragment of
the signal represented by 3 consecutive frames, i.e. beginning of this fragment
( Tstart) is at the beginning of the frame with t − 2 index and the end of the
fragment (Tstart ) is at the end of frame with t index, with accordance to (3).
Consequently, the same fragment is divided into N equally spaced frames, so
that the improved UM can be expressed as:

c̄t
k =

1
N − 2

N−2∑
n=1

ctn

k (8)

where ctn

k =
dist

(
(r̂tn

k , Φ̂tn

k ), (rtn

k , Φtn

k )
)

rtn

k + |r̂tn

k |
(9)

and
{

r̂tn

k = rtn−1
k + (rtn−1

k − rtn−2
k )

Φ̂tn

k = Φtn−1
k + (Φtn−1

k − Φtnt−2
k )

⇒
{

r̂tn

k = 2rtn−1
k − rtn−2

k

Φ̂tn

k = 2Φtn−1
k − Φtn−2

k

(10)
while Tstart ≤ tn − 2 < tn − 1 < tn ≤ Tstop and ct

k = c̄t
k. Additionally, classi-

fication of the spectrum components in non-linear spectral subtraction, can be
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extended by some psychoacoustic parameters, i.e. the tonality description values.
By analyzing time-frequency domain behavior of the UM vectors calculated for
each frame, it is easy to spot tracks representing harmonic content of the signal.
Basing on this observation, artificial neural network was deployed as the decision
system for classifying, ctn

k patterns. A set of training data was obtained from the
noise fragment and from the noisy signal - ctn

k vectors of the noise represented
useless components, while those obtained from the noisy input signal, classified
as useful components with standard spectral subtraction algorithm, represented
patterns of the useful signal. A three-layer neural network of the feed-forward
type was used in the experiments. Its structure was defined as follows:

• Number of neurons in the initial layer is equal to the number of elements in
the feature vector

• Number of neurons in the hidden layer is equal to the number of neurons in
the initial layer

• Output layer contained one neuron in the output neurons in the initial and
the output layers have log-sigmoid transfer functions, while neurons in the
hidden layer have tan-sigmoid transfer functions.The weights and biases,
were updated during the training process, according to Levenberg-Marquardt
optimization method. A method of controlling the generalization process
was also used. Such an approach is very effective for recovering sinusoidal
components, however it does not significantly improve recovery of non-tonal
components. Therefore it should be considered as an extension to the spectral
subtraction decision process. The algorithm was verified experimentally (the
results are discussed in Sect. 4).

3 Parasitic Modulation Compensating Algorithm

The proposed algorithm (presented in Fig.2) for wow defect evaluation is to
estimate the pitch variation function pw(n) from the contaminated (wow) input
signal xw(n) [23]. The first stage of the algorithm, depicted as STFT in Fig.2,
results in a time-frequency representation of the input signal. The distorted input
signal, initially divided into time-frames (with an appropriate overlapping) is
windowed with the Hamming window for better side-lobe suppression. To gain
frequency resolution the windowed signal is zero-padded and then it is packed
into the buffer for a zero phase spectrum [18]. Finally, Discrete Fourier Transform
(DFT) is evaluated for every time-frame buffer to obtain the time-frequency
representation.
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Fig. 2. Block diagram of wow estimation process
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Fig. 3. Structure of the Tonal Components Detection Block

The next stage of the algorithm (presented in Fig.3) is to detect tonal compo-
nents of the signal. In the first step candidates for tonal components are detected
as local maxima (peaks) of a magnitude spectrum stored in XSTFT . Since these
peaks result either form the main-lobes or the side-lobes of the spectral compo-
nents it is necessary to exclude the latter ones. It also essential to reject the peaks
resulting from localized noise [23]. This task has to be performed according to
an appropriate criterion. The most intuitive, an amplitude threshold, recognizes
component as a tonal peak when its amplitude is above the certain threshold.
As this criterion suffers from many drawbacks other criteria for peak validation
have been proposed [19,20,23]. Nevertheless, none is enough sufficient by oneself
for distorted and noisy musical signals which are of interest of this paper.

We propose an intelligent algorithm, depicted as Candidates Selection block
in Fig.2, containing three independent criteria. Those are as follow:

• Sinusoidal Likeness Measure (SLM) - the criterion assumes the tonal peaks
in analysis spectrum provide the result of multiplication of the tonal compo-
nents by the window function. Thus the maxima of cross-correlation function
of the main-lobe’s spectrum of the candidate and the analysis window would
indicate the presence of a sinusoidal components [21]:

Γ (ω) =
∣∣ ∑

k
|ω−ωk|<B

X(ωk)W (ω − ωk)
∣∣ (11)

where X and W are spectra of analyzed signal and window respectively, B
is the low-pass bandwidth within the cross-correlation evaluated.
The main drawback of this preliminary criterion is that it may acknowledge
a side-lobe component as a tonal part.

• Phase Measure - this criterion assumes that the phase of the tonal compo-
nent’s main-lobe varies significantly less than those resulted from noise. This
criterion validates the result of the SLM criterion selection.

• Relative Amplitude Threshold [21] - this criterion can discard some side-
lobes as well as components of a minor significance:

h(kp) = |X(kp)| − 0, 5 · |X(kv+)|+ |X(kv−)| (12)

where X represents the DFT array, k - the frequency bin index, subscript
p represents the peak, and subscripts v+,v− represent the adjacent local
minima.

The next step is to estimate their true (instantaneous) frequency values as they
are relevant due to the time-frequency resolution trade-off in the STFT repre-
sentation. As mentioned earlier, the zero padding was applied to gain frequency
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resolution but still this resolution is constant over the signal bandwidth. More-
over, for signals that are non-stationary within the analysis frame, inter-frame
modulations, which effect in peaks smearing may occur [24].

To overcome above mentioned drawbacks, the spectral reassignment method,
depicted as Instantaneous Frequency Estimation block (Fig. 3), is employed. This
method [22] assigns the tonal component’s value to the STFT frequency bin’s
center of gravity:

ω̂(x; t,ω) = ω + %
{STFTdw(x; t,ω)
STFTw(x; t,ω)

}
(13)

where STFTw is STFT using analysis window w, STFTdw is STFT employing
the first derivative of a window function.

After the tonal components detection the tracking stage (presented in Fig.4),
in which the peaks are linked to create trajectories is launched. Since the pitch
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Fig. 4. Structure of the Tonal Components Tracking Block

variation curve pw(n) is evaluated from the trajectories it is proposed to take into
account only the relevant tracks, that can depict the wow defect well. Therefore
it is reasonable to form only these trajectories which are based on the most
prominent tonal peaks from the magnitude spectrum. The idea for joining tonal
components together applies the following frequency criterion [12]:
The K − th tonal component TPIF [K, j] is joined together with the P − th track
FT [P, j] when:

|TPIF [K, j]− FT [P, j − 1]| = min
(|TPIF [:, j]− FT [P, j − 1]|) (14)

and |TPIF [K, j]− FT [P, j − 1]| < fDev (15)

where min(·) denotes minimal value and fDev is the maximum frequency devi-
ation.

The most prominent tonal components, stored in MP matrix, correspond
to the peaks of the greatest magnitude hence are considered to be the most
perceivable ones. A new track is ”born”only from the components stored in MP
matrix that were not fitted to any existing tracks. A track is ”dead” when there
is no continuation according to the frequency criterion.

The last stage of the presented algorithm, according to the diagram in Fig.2,
is the PV C generation stage in which the pitch variation function pw(n) is
computed. First, the relative frequencies are calculated for all of the tracks stored
in the FT matrix. Next, RFT (Relative Frequency Tracks) matrix is obtained
by dividing each track frequency values by the preceding point values. Secondly,
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median is calculated in RTF columns (i.e. discrete time moments) [16]. Finally,
pw(n) is obtained as a cumulative product of the mean values computed for each
discrete time moment.

Since the optimal values of Sinusoidal Likeness Measure (SLM), Phase mea-
sure, and Relative Amplitude Threshold are unknown, we applied standard fuzzy
logic reasoning to determining the tonal components TPACK [i, j] true (instan-
taneous) frequency values. Due to space limitation, more details on that are dis-
cussed during the paper presentation at the RSFDGrC 2005 in Regina, Canada.

4 Experiments and Results

4.1 Experiments Concerning Noise Reduction

It is important to notice, that for the comparison purposes in the informal sub-
jective tests the same spectral subtraction algorithm was used to calculate the
rough estimate X̂ref as for perceptual reconstruction. Figure 5 presents time-
domain changes of the masked noise for a saxophone melody recorded with
44100 Hz sampling rate. The second part of the experiments was devoted to
analyze performance of the intelligent unpredictability measure pattern classi-
fication employed in spectral subtraction. Below spectrograms (Fig. 6) present
signal recovered with standard linear spectral subtraction method, and with
spectral subtraction improved by UM vector classification system (as described
in Sect. 2.2).

4.2 Experiments Concerning Wow Compensation

The proposed wow compensating algorithm was tested on several archival sound
samples recorded in the Polish National Film Library and the Documentary and

Fig. 5. Time varying SNR for 24 dB noise attenuation, calculated for each processing
frame, for input signal (solid line), for perceptually reconstructed signal (dashed line)
and for signal restored with spectral subtraction (dotted line), which was used as the
rough estimate of the restored signal
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Fig. 6. Spectrograms of signal restored with spectral subtraction (upper plot), and
with spectral subtraction enhanced by intelligent pattern recognition system (lower
plot)
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Fig. 7. Tracks detected by the algorithm plotted on the spectrogram with the simul-
taneously plotted pitch variation curve

Feature Film Studio. Presented example epitomize obtained results. Figure 7 de-
picts the spectrogram of the sample simultaneously with the detected tracks and
the evaluated pitch variation curve (PV C). As can be noticed from the spectro-
gram only the most relevant tracks are taken into account for the PV C extraction.

Example presented in Fig.7 clearly demonstrates computed PV C and wow
defect convergence. It is also worth to mention that the obtained PV C charac-
teristics were successfully utilized in restoration process.

5 Conclusions

The Unpredictability Measure (UM) intelligent pattern recognition system in-
volving UM for spectrum components classification has been presented as an
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extension of the spectral subtraction algorithms. Applying some properties of
the human auditory system to noise reduction allows one to preserve much more
of the input signal’s energy and consequently enables decreasing unfavourable
influence of the reconstruction filter.

As experiments resulted in satisfactory wow defect evaluation, the presented
approach appears to be valid. The presented algorithm manages to detect
changes of the pitch variation function pw(t). However, in case of strong vari-
ations of pw(t) (e.g. accidental wow defect), it still needs to be more robust,
especially at the pitch variation tracking stage. Therefore, a further develop-
ment of this algorithm is underway.
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Abstract. Talking and singing seem disparate, but there are a range
of human utterances that fall between them, such as poetry, chanting,
and rap music. This paper presents research into differentiation between
talking and singing, development of feature-based analysis tools to ex-
plore the continuum between talking and singing, and evaluating human
perception of this continuum as compared to these analysis tools. Pre-
liminary background is presented to acquaint the reader with some of
the science used in the algorithm development. A corpus of sounds was
collected to study the differences between singing and talking, and the
procedures and results of this collection are presented. A set of features
is developed to differentiate between talking and singing, and to inves-
tigate the intermediate vocalizations between talking and singing. The
results of these features are examined and evaluated. The perception of
speech is heavily influenced by the pitch, which in the english language
carries no lexicographic information but can carry higher-level semiotic
information and can contribute to disambiguation.

1 Introduction

The difference between talking and singing can be compared to the difference
between walking and dancing: a certain “style” or “presence” has been added
to the one which makes it qualitatively different from the other. Part of the
motivation of this research is to try to understand and quantify some of these
differences. A difficulty is that these differences seem to be ill-defined and sub-
jective. As will be seen in Section 3, people disagree on what is singing when
compared to talking, and on what features and characteristics can be used to
define the differences. Part of the problem is likely to be linguistic: when describ-
ing subjective phenomena, words may mean different things to different people.
When describing an utterance, people appear to agree on general concepts, but
when they are asked to define the concepts and why they made these decisions,
people’s understandings start to differ.

Musical instruments often produce constant pitches held for a duration. In-
struments such as the piano cannot change the pitch of a single note. Human
singing is, on the other hand, not dependent on steady pitches and in fact it is
very difficult and often undesirable for human song to have a perfectly constant
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pitch. Rather, a more perceptually pleasant human song style has a pitch track
that uses vibrato, a pseudo-sinusoidal pitch track oscillation.

Modern computing methods such as soft computing [1] and chaos theory [2]
have been used to study sound, and human categorical perception [3] is an ap-
propriate venue to consider fuzzy classification. As will be seen in Section 2, there
are many ways to consider a classification space in which a continuum between
disparate classes is apparent.

This paper concentrates on pitch-based differences. The pitch feature is used
to extract timing and rhythmic information as well as stylistic additions like
vibrato. This is not to advance the opinion that pitch is the only relevant feature.
Indeed, pitch is only the means to an end in several of the features discussed in
this paper. Rather, pitch is such a fundamental difference between speaking and
singing that the question arose whether it could on its own fully differentiate
between speech and song. A set of features based on a single quantity means
that the base feature extraction engine can be optimized. What is shown is not
that pitch is necessary, but that it is sufficient.

2 Human Utterance Continua

Many human utterances are not strictly classifiable as talking or singing. Ut-
terances like poetry, chant and rap music fall somewhere between speaking and
singing, with characteristics of each [4, 5]. Another intermediate utterance is
sprechstimme or sprechgesang (speech-song), developed by the composer Arnold
Schoenberg and used later by his student Alban Berg. It is a vocal musical style
characterized by widely varying pitches, with the singer approximating the pitch
instead of singing the exact note.

When considering a classification domain with intermediate utterances be-
tween two classes, there are several ways to proceed, three of which are hard
classification, continuum classification, and sub-category hard classification.

Hard classification. The traditional classification paradigm, where each new data
point must be assigned to exactly one class. In the case of speech versus song, a
single two-class discrimination will not accurately describe utterances that fall
between speech and song. A two-class paradigm might be a beneficial starting
point for classifying intermediate utterances, since the two-class features can be
extended by assigning a confidence metric to each feature measurement.

Continuum classification. Also called fuzzy classification, soft classification or
confidence classification, this method assumes that each incoming data point
can have membership in all available classes to some degree. The terminology
of these various techniques differs but the result is primarily the same. In confi-
dence classification, each data point is assigned to one class, with an associated
confidence metric indicating the “good-ness” of the classification. If all relevant
features agree with a classification, the confidence would be high, while disagree-
ment in feature results would result in a lower confidence.
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Sub-category hard classification. Create a set of classes between speech and song
and require that each new clip be assigned to one of these classes. This removes
the extra computation that is required with continuum classification while ac-
knowledging the range of possible utterances between speech and song.

This work compares hard classification and continuum classification for dif-
ferentiation between speech and song. Sound files considered to be speaking or
singing (without membership in the other category) are used to develop features
which are then evaluated on similar files to determine if they can make a hard
classification. These same features are then used on sound clips with partial
membership in both categories, such as poetry or chanting, and the results are
compared to human assessment of class membership.

3 Audio Data Corpus

For audio research in a specific domain, the most desirable option is often to
find a corpus of data that has been collected previously and is in use by other
researchers, as this provides a place to start and a set of colleagues with whom
to compare results. If the domain is new, obscure or specific, such a corpus
may not exist. Intermediate utterances between speech and song is such a data
domain. There exist many corpora of speaking only1, and some corpora including
sung clips, but searching the current literature did not uncover any corpora
containing intermediate clips between speaking and singing, or clips of the same
phrase spoken and sung by one individual. Both of these would be valuable to
speech/song research.

This corpus is primarily monolingual, with a small collection of other lan-
guages. A larger multilingual corpus may be collected in the future, to expand
the current research and results to other languages. The corpus contains 90.3%
(756 files) English language utterances with the remainder of the clips (82 files)
in languages including French, Italian, Swedish, Gaelic, Japanese, Mandarin Chi-
nese, Rumanian, Hungarian, German, Latin, Iroquois2, Mon-kmer3 and Zunian4.
Some clips have no language, such as whistling or humming. Clips were extracted
from existing media as well as solicited from 50 subjects using a set of prompts
designed to produce speech, song, and intermediated utterances

3.1 Features Identified by Listeners

Many listeners describe features that they consider relevant for speech or singing,
usually in the context of singing as it compares to speech. The most common
features are pitch (also described as tone and melody) and rhythm (also described

1 The Linguistics Data Consortium (http://www.ldc.upenn.edu) is a thorough repos-
itory of such corpora, and does not, as of this writing, contain data sets of this type.

2 The Iroquois are a collection of aboriginal american tribes from the north-easter
United States, Quebec and Ontario.

3 Mon-kmer is the language of the Kmhmu people, an aboriginal tribe from Laos.
4 The Zuni are an american aboriginal tribe originating in New Mexico and Arizona.
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as beat, speed, and patterns of rhythm). Some listeners also consider rhyme and
repetition as features of song. Other listeners chose to describe speech as it
compares to singing, but the same basic features were used, and the listeners
described speech as the absence of the features necessary for singing, like pitch,
rhythm, and vibrato. These features are described in more detail in Section 4.

Some listeners describe the differences between speech and song using more
elusive terms which do not relate to a definable feature. These include“emotion”,
“flow” and “feeling”. Some example comments are:

232 “There’s something in the amount of ‘feeling’ behind what is being said
that pushes it toward speech. Good luck quantifying that!”

236 “The process of identifying speech and singing is subjective to the listener
as well as to the person who’s voice is being heard.”

347 “Near the end I became aware of a dimension of clarity and sharpness of
pitch that characterizes singing.”

4 Pitch and Fundamental Frequency

As discussed in the previous section, many perceptual differences between talk-
ing and singing rely on the perception of the pitch of the utterance. Indeed,
perceptual differences such as rhythm and repetition can also be inferred from
the pitch track of the utterance. The pitch is the perceptual analogue of the fun-
damental frequency (f0) of the signal, the lowest frequency at which the signal
repeats. Most higher harmonics of a periodic signal are related in frequency to
the f0 by whole-number ratios, and have less energy than the f0.

Only periodic or pseudo-periodic waveforms can have a valid f0. Perceptually,
periodic and pseudo-periodic signals have a pitch. These are not, however, the
only signals that can produce the perception of pitch. Filtered noise in specific
contexts can seem pitch-like. For the remainder of the discussion, however, we
will restrict our subject to periodic and pseudo-periodic signals

It should be noted here that while aperiodic signals can give the perception of
pitch, as in the case of filtered noise, the human voice can produce musical notes
with lyrics only when a glottal pulse is active—only when a voiced phoneme is
being produced. One cannot sing whispered notes, unless lyrics are abandoned.
The pitch of a sung note is determined by the frequency of the glottal pulse
driving the vocalization. When whispering, a chaotic airflow is passed through
the vocal tract instead of a glottal pulse, and this airflow has no inherent pitch.
Only by manipulating the resonant frequencies of the vocal tract can a per-
son impart a perception of pitch on the chaotic airflow, and that vocal tract
then cannot be used to generate the resonant frequencies necessary for phoneme
production.

Periodic signals exactly repeat to infinity (w(t + τ) = w(t)) with a period of
τ and f0=τ−1 for the largest value of τ . Pseudo-periodic signals almost repeat
(w(t + τ) = w(t) + ε). There is a slight variation in the waveform from period
to period, but it can still be said to have f0 = τ−1, corresponding to the longest
period τ at which the waveform repeats within some tolerance ε.
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Table 1. Feature labels

Label Feature
VAC Vibrato, using autocorrelation
VF T Vibrato, using fast Fourier transform

M(f0) Maximum f0

m(f0) Minimum f0

μ(f0) Mean f0

σ(f0) Standard deviation of f0

M(f ′
0) Maximum f ′

0

μ(f ′
0) Mean f ′

0

σ(f ′
0) Standard deviation of f ′

0

Rs Segment f0 track repetition
μs(f0) Segment-based mean f0

σs(f0) Segment-based standard deviation of f0

PVf0 f0-based proportion of voiced frames
PUf0 f0-based proportion of unvoiced frames

Extracting f0 from a signal will only make sense if the waveform is periodic.
f0 detectors often serve a dual purpose in this case—if the detected f0 makes
sense for the rest of the signal, then the signal is considered to be periodic. If the
f0 appears to vary randomly or if the detector provides an impossible or invalid
result, the signal is considered to be aperiodic. Often, programmers will build
into their algorithms some measure of periodicity detection, and the system will
produce an impossible value, such as “0”, when the algorithm determines that
the waveform is aperiodic. For this work, the YIN f0 estimator [6] was used,
which also provides a confidence measure.

Pitch as a feature in sound classification systems has considerable precident.
In the multimedia database system, described in [7], f0 is an important feature
for distinguishing between pieces of music. Speech word boundaries are detected
using f0 in [8], with the reasonable assumption that large variations in f0 are
unlikely to happen in the middle of a word.

The features used in this work which are based on the pitch of the signal and
are presented in Table 1. The pitch of the signal is used to infer characteristics of
rhythm, pitch continuity, and syllable duration. These features consider the pitch
of the signal at multiple resolutions: Simple pitch statistics such as μ(f0) consider
the pitch at frame-sized time instances. The Segment-based features such as Rs

examine the pitch track over a syllabic segment, like a note or phoneme, broken
by non-pitched frames. The vibrato features, and the proportion of voiced and
unvoiced frames, consider the entire length of the signal.

5 Training

The features were trained on clips with membership in only one class (talking
or singing). Gaussian mixture models (GMMs) were generated as probability
density function estimators for the feature values for each class (talking, singing)
and the GMMs were compared.
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5.1 Gaussian Mixture Models

For a random variable, the probability density function is a measure of the
likelihood that a measurement of that variable will fall within a specified range.
Equation 1 shows the calculation of a probability from a PDF f(x):

P (a < X < b) =
∫ b

a

f(x)dx. (1)

The estimation of a PDF is the opposite problem: given a set of measurements
x1, x2, . . . of a random variable X , estimate the probability density at every point
in the range of possible values of X . The resulting function is called a probability
density estimation (PDE) and is notated by “ˆ”. Gaussian mixture models are
a specific example of the kernel method [9] of generating a PDE.

The set of measurements (represented by a series of delta functions) is con-
volved with a gaussian kernel, w(x), of appropriate size, as in Equation 2. The
effect is that a gaussian range of probability is added to the PDE for each mea-
surement. These gaussians“pile up”where they are close together, indicating high
probability density, and where the measurements are far apart, the gaussians are
separate, indicating low probability. The gaussians can be approximated by any
easily-generated bell-shaped curve, and for the talking and singing PDEs in this
work, a hann window5 [10] was used.

P̂X =
(δ × {x1, x2, . . .})⊗ w[n]∑∞

−∞((δ × {x1, x2, . . .})⊗ w[n])
(2)

The denominator term is added to satisfy the requirement that
∫
(P̂X)dx = 1.

A number of improvements to the kernel method are presented in [9], but it was
judged that the improvements in theoretical accuracy are small compared to the
required increase in computational complexity.

5.2 Class-Specific Feature Model Generation

Once the PDEs have been calculated, one each for the talking and singing classes,
the next step is to compare them. First, Kolmogorov-Smirnov (K-S) [11] statistics
are calculated to determine if there is a significant difference between the two
mixture models. If there is no significant difference, the feature is considered
not useful for a classification scheme. For those features with a significant K-S
distance, the PDEs are compared by taking the log difference between them, as
shown in Equation 3:

P̂s−t = log(P̂s)− log(P̂t) = log
P̂s

P̂t

. (3)

5 The hann window is similar to the more commonly used hamming window. These
windows are calculated as w[n] = a−b cos(2πn/M), 0 ≤ n ≤ M with a = 0.5, b = 0.5
for the hann window and a = 0.54, b = 0.46 for the hamming window.
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Fig. 1. Feature model of maximum f0, [M(f0)]

Fig. 2. Feature model of autocorrelation-based vibrato measure, [VAC ]

Here, P̂t is the PDE for the talking files, P̂s is the PDE for the singing files,
and P̂s−t is the comparative PDE used to judge fuzzy class membership.

In some situations, one or the other of the PDEs may be equal to zero, in
which case P̂s−t would approach ±∞. To avoid this, the comparative PDE is
hard-limited to ±1, with the following justification: Since

∫
(P̂X)dx = 1, P̂X ≤ 1,

and log(a ≤ 1) ≤ 0. Further, in comparing the two PDEs we are interested in
their relative values only where one PDE does not clearly dominate over the
other. If |P̂s−t| > 1, one PDE clearly dominates and the limit of ±1 is justified.
The improved formula P̂ ′

s−t is presented in Equation 4:

P̂ ′
s−t =

⎧⎨⎩
1, log(P̂s)− log(P̂t) ≥ 1,

−1, log(P̂s)− log(P̂t) ≤ −1,

log(P̂s)− log(P̂t), otherwise.
(4)
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Thus when |P̂s−t| < 1, soft or fuzzy membership is appropriate. Figures 1
and 2 show examples of these feature models.

6 Results: Feature Accuracy

The comparative PDE P̂ ′
s−t is used to evaluate each feature model against in-

dividual sound files with a-priori known ratings. For each evaluation file being
tested, each feature extractor is applied to obtain a set of feature values. Each
feature x generates a speech/song rating P̂ ′

s−t(x). This rating is evaluated in two
ways: absolute and relative correctness.

The absolute correctness is calculated thus: If the a-priori class of the file is
talking, and P̂ ′

s−t(x) < 0, the feature model behaved correctly for that file, and
is given a value of 1. If not, the feature model is given a value of 0.

The relative correctness of P̂ ′
s−t(x) is calculated by comparing the value of

P̂ ′
s−t(x) to the a-priori rating for the file. An a-priori rating of 5 (pure singing)

compared to P̂ ′
s−t(x) = 4.5 for a given feature, gives a correctness of 0.9, since

the difference between the target rating and the PDE is 10%.
The corpus was divided into sections, with the files from each section used to

develop separate versions of the system. This testing was done in two sessions,
first with four sections and then with ten sections. With four sections, four
separate systems were developed (using 75% of the corpus) and tested (on the
remaining 25%) for absolute and relative correctness.

The mean results from these four systems are presented in Table 2a, sorted
by absolute correctness. In the same way, ten separate systems were developed
and tested, and the mean results are presented in Table 2b.

Table 2. Feature correctness results for separated development and test data

(a) four sets: (b) ten sets:
Feature Relative Absolute Feature Relative Absolute

VAC 0.7937 0.8071 VAC 0.7921 0.8034
Rs 0.7800 0.7886 Rs 0.7823 0.7966

VF T 0.6415 0.7064 VF T 0.6421 0.7153
μ(f0) 0.6549 0.6779 μ(f0) 0.6616 0.6881
PUf0 0.6234 0.6560 PUf0 0.6309 0.6627

μs(f0) 0.5798 0.6376 μs(f0) 0.5786 0.6339
PVf0 0.5556 0.6191 PVf0 0.5564 0.6186

M(f0) 0.5785 0.5839 M(f0) 0.5850 0.6170
m(f0) 0.5665 0.5755 m(f0) 0.5754 0.6000
μ(f ′

0) 0.5423 0.5755 μ(f ′
0) 0.5504 0.5814

σ(f0) 0.5542 0.5722 σ(f0) 0.5491 0.5678
M(f ′

0) 0.5194 0.5571 M(f ′
0) 0.5178 0.5492

σs(f0) 0.5207 0.5537 σs(f0) 0.5182 0.5458
σ(f ′

0) 0.4860 0.4513 σ(f ′
0) 0.4955 0.5017
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7 Feature Models Applied to Intermediate Vocalizations

As a final evaluation of the developed feature models, intermediate vocalizations
from the speech-song corpus are tested. These clips were rated between speaking
and singing by listeners in the user study.

The intermediate vocalizations are considered to have fuzzy membership be-
tween speaking and singing, with a target membership provided by user ratings.
The goal therefore is to approach these target ratings with the features extracted
from the sound. Fuzzy membership in one class is considered to be equivalent
to the complementary membership in the other class. This is not a limitation of
the system but a consideration for simplicity - the class membership could be
separated, although a new set of data from human listeners would have to be
collected, with a pair of prompts (how song-like, how speech-like) instead of a
single continuum rating.

For each intermediate utterance clip, a feature value is calculated according
to the feature extractor algorithm. The feature value is then applied to the
feature model to generate a computed measure (Mc) between -1 and 1. This
rating is compared to the human measure (Mh), being the mean listener rating
for that clip, a value between 1 and 5. (The mean rating result is scaled to match
the feature result range), and the euclidean distance is calculated between these
ratings. If the computed measure and the human measure match, the distance
will be zero. If they are opposite, e.g. if Mc = −1 indicating talking and Mh = 5
indicating singing, the (maximal) distance will be 2.

The human measure is compared to the computed measure for each interme-
diate file applied to each feature, and the mean distances for all intermediate files
are presented in Table 3.These distances show that while no individual feature
model duplicates the human perception of intermediate vocalizations between
speech and song, some features do provide encouraging results. All features per-
form better than chance.

Table 3. Feature model results compared to human ratings of intermediate files

Feature Mean Distance
VF T 0.4122

μs(f0) 0.5189
VAC 0.5241

Rs 0.5498
PUf0 0.5762
PVf0 0.5804
σ(f ′

0) 0.5956
σs(f0) 0.6007
μ(f ′

0) 0.6212
m(f0) 0.6643
M(f ′

0) 0.7162
M(f0) 0.7958
σ(f0) 0.8068
μ(f0) 0.8148
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8 Conclusions

The analysis of human utterances using pitch-based metrics can provide suffi-
cient information for placing an utterance along a continuum between speaking
and singing, such that a sound thus classified has membership in both categories
to a degree. This is the basis of fuzzy classification, and removes the require-
ment of forcing an “in-between” sound into one of two hard categories. Partial
membership in both categories also allows for the possible refinement of the
continuum into a set of sub-categories around which similar sounds may be clus-
tered, such as poetry, rap and chant. The pitch-based features which have been
discussed are evaluated in isolation and found to produce reasonable levels of
correctness. Used in a multi-dimensional system, it is expected that an accurate
human utterance classification will be possible.
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Abstract. Autonomic machines interacting with human should have
capability to perceive the states of emotion and attitude through implicit
messages for obtaining voluntary cooperation from their clients. Voice
is the easiest and the most natural way to exchange human messages.
The automatic systems capable of understanding the states of emotion
and attitude have utilized features based on pitch and energy of uttered
sentences. Performance of the existing emotion recognition systems can
be further improved with the support of linguistic knowledge that specific
tonal section in a sentence is related to the states of emotion and attitude.
In this paper, we attempt to improve the recognition rate of emotion by
adopting such linguistic knowledge for Korean ending boundary tones
into an automatic system implemented using pitch-related features and
multilayer perceptrons. From the results of an experiment over a Korean
emotional speech database, a substantial improvement is confirmed.

1 Introduction

Humans interact in two kinds of channels: one transmits explicit messages about
information of a certain purpose; the other implicit messages about the people
themselves [1]. The explicit messages require conducting substantial behaviors,
while the implicit messages solicit to understand the ones’ motivational states.
Most of studies conducted until now have focused on analyzing the explicit mes-
sages for grammatical rules. In social relationships, however, voluntary coopera-
tion cannot be offered without understanding motivational states of the others.
With the advent of the ubiquitous world, it is required that autonomic machines
interacting with human have capability to perceive the implicit messages, i.e.
the states of emotion and attitude.

Voice is the easiest and the most natural way to exchange the two kinds of
messages. During last three decades, many studies have been attempted in au-
tomatic speech recognition systems to analyze the explicit messages spoken by
human, finding out the linguistic structure [2]. As compared, it has been only a
few years since the implicit messages were taken an interest in to process paralin-
guistic meaning of spoken language [3], [4]. Representative tools for processing
paralinguistic information are pitch and energy of uttered speech sentences.

D. Śl ↪ezak et al. (Eds.): RSFDGrC 2005, LNAI 3642, pp. 304–313, 2005.
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Approaches to measuring paralinguistic information can be classified into
static and dynamic methods. Features for recognizing the states of emotion and
attitude are statistics of pitch and energy in static method [5] and contours of
pitch and energy in several differential orders in dynamic method [6] from the
entire sentence. Recently a novel approach was attempted to involve linguistic
information into emotion recognition and reported lower errors than those of
static and dynamic methods [7].

The outcome of [7] suggests the necessity of adopting linguistic knowledge
in processing paralinguistic information to enhance reliability of recognizing the
states of emotion and attitude. O’Connor and Arnold [8] said that there were
seven nuclear tones in English and each tone meant the emotional and attitudi-
nal states of speakers such as earnest, calm, surprise, etc. Jun [9] and Lee [10]
argued that meaning of ending boundary tones in Korean sentences was espe-
cially related with emotional and attitudinal states. From the results of those
studies, more reliable recognition of emotional and attitudinal states would be
obtainable if importance is put more on the nuclear tones in English and the
ending boundary tones in Korean.

In this paper we attempt to improve the performance of the existing au-
tomatic emotion recognition system based on static method by putting more
weight on the statistics from the ending boundary tones in Korean sentences. In
our emotion recognition system each Korean sentence is divided into two parts:
leading body and ending tail. Body has double length of tail and the tail in-
cludes the ending boundary tone. An optimal ratio of weights of body and tail
is searched for to get the best emotion recognition rate on a Korean emotional
speech database. The improvement in recognition rate is reported by applying
the optimal ratio of weights to the existing emotion recognition system.

2 Effect of Korean Ending Boundary Tones on Expression
and Perception of Emotion

Humans express their emotions in many ways such as speech, facial expression,
tear, gesture, etc. Among them speech is the most natural and versatile tool to
express emotions. Though the external expression and the internal state for an
emotion do not always coincide, hearers try to guess through the utterance what
the emotion is. Intonation is one of the most important means to verbalize emo-
tional states. In this section, we attempt to understand the relationship between
intonation and emotion in English and Korean languages through literatures.

The relationship between intonations and their corresponding intentions has
been studied since an interest for intonational phonology was taken. O’Connor
and Arnold [8] said that English sentences consisted of one or more tones and
each tone had components of pre-head, head, and nuclear tone. There are seven
nuclear tones in English: low falling, high falling, low rising, full rising, rising-
falling, falling-rising, and middle-level. O’Connor and Arnold argued the nuclear
tones were related to speaker’s emotional and attitudinal states such as earnest,
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calm, surprise, etc. From their point of view, it can be inferred that the relation
of intonation to emotion and attitude is very close.

In another view of intonational phonology by Pierrehumbert and Hirschberg
[10], a sentence can have one or more intonational phrases (IPs). A boundary
tone is marked and realized in the final syllable of IP. There are nine boundary
tones and they are separated into two groups; one group includes the labels, L%,
HL%, LHL%, HLHL%, LHLHL%; the other H%, LH%, HLH%, LHLH%, where L
designates the low tone, H the high tone, and % the ending of sentence. It should
be noted that the boundary tones are the same concept as the nuclear tones.
Pierrehumbert and Hirschberg investigated that the boundary tones delivered
information about pragmatic meaning like emotion, attitude, modality, etc., as
well as the type of sentence such as declarative, imperative, interrogative, etc.

One of the characteristics of Korean language is the left branching, which
means that the most important grammatical constituent is placed at the right
position of the others. In this way, the boundary tones at the ending of a sentence
have possibility to be combined with the meaning of the whole sentence. There-
fore, in Korean language ending boundary tones are important to understand
the relationship between intonations and their meanings.

Several Korean researchers have sought for the effect of the ending bound-
ary tones on emotion and attitude of speakers. Jun [9] described meanings of
some Korean ending boundary tones, especially in consideration of emotion or
attitude, as follow:

1) LHL% - persuasive, insistent, confirmative, annoyed, irritative;
2) LH% - annoyed, unpleasant, unbelievable;
3) HLH% - confident so expecting listener’s agreement;
4) LHLH% - annoyed, irritative, unbelievable;
5) HLHL% - confirmative, insistent, nagging, persuasive;
6) LHLHL% - more intensive emotion than being annoyed.

Lee [11] suggested application of the intonational phonology into Korean lan-
guage to study the attitudinal functions of the ending boundary tones. He men-
tioned the functions of Korean ending boundary tones by relating them to emo-
tion and attitude as

1) Low level - conclusive, cold;
2) High level - interested, surprised.

From the results of the studies having been conducted in intonational phonol-
ogy, it is known that the boundary tones are very important to grasp the emo-
tional states of a sentence uttered by a certain speaker. Especially in Korean
language, the key effects raised by intonation are concentrated on the ending
boundary tones of a sentence. Therefore, more reliable recognition of emotional
states would be obtainable if importance is concentrated more on the boundary
tones in English and the ending boundary tones in Korean. In the next section,
adopting the intonational phonological knowledge about Korean ending bound-
ary tones we will investigate the effect on improvement of emotion recognition
capability by experiment.
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3 Experiment

To adopt the linguistic knowledge reviewed in Section 2 into automatic emotion
recognition system, we implemented a system based on the existing static fea-
turing method and multilayer perceptrons (MLPs), and made the system have
more importance on the statistics from the vocal section including the ending
boundary tones than on those from the other section. This implemented sys-
tem is evaluated on a Korean emotional speech database and an optimal weight
imposed on the ending boundary tones is searched for to achieve the best recog-
nition rate.

3.1 Implemented System

The emotion recognition system implemented in this paper uses pitch-related
features and MLP as emotional parameters and pattern recognition method, re-
spectively. The system goes through four procedures: isolating speech sentences,
analyzing the sentences for pitch contour, calculating emotional features, and
learning and classifying emotions.

It is essential to isolate a speech sentence from input sound signal because fea-
tures to recognize emotions should be extracted from the sentence. To achieve
this work, an endpoint detection algorithm based on the method of Rabiner
and Sambur [12] is developed in our system. This algorithm uses signal en-
ergy and zero-crossing rate as speech-detection parameters, and has a charac-
teristic of real-time processing. This algorithm goes through seven states as de-
picted in Fig. 1: algorithm launching (START), silence (SILENCE), starting of
voiceless sound suspected (VL START SUS), starting of voiced sound suspected
(V START SUS), starting of speech determined (S START DET), ending of
speech suspected (S END SUS), and ending of speech determined (STOP).

Pitch contour is extracted from the sentence isolated in the previous proce-
dure. The pitch extraction algorithm in our system is adopted and partly mod-
ified from the algorithm proposed by David and Niederjohn [13]. In the original
pitch extraction algorithm, the standard short-time autocorrelation function is
calculated for each successive 30 ms speech segment. Successive segments are
overlapped by 66.7%. Based on the original algorithm, we modified the method

Fig. 1. State diagram for isolating a speech sentence from input sound signal
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Table 1. Pitch-related features used in the implemented system

Feature No. Description

1 Mean of pitches
2 Standard deviation of pitches
3 Maximum of pitches
4 Relative position of the maximum to the length of the entire sentence
5 Minimum of pitches
6 Relative position of the minimum to the length of the entire sentence
7 Maximum in rising gradients
8 Mean of rising gradients
9 Maximum in falling gradients
10 Mean of falling gradients
11 Mean of gradients
12 Area formed by pitch contour whose bottom line is the minimum

to determine voicing of the signal by using energy spectrums from low and high
frequency bands. If the energy of high band is larger than that of low band, it
can be inferred that the segment is not part of voiced sound and the segment is
discarded to skip the extraction of pitch.

In many emotion recognition systems based on static method, speech energy
as well as pitch is used for the ingredient of emotional features. However, our sys-
tem uses only pitch-related features because speech energy is apt to be distorted
by amplification of microphone and distance between source and destination of
utterance. The twelve pitch-related features used in our system are selected from
ones used in [5] and [7]. They are described in Table 1.

Using the twelve features as input patterns, MLPs learn full-blown emotions
of speakers by the patterns and classify newly incoming patterns into the emo-
tions. An MLP consists of one input layer, more than zero hidden layer(s) and
one output layer [14]. The input layer receives the patterns, the hidden layer de-
termines the learning capability for the network’s behavior and the output layer
presents the recognized scores of modeled emotions. Each layer consists of one
or more computational nodes and all nodes in a layer are fully connected with
the nodes of the facing layers. Error backpropagation (EBP) algorithm widely
used to train MLPs is based on the steepest gradient descent method [14]. The
EBP achieves a desired behavior of an MLP, i.e. classifying input patterns into
the corresponding full-blown emotions, by propagating the error between the
current output and the desired output of the MLP back from output layer to
input layer and by adjusting weights of the MLP so that the error reaches to the
minimum.

3.2 Emotional Speech Database

The emotional speech database is designed for both developing and testing
speaker and sentence independent emotion recognition system. The emotions
targeted by the database include joy, sadness, anger, and neutral. The sentences
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are thirty-one declarative and fourteen interrogative Korean sentences, and each
is uttered three times by three males and three females who are all Korean am-
ateur actors. Each uttered sentence is recorded in a calm office room by using a
digital audio taperecorder with the sampling rate of 16 kHz and the quantization
of 16 bits. There are silent durations of about 50 ms before and after each sen-
tence. A subjective listening test conducted to another thirteen Korean audience
using this emotion speech database presented the recognition rate of 78.2%.

3.3 Experiment Conditions

To confirm the effect of the ending boundary tones on emotion recognition, three
conditions of experiment are set up. First, an ordinary evaluation is conducted
to obtain the basis performance for the emotional speech database. Under this
condition, the emotion label recognized is determined by

L = SelMax(Mi(Fwhole)), i ∈ {joy, sadness, anger, neutral} (1)

where Fwhole stands for feature vector of the whole sentence, Mi for output
vector for the emotions modeled, SelMax for function to select the label L of
the maximum output. Second, separation of sentences into leading bodies and
ending tails, where each body has double length of tail, is performed to identify
the higher importance of tails, which include ending boundary tones, to those of
bodies. Under this condition, the emotion label recognized is determined by{

Lbody = SelMax(Mi(Fbody))
Ltail = SelMax(Mi(Ftail))

, i ∈ {joy, sadness, anger, neutral} (2)

where Lbody is the label selected for the feature vector Fbody of body and Ltail for
the feature vector Ftail of tail. Third, the optimal ratio of weights on recognition
outcomes for bodies and tails is searched for to get the best recognition rate of
emotions. Under this condition, the emotion label recognized is determined by

L = SelMax(a ·Mi(Fbody) + b ·Mi(Ftail)), i ∈ {joy, sadness, anger, neutral}
(3)

where a and b are the weights on the output vectors of MLPs for body and tail,
respectively.

Evaluation results are taken for each speaker with all the forty-five sentences
in the emotional speech database. Two of three utterances for each sentence and
emotion are used for training MLPs and the other for testing. Therefore, there
are 360 (45 sentences * 2 times * 4 emotions) utterances used for training and
180 (45 * 1 * 4) for testing for each speaker. All results presented are the averages
of the outcomes which are obtained by ten times of training and testing an MLP.

The MLP used in this experiment consists of input layer, one hidden layer,
and output layer. Input layer has twelve input points corresponding to the pitch-
related features, hidden layer fifty nodes, and output layer four nodes correspond-
ing to the kinds of emotions to be recognized. All the patterns used for training
and testing are normalized to have the range from -1.0 to +1.0. Learning rate of
0.05 and objective error energy of 0.05 are taken as learning parameters for EBP.
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3.4 Results

The experimental results under the three conditions mentioned above are pre-
sented in Fig. 2. The first row is for the ordinary evaluation, the second and
third rows for bodies and tails, respectively, on separation and the fourth row
for the searched optimal weighting ratio on bodies and tails. It is noted that the
total recognition rate under the optimal weighting condition was 4% higher than
that under the ordinary condition, as well as individual recognition rates were
increased for all the emotions.

The changing curve of recognition rates is depicted in Fig. 3, when different
weight pairs are applied to bodies and tails. The figure shows that when more
importance is imposed on the tails of sentences the recognition rates are higher
than that under the ordinary condition and the system achieves the best recog-
nition rate at the weight pair [0.5, 0.5]. Tables 2 and 3 provide the confusion
matrices, in which the numbers are the counts of output labels recognized for
each input emotional label of bodies and tails, respectively. Except the emotional
state joy, the confusions of all emotional states for tails became lower than those
for bodies.

Fig. 2. Average recognition rates for each emotion and for the whole emotions under
three experimental conditions

4 Discussion

Boundary tones have been known to play an important role in verbal emotion
communication. Intonation at boundary tones is very important to express and
percept emotional states of oneself and any other speakers. In Korean language,
ending boundary tones have been reported to have an effective function on com-
municating emotion due to the left branching characteristic of Korean. If the
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Fig. 3. Change of recognition rates according to various weight pairs in [body, tail]

Table 2. The counts of utterances recognized as output labels for each input emotional
label in the evaluation for bodies

Input \ Output Neutral Joy Sadness Anger

Neutral 32.0 2.7 8.7 1.7
Joy 2.2 25.2 2.9 14.8

Sadness 10.5 6.0 25.1 3.4
Anger 1.5 14.5 1.8 27.2

Table 3. The counts of utterances recognized as output labels for each input emotional
label in the evaluation for tails

Input \ Output Neutral Joy Sadness Anger

Neutral 34.1 3.4 5.6 1.9
Joy 2.5 23.6 3.3 15.6

Sadness 5.9 3.8 31.2 4.1
Anger 0.8 10.0 1.1 33.2

researched results of intonational phonology are verifiable in real-world systems,
it is probably arguable to adopt the linguistic knowledge into the existing emo-
tion recognition systems to get higher reliability on recognition performance. The
experiment results presented in Section 3 are the good grounds of the argument.

In Fig. 2, we can notice that the contribution of tails to emotion recognition
is over that of bodies for all emotions except joy. It might be inferred that the
performance result under the ordinary condition is based on that of tails. In the
experiment most of tails include Korean ending boundary tones, so the results
in intonational phonology are confirmed with this outcome.

The higher recognition rates for the whole emotions were acquired when
higher weights were imposed on sections of tails as seen in Fig. 3. The point of
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[0.66, 0.34] is where the equal importance is imposed on bodies and tails. In the
figure, the range of weight pairs from [0.1, 0.9] to [0.6, 0.4] covers higher rates
than that under the ordinary condition. It implies the method of adjusting the
importance on tails to the higher is effective to achieve more reliable emotion
recognition.

However, it needs to be more studied that a different situation was occurred
at the emotional state joy. Although there were confusable emotion pairs in the
results, i.e. between neutral and sadness, and between joy and anger, only the
joy showed poorer hit count in the evaluation for tails than that for bodies as
seen in Tables 2 and 3. It may be caused by the reason that other boundary tones
as well as the ending boundary tone had influence on the emotional expression
and perception in Korean. The effect from more weighting tails held good even
in the joy but the improvement was so trivial. A hierarchical weighting method
can be devised to amend this problem.

5 Conclusion

We have investigated so far the application of intonational phonological knowl-
edge for Korean ending boundary tones to an automatic emotion recognition
system based on static method to enhance the reliability of emotion recogni-
tion. The effect of Korean ending boundary tones on emotional behavior was
proved through the higher recognition rates of tails, which include the ending
boundary tones. In consequence, more credible result for recognizing emotions
was obtained by inflicting more significance on tails. This research has a signif-
icant meaning and necessity for adopting intonational phonology into practical
emotion recognition systems. In the future work, the role of general boundary
tones in automatic recognition of emotions will need to be more explored for
vocal sentences in English as well as in Korean.
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Abstract. Investigating subjective values of audio data is both inter-
esting and pleasant topic for research, gaining attention and popularity
among researchers recently. We focus on automatic detection of emotions
in songs/audio files, using features based on spectral contents. The data
set, containing a few hundreds of music pieces, was used in experiments.
The emotions are grouped into 13 or 6 classes. We compare our results
with tests on human subjects. One of the main conclusions is that multi-
label classification is required.

Keywords: Music information retrieval, sound analysis.

1 Introduction

Automatic recognition of emotions in music is a difficult task because of many
reasons. First of all, there is no any universal way or any standard of describing
sound files. Several kind of descriptors can be generated from sounds without
any warranty that they reflect any emotions. Moreover, especially in the case
of emotions, any classification (also subjective one) can be ambiguous – every
subject may classify emotions in a little bit different way. However, for listeners
from similar cultural background, one may expect to obtain similar classification.
Therefore, we considered this topic worth investigations.

We present some initial experiments performed on a database of 870 sound
files classified to 13 or 6 classes of emotions. To describe the files we used a
number of spectral descriptors. In the paper, we discuss the obtained results and
draw the conclusions how to detect the emotions better.

2 Data Parametrization

Automatic parametrization of audio data for classification purposes is hard be-
cause of ambiguity of labeling and subjectivity of description. However, since a
piece of music evokes similar emotions in listeners representing the same cultural
background, it seems to be possible to obtain parametrization that can be used
for the purpose of extracting emotions. Our goal was to check how numerical
parameters work for classification purposes, how good or low is classification
accuracy, and how it is comparable with human performance.

D. Śl ↪ezak et al. (Eds.): RSFDGrC 2005, LNAI 3642, pp. 314–322, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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Objective descriptors of audio signal characterize basic properties of the in-
vestigated sounds, such as loudness, duration, pitch, and more advanced proper-
ties, describing frequency contents and its changes over time. Some descriptors
come from speech processing and include prosodic and quality features, such as
phonation type, articulation manned etc. [12]. Such features can be applied to
detection of emotions in speech signal, but not all of them can be applied to
music signals, which require other descriptors. Features applied to music sig-
nal include structure of the spectrum - timbral features, time domain features,
time-frequency description, and higher-level features, such as rhythmic content
features [7], [9], [13], [14].

When parameterizing music sounds for emotion classification, we assumed
that emotions depend, to some extend, on harmony and rhythm. Since we deal
with audio, not MIDI files, our parametrization is based on spectral contents
(chords and timbre). Western music, recorded stereo with 44100 Hz sampling
frequency and 16-bit resolution was used as audio samples. We applied long
analyzing frame, 32768 samples taken from the left channel, in order obtain more
precise spectral bins, and to describe longer time fragment. Hanning window was
applied, and spectral components calculated up to 12 kHz and no more than 100
partials, since higher harmonics did not contribute significantly to the spectrum.

The following set of 29 audio descriptors was calculated for our analysis
window [14]:

– Frequency: dominating fundamental frequency of the sound
– Level: maximal level of sound in the analyzed frame
– T ristimulus1, 2, 3: Tristimulus parameters calculated for Frequency, given

by [10]:

T ristimulus1 =
A2

1∑N
n=1 A

2
n

(1)

T ristimulus2 =
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T ristimulus3 =
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n

(3)

where An denotes the amplitude of the nth harmonic, N is the number of
harmonics available in spectrum, M = &N/2' and L = &N/2 + 1'

– EvenHarm and OddHarm: Contents of even and odd harmonics in the
spectrum, defined as

EvenHarm =

√∑M
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– Brightness: brightness of sound - gravity center of the spectrum, defined as

Brightness =
∑N

n=1 nAn∑N
n=1 An

(6)

– Irregularity: irregularity of spectrum, defined as [5], [6]

Irregularity = log

(
20

N−1∑
k=2

∣∣∣∣∣log
Ak

3
√
Ak−1AkAk+1

∣∣∣∣∣
)

(7)

– Frequency1,Ratio1, ..., 9: for these parameters, 10 most prominent peaks
in the spectrum are found. The lowest frequency within this set is chosen
as Frequency1, and proportions of other frequencies to the lowest one are
denoted as Ratio1, ..., 9

– Amplitude1,Ratio1, ..., 9: the amplitude of Frequency1 in decibel scale,
and differences in decibels between peaks corresponding to Ratio1, ..., 9 and
Amplitude1. These parameters describe relative strength of the notes in the
music chord.

3 Experiment Setup

Investigations on extracting emotions from music data were performed on a
database of 870 audio samples. The samples represented 30 seconds long ex-
cerpts from songs and classic music pieces. This database was created by Dr.
Rory A. Lewis from the University of North Carolina at Charlotte. Therefore,
all audio file were labeled with information about emotions by a single subject.
The pieces were recorded in MP3 format and next converted to au/snd format
for parametrization purposes. Sampling frequency 44100 Hz was chosen. Para-
metrization was performed for 32768 samples (215) frame length. The data set
is divided into the following 13 classes, covering wide range of emotions [7]:

1. frustrated,
2. bluesy, melancholy,
3. longing, pathetic,
4. cheerful, gay, happy,
5. dark, depressing,
6. delicate, graceful,
7. dramatic, emphatic,
8. dreamy, leisurely,
9. agitated, exciting, enthusiastic,

10. fanciful, light,
11. mysterious, spooky,
12. passionate,
13. sacred, spiritual.
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Class No. of objects Class No. of objects 
Agitated 74 Graceful 45 
Bluesy 66 Happy 36 
Dark 31 Passionate 40 
Dramatic 101 Pathetic 155 
Dreamy 46 Sacred 11 
Fanciful 38 Spooky 77 
Frustrated 152   
 

Fig. 1. Representation of classes in the 870-element database

Number of samples in each class is shown in Figure 1.
Some classes are underrepresented, whereas others are overrepresented in

comparison with the average number of objects in a single class. Moreover, la-
beling of classes is difficult in some cases, since the same piece may evoke various
emotions. Therefore, we decided to join the data into 6 superclasses as follows
(see [7]):

1. happy and fanciful,
2. graceful and dreamy,
3. pathetic and passionate,
4. dramatic, agitated, and frustrated,
5. sacred and spooky,
6. dark and bluesy.

The classification experiments were performed using k-NN algorithm, with k
varying within range 1..20, and the best k in each experiment was chosen. We
decided to use k-NN because in the first experiments it outperformed classifiers
of other types. For training purposes, 20% of the data set was removed and then
used as test data after finishing training; this procedure was repeated 5 times
(i.e., standard CV-5 procedure was applied). Next, the results were averaged. In
order to compare results with Li and Ogihara [7], we performed experiments for
each class separately, recognizing them in a binary way - one class against the
rest of the data. The binary classification can be a good basis for construction
of a general classifier, based on a set of binary classifiers [1].

4 Results

The experiments described in the previous section were first performed on a
smaller data set, containing 303 objects, as presented in Figure 2. These exper-
iments yielded results presented in Figure 3.

The results can be well compared with the results obtained by Li and Ogihara
[7]. They obtained accuracy ranging from 51% to 80% for various classes and
30-element feature vector, with use of 50% of data for training and the remaining
50% of the data set, consisting of 599 audio files, also labeled by a single subject
into the same 3 classes, and then into 6 classes, as described in section 3. We
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Class No. of objects Class No. of objects 
Agitated 16 Graceful 14 
Bluesy 18 Happy 24 
Dark 6 Passionate 18 
Dramatic 88 Pathetic 32 
Dreamy 20 Sacred 17 
Fanciful 34 Spooky 7 
Frustrated 17   
 

Fig. 2. Representation of classes in the collection of 303 musical recordings for the
research on automatic classifying emotions

Class No. of objects k-NN Correctness 
1. happy, fanciful 57 k=11 81.33% 
2. graceful, dreamy 34 k=5 88.67% 
3. pathetic, passionate 49 k=9 83.67% 
4. dramatic, agitated, frustrated 117 k=7 62.67% 
5. sacred, spooky 23 k=7 92.33% 
6. dark, bluesy, 23 k=5 92.33% 
 

Fig. 3. Results of automatic classification of emotions for the 303-element database
using k-NN

Class No. of objects Correctness 
1. happy, fanciful 74 95.97% 
2. graceful, dreamy 91 89.77% 
3. pathetic, passionate 195 71.72% 
4. dramatic, agitated, frustrated 327 64.02% 
5. sacred, spooky 88 89.88% 
6. dark, bluesy, 97 88.80% 
 

Fig. 4. Results of automatic classification of emotions for the 870-element database

also performed experiments for the same 6 classes, using k-NN classifier, i.e.,
examining all 6 classes in parallel. These experiments yielded 37% correctness
(and 23.05% for 13 classes), suggesting that further work was needed. Since we
suspected that uneven number of objects in classes and not too big data set could
hinder classification, the 870-element data set was used in further experiments.

The results of experiments with binary classification performed on the full
data set, containing 870 audio files, are presented in Figure 4. The best results
of experiments were obtained in k-NN for k = 13. As we can see, the results
have been even improved comparing to the small data set. However, general
classification for all classes examined in parallel was still low, comparable with
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results for 303-element data set, since we obtained 20.12% accuracy for 13 classes
and 37.47% for 6 classes.

Because of the low level of accuracy in general classification, we decided to
compare the results with human performance. Two other subjects with musical
background were asked to classify a test set of 39 samples, i.e., 3 samples for
each class. The results convinced us that the difficulty is not just in the parame-
trization or method of classification, since the correctness of assessment yielded
24.24% and 33.33%, differing essentially on particular samples. This experiment
suggests that multi-class labeling by a few subjects may be needed, since various
listeners may perceive various emotions while listening to the same file, even if
they represent the same cultural and musical background.

5 Multi-class Labeling

In our experiments we used a database of music files collected by a professional
musician acting as an expert. Every file was labeled and classified to exactly one
class representing particular kind of emotion. One of the first remarks of the
expert was that in several cases it is impossible to classify a song to exactly one
class. First of all, the nature of the song and the melody can be labeled by more
than one adjective. Secondly, labeling is very subjective and different people may
use various associations. This is because the perception of sounds by humans is
not uniform. The perception can be dominated by different factors, e.g., by
particular instrument or by vocal, and thus, different labels can be attached to
the same piece of sound.

The results of our initial experiments (i.e., with 13 decision classes) one may
interpret as not satisfactory. One reason of low results is that the set of used
descriptors is relatively small. However, we claim that the most important factor
is that the files were initially classified to single classes only. To confirm this we
conducted the following experiment. We asked another two musicians (female
and male) to classify the sound files to the same categories as the initial labeling.
As we stated in the previous section, the results were very surprising in that the
quality of recognition by a human was worse than one obtained by k-NN.

From the discussions with the experts it follows that the main difficulty while
performing the classification was that they had to choose one class only, whilst
in most cases they found at least two class labels appropriate. Therefore, we
suggest to use multi-class labeling, i.e., to allow labeling each piece of sound
with any number of labels.

The data that can be classified to more than one class are known in the
literature as multi-label data [2,8,4]. This kind of data is often being analyzed
in text mining and scene classification, where text documents or pictures may
have been attached several labels describing their contents.

There are several problems related to multi-label data analysis, including:
selecting training model with multi-label data, using testing criteria, and evalu-
ating multi-label classification results.
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5.1 Training Models

One of the basic questions of training phase of classifier’s induction is how to
use training examples with multiple labels? There are a few models commonly
used.

The simplest model (MODEL-s) assumes labeling of data by using single
label – the one which is most likely.

MODEL-i assumes ignoring all the cases with more than one label. That
means that there can no data to be used in the training phase if there are no
data with single label.

In MODEL-n there are created new classes for each combination of labels
occurring in the training sample. The main problem of this model is that the
number of classes easily becomes very large, especially when we consider not
only two, but three and more labels attached to one sample. Therefore, the data
become very sparse, and, as result of that, several classes can have very few
training samples.

The most efficient model seems to be MODEL-x, cross-training, where sam-
ples with many labels are used as positive examples, and not as negative exam-
ples, for each class corresponding to the labels.

5.2 Testing Criteria

We assume that we build models for each base class only, and not for combination
of classes (MODEL-n) because of sparseness of data as discussed above. As an
exemplary classifier we use Support Vector Machines (SVM) [3] as they are
recognized to give very good results in text and scene classification, i.e., in multi-
label data.

Now, let us see how can we obtain multiple labels from the outputs of each
of the models. In standard 2-class SVM the positive (negative) output of a SVM
for a testing object means that it is a positive (negative) example. In the case
of multi-class problems there are several SVMs built – one for each class. The
highest positive output of SVMs determines the class of a testing object. How-
ever, it can happen that no SVM gives positive output. This approach can be
extended to multi-label classification.

Let us consider the following three testing (labeling) criteria.
P-criterion labels the testing object with all classes corresponding to positive

output of SVM. If no output is positive than the object is unlabeled.
T-criterion works similarly to P-criterion, however, if no output is positive

than the top value is used for labeling.
C-criterion evaluates top values that are close each other no matter whether

they are positive or negative.

5.3 Evaluating Classification Results

Evaluation of results differs from the classical case of single-label classification,
where testing object is classified either correctly or incorrectly. In the case of
multi-label data classification we can have more cases. If all the labels assigned
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to a testing object are proper then it is classified correctly – if all are wrong
then incorrectly. However, what makes it different from single-label classification,
only some of the labels can be attached properly – this is the case of partial
correctness.

Thus, except standard measures of quality of classification like precision or
accuracy, we need additional ones that take into account also partial correctness.
Some examples of such measures, for example one-error, coverage, and precision,
have been proposed in the literature (see, e.g., [11]). In [2] there are proposed
two methods, α-evaluation and base class evaluation of multi-label classifier eval-
uation that make it possible to analyze results of classification in a wide range
of settings.

6 Conclusions and Future Work

Difficult task of automatic recognition of emotions in music pieces was investi-
gated in our research. The purpose of this investigations was not only testing
how numerical parameters perform in objective description of subjective fea-
tures, but also assessment of the recognition accuracy, and comparison of results
with human subjects. The obtained accuracy is not high, but is of the same
quality as human assessment. Since humans differ in their opinions regarding
emotions evoked by the same piece, inaccuracies in automatic classification are
not surprising.

In the next experiments we plan to apply multi-class labeling of sounds and
develop the methodology for multi-label data classification.

We also plan to extend the set of descriptors used for sounds parametrization.
In particular, we want to investigate how values of particular parameters change
with time and how it is related to any kind of emotions.
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Abstract. Motion information represents semantic conception in video
to a certain extent. In this paper, according to coding characteristics
of MPEG, a global-motion analysis method via rough-set-based video
pre-classification is proposed. First, abnormal data in MPEG stream are
removed. Then, condition attributes are extracted and samples are classi-
fied with rough set to obtain global-motion frames. Finally, their motion
models are built up. So the method can overcome disturbance of local
motion and promote veracity of estimations for six-parameter global mo-
tion model. Experiments show that it can veraciously distinguish global
and non-global motions.

1 Introduction

With the development of network, computer and multimedia technologies, the
demands for video become greater. People attempt to find a quick way to obtain
interested material from video. Obviously, traditional retrieval based on text
can’t meet these demands, so content-based video retrieval has been proposed
as a solution to address this problem. This technology is relative with objects
instead of identifiers, with which video features, such as colors, textures and
motion types, are extracted from multimedia data to retrieve similar video data
from multimedia databases.

As the unique feature of video, motion information of objects and back-
grounds is essential in the research of video retrieval. As a result, motion-
information-based video retrieval has had broad attention. Video motions can
be divided into two types, global and local. The global motions are caused by
camera movements, and there are six motion types defined in MPEG-7, includ-
ing panning, titling, zooming, tracking, booming, and dollying. In recent years,
several parameter estimation methods for global motions in the uncompressed
domain have been proposed [1] [2] [3]. On the other hand, Tan and Saur [4] pro-
posed a quick parametric-global motion estimate algorithm by extracting motion
vectors of macroblocks from compressed data, and a video retrieval system based
on global motion information [5] was founded by Tianli Yu. However, the above
methods are unreliable if there are local motions or coding errors. In this pa-
per, we propose a new method to cope with these matters. Video frames are
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firstly classified before global-motion analysis, and non-global motion ones from
classification results won’t be processed.

Nevertheless, the classification may bring uncertainty and inconsistency. For
example, there are almost similar motion features between frames of two motion
types. Therefore, the theory of rough set as following may be useful. Rough
set theory [6] was proposed by Z Pawlak in 1982 as a powerful mathematical
analysis tool to process incomplete data and inaccurate knowledge. It’s a new
hot spot in the artificial intelligence field at present and has been widely used
in knowledge acquisition, knowledge analysis, decision analysis and so on [7].
Without any mathematical description of attributes and features of detected
objects in advance, directly from given knowledge classification, it determines
the knowledge reduction and educes decision rules via indiscernibility relations
and classes. Since there are uncertainty and inconsistency in the classification of
global and non-global motions, the rough set method is adopted to construct a
better global motion model.

2 Rough-Set-Based Video Pre-classification Modeling

2.1 Modeling Method

As for MPEG, each video sequence is composed of a series of Groups of Pictures
(GOP’s), in which ”I” frames are intracoded, ”P” frames are predictively coded,
and ”B” frames are bi-directionally predictive coded. The first frame in a GOP
is always the I frame intra coded by DCT. P frames are coded by taking the
previous I frame or P frame as reference frames while B frames are coded by
taking the nearest P frames and I frames as reference frames. Thus, the P frame
can best represent movements of the whole GOP. In this paper, video is pre-
classified just by analyzing information of P frames in the compressed domain.

The decision rules of video pre-classification depend on the foundation of
video information system, which is a 4-tuple, IS = (U,A, V, f). U is a finite
set of objects (universe), describing examples of P frames. A is a finite set of
attributes, that is A = {a1, a2, . . . , an} or A = C

⋃
D, where C denotes the

condition attributes of P frames, and D denotes the decision attributes, whose
values are motion types of P frames. Va is the domain of the attribute a. For
each a ∈ A, an information function is defined as fa : U → Va. This information
system can be also described using a two-dimensional decision information table,
in which each column denotes one example of U, each row denotes one attribute
of A, and each element denotes the value of one attribute that is the value of
information function fa.

Therefore, in order to complete an information table we need to extract
information data U and determine an attribute set A.

2.2 Extraction of U

For universality of samples, various test sequences are chosen, including cartoon
clips, advertisement clips, news clips. Then, after extracting many P frames
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(there are 1367 frames in our experiments), motion types of these P frames are
added by hand to form information data U.

2.3 Determination of A

The attribute set A is determined via analyzing many P frames. For our infor-
mation system, the analyzed data are extracted from P frames in the compressed
domain, including macroblock types and motion vectors.

The macroblock types are denoted as the field macroblock type in MPEG
stream. However, the field is just used in video decoding, but hardly in video
retrieval. To exploit temporal redundancy, MPEG adopts macroblock-level mo-
tion estimation. During motion estimation, the encoder first searches for the best
match of a macroblock in its neighborhood in the reference frame. If the predic-
tion macroblock and the reference macroblock are not in the same positions of
the frames, motion compensation is applied before coding. Given that No MC
means no motion compensation, when a macroblock has no motion compen-
sation, it is referred as a No MC macroblock. Generally, there are two kinds
of No MC, which are intra-coded No MC and inter-coded No MC. In typical
MPEG encoder architecture, there exists an inter/intra classifier. The inter/intra
classifier compares the prediction error with the input picture elements. If the
mean squared error of the prediction exceeds the mean squared value of the
input picture, the macroblock is then intra-coded; otherwise, it is inter-coded.
In fact, in a special case, when the macroblock perfectly matches its reference,
it is skipped and not coded at all. Furthermore, they can be divided into three
types, which are low change (L), middle change (M) and high change (H). So
the change ranges of frames are shown in the field macroblock type in a certain
degree.

Via the field macroblock type, ratios of macroblock types are defined as
follows:

RateH = Hcount/Tcount. (1)

RateM = Mcount/Tcount. (2)

RateL = Lcount/Tcount. (3)

Where Tcount is the whole count of a P frame, and the other Xcount are the
count of the macroblock type X.

In order to correctly process motion vectors, global and local abnormal data
need to be removed at first. Assumed that all motion vectors of a P frame are
based on Gaussian distributions, one motion model will be directly built up.
Motion vectors here are extracted via block matching algorithm, which tries to
find the best matches. However, there still exist random errors in low texture
areas of frames that are called abnormal data.

The coordinate system for a P frame where the original point is in the center
is shown in Fig. 1, in which the rectangle denotes a 16*16 macroblock, whose
coordinate is (i, j). The line emitting from the rectangle center denotes the
motion vector of the macroblock. We define:
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Eij =
√

v2
ijx + v2

ijy . (4)

θij = angle. (5)

where vijx is horizontal motion vector of macroblock (i, j) and vijy is the vertical,
Eij is its movement energy and θij is its movement direction.

X 

Y 

angle 

(i, j) 

Fig. 1. Movement energy and direction of the macroblock

The energy of the macroblock can be characterized by several levels. In order to
match human optical features, here it is non-uniformly quantified as five degrees:
0 ∼ 8, 8 ∼ 16, 16 ∼ 32, 32 ∼ 64, ≥ 64. Then we define:

ratio[i] = count[i]/sum. (6)

where sum denotes the sum of macroblocks with motion vectors, and count[i],
ratio[i] respectively denote the count and ratio of macroblocks in level i. A
proper threshold 7% is set here, which means that if ratio[i] is smaller than the
threshold, all motion vectors in qualified level i are set to zero.

For global motions, the movement trend of neighbor macroblocks is always
changed gradually. So are the local motions sometimes, but it becomes the fastest
in parts where different objects with different motions are tangent. As a result, we
use 3*3 detection matrixes to trim local abnormal data. The center of matrixes
as a reference point is compared with other eight macroblocks by the energy and
direction. Then sudden changed ones are removed during processing. After this
step, the following is defined:

RateM1 = Mcount1/Tcount. (7)

where Mcount1 is the count of macroblocks having motion vectors after deletion
of abnormal data, not as the definition in (2).

Sequentially, macroblocks are clustered by checking whether they are neigh-
boring. Class Sk is defined as:

Sk = {(i, j)|(i, j) are neighboring and Eij 	= 0}. (8)

Since the motion model of each clustered class is unique, we adopt a six-
parameter affine model to describe the movement of each class. The optimal
motion parameters as follows are calculated by using the least square method:

u = a0x + b0y + z0. (9)
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v = a1x + b1y + z1. (10)

where x and y are the horizontal and vertical coordinate of macroblocks, u and v
are the horizontal and vertical motion vector, a0, b0, z0, a1, b1, z1 are six motion
parameters describing models: a0, b0, a1, b1 describe the depth of motion scenes
and z0, z1 describe 2-D global or local motion [8]. Therefore, classes with the
similar motion models can be clustered further by taking six parameters above
into account. The count of final motion models is defined as ModuleNum.

A motion activity description is recommended in MPEG-7, in which the
describing of spatial distribution of motion activity represents motion density,
motion rhythm and so on. It can also be indirectly scaled with intensity of motion
vectors in the MPEG stream as follows [9]:

Cmv,avg =
1
IJ

I/2∑
i=−I/2

J/2∑
j=−J/2

Eij . (11)

where I and J are the width and height of a P frame in unit of a macroblock.
Referring to the literature [10], the motion centroid Com and motion radii

Rog are calculated as follows:

mpq =
I/2∑

i=−I/2

J/2∑
j=−J/2

ipjqf(i, j), where f(i, j) =
{

0 if Eij = 0
1 if Eij 	= 0 . (12)

Comx =
m10

m00
, Comy =

m01

m00
, Com =

√
Com2

x + Com2
y. (13)

Rogx =
√

m20

m00
, Rogy =

√
m02

m00
, Rog =

√
Rog2

x + Rog2
y. (14)

Next, feature attributes of information system need to be chosen. Due to cor-
relations among RateH , RateM and RateL, only RateH and RateL are se-
lected to describe ratios of different types of macroblocks together with RateM1.
ModuleNum is used to denote the count of main motions in a frame. The four
attributes above are computed not only by analyzing motion vectors but also by
extracting the field macroblock type in MPEG steam. The field macroblock type is
hardly referred in literatures, but it is crucial for us to distinguish global motion
frames from non-global motion frames in our experiments. So RateH , RateM ,
RateL and ModuleNum are defined for the first time. Referred to [9] and [10],
Cmv, avg, Com, Rog are also selected. Above all, seven feature attributes are
defined in order to construct the video pre-classification condition attribute set
C = {RateH,RateM1,RateL,ModuleNum,Cmv, avg,Com,Rog}. The seven
attributes can show differences between global motion model and non-global
motion model, such as ratios of different motions, the count of motions and
movement characteristics. As a result, those attributes are quite enough for video
classification. The decision attribute of the decision table is described that global
motion type is 1 and non-global motion type is 2. As an example, Table 1 shows
a decision table for example.
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Table 1. Example of decision table in video pre-classification system

RateH RateM1 RateL ModuleNum Cmv,avg Com Rog Type

0.167 0.121 0.712 1 3.320 0.279 3.732 2
0.179 0.129 0.692 3 1.909 0.192 2.067 2
0.475 0.25 0.275 2 4.427 0.136 2.269 1
0.636 0.053 0.311 1 2.867 0.61 5.734 2
0.863 0.0542 0.083 1 0.338 0.121 0.937 1
0.106 0.053 0.819 1 0.211 0.531 1.131 2
0.159 0.25 0.591 1 0.962 0.102 0.452 1
0.004 0 0.996 0 0 0 0 2
0.285 0.135 0.579 2 0.989 0.020 1.122 2

2.4 Extraction of Decision Rules Based on Rough Set

Extraction of decision rules via rough set theory includes the following steps.

Data Preprocessing. It includes deleting repeated records, filling missing data
and discretization. Comparison experiments show that Nguyen improved greedy
algorithm achieves the best result.

Reduction of Attributes. Here the reduction algorithm based on condition
information entropy is adopted.

Reduction of Values. The reduction algorithm based on decision matrixes is
adopted.

Obtaining Logic Rules According to Reduction of Values. Combined
with logic meanings of attributes, the rules derived from reduction of attributes
are analyzed to form logic rules, which are validated later taking coding features
of P frames into account.

3 Experiments and Analysis of Results

As said above, many kinds of video clips are selected for our experiment. 1367 P
frames extracted from them are taken as the data set U, 440 of which are global
motion frames and the others are non-global. 400 samples are randomly selected
from them as train data, in which 146 are global. Then, in order to produce the
video classification decision table used for rule obtainment, feature attributes of
those frames are extracted one by one according to attribute descriptions above.

In our experiments, RIDAS system is adopted as data mining platform, which
is developed by Institute of Computer Science and Technology, Chongqing Uni-
versity of Posts and Telecommunications in China [11]. The system integrates
almost 30 classical algorithms regarding rough set theory.

Since values of attributes are unique, there’s nothing missing in the informa-
tion table and the filling of missing data isn’t needed. Types of most data are
float, so discretization for data is necessary. Via Nguyen improved greedy algo-
rithm, the broken set can be obtained as listed in Table 2. From each broken set,



A Global-Motion Analysis Method 329

Table 2. Values of intervals of attributes after discretization

Attribute Count of interval Broken set

RateH 2 *, 0.223, *
RateM1 4 *, 0.082, 0.138, 0.170, *
RateL 4 *, 0.330, 0.499, 0.671, *
ModuleNum 2 *, 1.5, *
Cmv,avg 5 *, 0.136, 0.218, 0.529, 1.243, *
Com 4 *, 0.206, 0.241, 0.441, *
Rog 6 *, 0.661, 0.889, 1.096, 1.193, 2.452, *

Table 3. Distribution of recognition ratio

Right recognition Wrong recognition Unknown recognition

Recognition count 797 142 28
Percentage (%) 82.4 14.7 2.9

Table 4. Distribution of Wrong recognition

Original type Count Recognition type Count Percentage (%)

Global motion 232 79
Global motion 294 Non-global motion 56 19

Unknown recognition 6 2
Non-global motion 565 84

Non-global motion 673 Global motion 86 12.8
Unknown recognition 22 3.2

Table 5. Accuracy with each classifier

Global motion Acc. Non-global motion Acc. Total motion Acc.

Roughset 79% 84% 82.4%
Decision tree 74.5% 80.2% 78.4%
SVMs 71% 83.6% 79.8%

intervals can be easily got. For example, the broken set ”*, 0.223, *” means that
there are 2 intervals, including [*, 0.223] and [0.223, *]. All condition attributes
are reserved after reduction of attributes, which indicates that they are all partly
necessary attributes, which means the decision attributes educed by them are
accordant with that educed by all attributes.

After value reduction, totally 97 rules are obtained from the video pre-
classification information table. Some rules covering over 20 samples are listed
as follows.

rule1: Cmv,avg(4)
⋃
ModuleNum(1)

⋃
RateM1(1) →D2
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rule2: Cmv,avg(0)
⋃
Rog(0) →D2

rule3: ModuleNum(0)
⋃
Rog(3)

⋃
RateM(3) → D1

rule4: Com(0)
⋃
RateL(3)

⋃
RateM(0) → D2

By analyzing rules that cover many samples, we find some useful knowledge
below. If global motion is dominant in a P frame, there is much energy and few
motion models, for example often only one model; its motion centroid is near the
center; and there are many intra-coded macroblocks in the case of few motion
vectors. If local motion is dominant in a P frame, there is little energy and more
than two motion models; its motion centroid is far from the center; its motion
radii is long; and the ratio of low-changed macroblocks is high.

Next 937 P frames are used as test data for our experiment. These data
make rule-match via majority priority strategy [12] to cope with conflict and
inconsistency among them. The results are listed in Table 3. Furthermore, dis-
tribution information of wrong recognition of two types of P frames is listed in
Table 4.

In addition, we have designed experiments to compare rough-set-based
method adopted in the paper with other solutions. One is decision tree with
ID3 algorithm [13]; another is the SVMs(Support Vector Machines) classifier
[14]. These classifiers are test with the same test set. The accuracy with each
classifier is shown in Table 5. By observing three parameters of accuracy in Ta-
ble 5, we can conclude that the rough-set-based method is better than the other
two algorithms and more helpful for global-motion analysis of video.

4 Conclusions

Video classification rules may be rather important and useful in video retrieval,
especially for parameter extraction in video retrieval system that is based on
motion features. In a video retrieval system based on global motion information,
we may just consider those P frames with global motions, so that disturbance of
local motions can be well overcome for building up a more precise motion model.
In this case, video classification rules are very helpful. In this system, video are
divided into sequential shots at first. Then feature attributes are extracted from
representative P frames of shots, and they are used with classification rules
proposed in the paper to check motion types of shots. If they are shots with
global motion, their motion models are formed. When users input samples to
retrieve video, the features of these samples are compared with those of video
shots by use of the shot distance algorithm. Most similar shots are output and
display as results. In addition, the numbers of global motion frames and non-
global motion frames of a video clip can be taken as feature attributes in the
sequential pattern data mining method [15] for video classification.

In conclusion, as unique information of video data, motion information plays
an important part in video retrieval. Unfortunately, video data analysis is not
robust due to disturbance of coding at present, which are avoided only through
transcendent knowledge. In this paper, according to characteristics of MPEG
coding, a novel robust analysis method of global motion via rough-set-based
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pre-classification is presented. In this method, condition attributes of video are
extracted by analyzing motion vectors and macroblock type fields, which are
crucial but usually ignored. Then, P frames are classified as global type and
non-global type via the rough set classifier, so that global motion models with
more precise parameters can be built up. Meanwhile, the rules constructed by
rough set system can be used to instruct classification of video, which is our
future work.
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Abstract. Computer-animated sequences of emotionally-charged ges-
ticulation are prepared using keyframe animation method. This method
consists in creating an animation by changing the properties of objects
at key moments over a time sequence. Such a sequence is analyzed in
terms of locations and spacing of the keyframes, shapes of interpola-
tion curves, and emotional features present in them. In the paper the
keyframe method serves for creating animated objects characterized by
differentiating emotions. On the basis of the analysis of these computer-
animated sequences several parameters are derived. Then decision tables
are created containing feature vectors describing emotions related to each
object at key moments. This system serves for derivation of rules related
to various categories of emotions. Rules are analyzed, and significant
parameters are discovered. Conclusions and future experiments are also
outlined.

1 Introduction

Traditional animation and computer keyframe animation are governed by their
own rules and principles [2]. Both aim at animating a character with a highly
human appearance, personality and emotions though using different artistic and
technical means [9,11]. The simplest definition of the animation process is cre-
ation by changing the properties of objects over time. A keyframe is a time point
when a property has been set or changed. In traditional animation master anima-
tors draw the keyframes and assistants do the in-between frames. In computer
animation in-between frames are calculated or interpolated by the computer.
Although computer animation process is much faster than traditional one, the
quality of computer animations still lacks naturalness.

In our work an attempt is done to design an expert system based on anima-
tion rules used in traditional animation, capable of creating realistic animated
characters according to the animator’s requirements. One can analyze and pa-
rameterize features of hand-made animation and then translate them into the
description of emotional features. These data can be utilized for the creation
of the knowledge base containing feature vectors derived from the analysis of
animated character emotions. In such a way the user’s tasks could be limited to
designing a simple animated sequence, and to delivering a description of the
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desired emotions to the expert system. These data could next be processed
in the fuzzy logic module of the system, in which the animation parameters
are modified, and as a result an emotionally charged animation is generated.
The last phase is the evaluation of the conveyed emotion rendered into the
animation.

2 Animation of Realistic Motion of Character

In the beginning of XX century, simultaneously with the invention of the movie,
the animation was born. At the very early stage of animation, to create the
animated motion, a small black-and-white picture was drawn on several layers
of celluloid. Continuity of motion was achieved by introducing very small changes
between each frame (cel), drawn one after one. Later the color drawing on papers
and on foils attached to the peg was invented. Therefore it was possible to
create frames in varied order - first the most important and powerful poses were
designed, then transitional frames were filled in, called also in-betweens [2]. The
same approach is utilized in the computer animation systems with keyframes
[11]. An animator first sets up main poses in time and space then the system
fills in the transitional frames by interpolating locations, rotations and torque
of objects and characters’ bones. The animator can influence the interpolation
process, therefore the acceleration, slow-in and slow-out phases can be changed,
and keyframes inserted or transposed.

2.1 Animation Rules

Correct utilization of poses and transitions between them can implicate dif-
ferent emotional features of the character’s motion. As a result of experience
derived from the first years of traditional animation the animation rules were
created in 1910, by the art designers from the Walt Disney studio. These rules
state how to achieve specific features, utilizing posing, keyframes, and phases of
motion [9,11].

One of the basic rules is anticipation. This refers to preparation for an action.
For every action there is an equal and opposite reaction. Before the main action
starts there should always be a preparation for it, which is a slight movement in
a direction opposite to the direction of the main action. If the preparation phase
is long, the performing character will be perceived as weak, or hesitating. Short
anticipation gives effect of a self-confident, strong character.

Follow-through is a rule related to physics of the moving body. The motion
always starts near the torso: first the arm moves, then the forearm, and the
last is hand. Therefore keyframes for bones in the forearm and hand should be
delayed comparing to the arm bone. The delay adds a whip-like effect to the
motion, and the feeling of the elasticity and flexibility.

Another rule connected to the physical basis of motion is overshoot. The last
bone in the chain, for example hand, cannot stop instantly. It should overpass
target position, and then goes back to it and slowly stops.
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Stops are never complete. A rule called moving hold is related to keeping
character in a pose for some time. Very small movements of head, eyes, and
limbs should be introduced to maintain the life-like character.

Natural motion almost always goes along curve. Only a vertically falling ob-
ject moves absolutely straight. Joints in human body implicate curve moves, but
also head movement from left to right if straight, will not appear to be natural.

Other rules, not mentioned here, are related to staging, i.e. posing a character
in front of the camera, exaggeration of motion, squashing and stretching for
achieving cartoon-like effects, and so on. However, these rules do not fall within
the scope of the objectives of this research study.

The know-how of hand-made animation and the rules being passed through
generations of animators, have a subjective nature, and have never been analyzed
by scientific means.

2.2 Computer Animation Methods

Many attempts were done to achieve a realistic motion with computer meth-
ods. Physical simulations of a human body motion were created, resulting in a
realistic motion during flight, free fall, etc. [4]. It is necessary to assign bound-
ary conditions such as how the motion starts, when and where it should stop,
and on this basis the transitional phase is calculated. Such a method makes the
animation realistic but neglects emotional features.

An attempt was also done to connect emotions with energy, therefore a very
energy consuming motion was assumed as happy and lively, and a low energy
consuming motion as tired and sad. In self-teaching algorithms the energy con-
sumption was assumed to be the target function. The method was tested on
4-legged robot creature, and is still in research phase [6].

Genetic algorithms and neural networks were applied to create a model of
human, and to teach it to move and react in a human-like way [10]. Data related
to physiology of the human body were gathered and the target functions were
composed related to keeping vertical position, not to falling over, and reaching
a desired location on foot. A system developed for this purpose was trained to
accomplish these tasks. Various behaviors were implemented, such as walking,
falling, running, limping, jumping, reacting to being hit by different forces, but
the method developed actually lacks emotional acting.

There were also some efforts to create new controllers for the animation
process. For example a recorded motion of the pen drawing on the computer
tablet is mapped to some motion parameters, like changes of location, rotation
and speed of selected character’s bone, or the movement of character’s eyes. It
gives the animator new technical means to act intuitively with the controller,
and map that action onto the character [8].

A very similar and well-known method is the motion capture [3], consisting
in the registration of sensor motions, which are attached to the key parts of
the performer’s body. It is possible to use a single sensor as a controller for the
selected motion parameter [7]. Unfortunately this method is expensive, and the
processing of the captured data is very unintuitive and complex, and editing by
hand is then nearly impossible.



336 B. Kostek and P. Szczuko

3 Case Study

In this paper it is assumed that animated motion could be described in a similar
way as the animator does it. This means that using data of character’s bones
in keyframes along with the interpolation data is sufficient to comprehensively
analyze and generate the realistic and emotionally charged motion. It is as-
sumed that the animation rules presented earlier are related to these data, thus
it is desirable to treat them as a knowledge base, and to evaluate both their
correspondence to emotional features of a motion, and the effectiveness of the
parametrization performed in terms of its categorization.

4 Preliminary Emotional Feature Evaluation

For the purpose of this research work one of the authors, a semi-professional
animator, basing on traditional animation rules, created a series of animations.
These animation objects present two arm gestures expressing picking up hypo-
thetical thing and pointing at hypothetical thing with fear, anger, sadness, hap-
piness, love, disgust and surprise. Animations consist of rotations of the joints
as shown in Figure 1. In such a case none of other bone parameters are changed.
36 test animations were prepared.

It is assumed that each animation should clearly reproduce the emotion pre-
scribed according the the rule applied. However taking into account subjectivity
of emotions, an additional evaluation of perceived emotions is needed. This may
help to verify the emotional definition of each sequence.

The following subjective test was conducted. For each animation, presented
in a random order, viewers were supposed to give an answer as to what kind
of emotion is presented by indicating only one emotion from the list. This was
done by assigning answers from 3-point scale (1 - just noticeably, 2 - noticeably,
3 - definitely). Additional features were also evaluated: strength of emotion,
naturalness of motion, its smoothness, and lightness, all of which have a 5-point
scale assigned to them (e.g. 1 - unnatural, 3 - neutral, 5 - natural). 12 non-
specialists, students from the Multimedia Systems Department of the Gdansk
University of Technology took part in the tests. This was the typical number

Fig. 1. Presentation of a chain of bones (a), possible bone rotations (b), torso with
animated arm (c)
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of subjects taking part in such an evaluation [5]. Students were not trained to
make these evaluations.

In the first attempt of evaluation, 17 of 36 animations were described by
participants as having different emotion than the animator aimed at. Therefore
in the next stage all gathered answers were analyzed, but not taking into ac-
count the prior assumptions about emotions. The results obtained revealed also
some difficulty in selecting only one description. Participants reported similar-
ity of gestures, e.g. similarities between ’negative’ emotions like fear, surprise,
and anger. 27.9% of acquired data describes anger emotion, 19.4% fear, 16.5%
happiness, 13.3% love, and others like disgust, sadness and surprise were the
remaining emotions indicated. It was also checked that after training, subjects
were more consistent in their answers, thus in future tests a training session will
be carried out prior to the evaluation tests.

5 Parametrization of Animation Data

For the purpose of analysis of animation data various parameters of the
keyframed motion are proposed. These parameters are related to the process of
creating animation. The starting point of the animation process is very simple

Fig. 2. Presentation of animation parameters. Original animation is without important
elements such as anticipation and overshoot. Result animation is a variation of the
original one, with anticipation and overshoot inserted. For that purpose it is necessary
to add new keyframes, which change the curve of motion amplitude. Keyframes times
are marked as ti, and values of amplitude associated with them as ai.
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Fig. 3. Animation utilizing bone rotations with frame numbers and motion phases
marked. Anticipation is very short (2 frames long) and subtle motion in direction
opposite to main motion. Main phase usually extends across many frames and changes
of rotation for bones are distinct. The overshoot is a short phase before the complete
stop, when last bones in chain overpass target position (hand bones are magnified to
visualize the overpass in frame 14).

Table 1. Decision table

Bone Rot Am tm Vm Aa ta Va Ao to Vo th Aa/Am ta/tm Decision

Arm RotX 1.2 2 0.6 1 1 1 0.5 1 0.5 2 0.83 0.5 Surprise
Hand RotY 1 2 0.5 2 2 1 2 1 2 3 2 1 Fear
... ... ... ... ... ... ... ... ... ... ... ... ... ... ...
Hand RotZ 2 2 1 1 2 0.5 0.2 1 0.2 2 0.5 1 Happiness

and the animator adds important elements such as anticipation and overshoot
later (see Figure 2).

Animations for the test were prepared utilizing only rotation of bones, there-
fore there are separate keyframes for rotations along X-, Y-, Z-axes, and in such
a case amplitude literally means the rotation angle (see Figure 3).

Long animated sequences are segmented into parts with one main motion
phase and one hold phase (see Figure 2, ’Analysis frame’). Each segment is
analyzed and included as a pattern in the decision table (Table 1). For each
animation segment, values of animation parameters are calculated related to
amplitudes of particular phases (Aa = a2 − a1,Am = a3 − a2,Ao = a4 − a3),
their lengths (tm = t3−t2, ta = t2−t1, to = t4−t3, th = t5−t4), and speeds (Vm =
Am/tm, Va = Aa/ta, Vo = Ao/to). Variables ai and ti are depicted in Figure 2.
The decision parameter for an animation segment is the emotion assigned most
often by the participants of a test while rating the animation.

This table serves as an input to the rough set system. The system task is to
evaluate rules describing interrelations between the calculated parameters and
features of motion.
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6 Data Mining

For the generation of rules based on the decision table, the Rough Set Exploration
System can be used [1]. During the processing, the automatic discretization of
parameter values is performed. In the case of experiments performed the local
discretization method was used. Some parameters were excluded at this level as
not important for defining the searched relations. 12 parameters were left in the
decision table: Bone, Rotation axis, amplitude for first keyframe a1, length and
amplitude of anticipation phase ta, Aa, amplitude for anticipation keyframe a2,
length and speed of main motion phase tm, Vm, time for overshoot keyframe
t3, length of hold phase th, speed of overshoot phase Vo, and time for ending
keyframe t5.

With utilization of the genetic algorithm available in the Rough Set Ex-
ploration System there were 1354 rules generated containing the above given
parameters. Total coverage was 1.0, and total accuracy in classification of ob-
jects from decision table was equal to 0.9. The shortening of the rules resulted
in a set of 1059 rules, giving total coverage 0.905, and accuracy for classification
was equal to 0.909.

An attempt was done to lower the number of used parameters. Therefore from
12 parameters, only 6 were chosen. There were such as follows: Bone, and ones
having more than three discretization ranges: a1, ta, tm, t3, th. This resulted in
generation of 455 rules with total coverage 1.0 and accuracy equal to 0.871. After
additional shortening, 370 rules were left, resulting in lower coverage (0.828) and
accuracy of 0.93.

After discarding a1, when only Bone and time parameters have been left,
results not changed much: there were 197 rules, with coverage 1.0 and accuracy
of approx. 0.871. Also after shortening, when only 160 rules left, coverage was the
same as before (0.828), and accuracy was equal to 0.933. The resulting confusion
matrix is presented in Table 2. It should be noted that the a1 parameter is
discretized into 10 ranges, and consecutively ta into 12, tm into 6, t3 into 7, and
th into 5 ranges.

Further attempts to reduce the number of parameters resulted in great ac-
curacy loss.

Table 2. Results of classification of objects with derived set of 160 rules

Predicted:

Anger Sadness Love Happiness Fear Surprise Disgust

Actual: Anger 103 0 0 0 0 0 0
Sadness 4 31 0 0 0 0 0
Love 0 0 37 0 0 0 0
Happiness 0 0 0 50 3 0 0
Fear 0 0 8 0 57 0 4
Surprise 0 0 0 0 0 16 0
Disgust 0 4 0 0 0 0 24
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It may be said that these results are very satisfying, namely it was discovered
that time parameters are especially important for defining emotions in motion.
In the derived 160 rules generated for 5 parameters, 100 of them use only time
parameters. 102 rules have a size of 2, and 58 rules have a size of 3. Maximal
support for the rule is 29, minimal 3, and mean is 5.7.

For rules, related to each class, parameter values were analyzed, resulting in
creation of representative sets. For example for surprise emotion, most objects
in decision table have ta=(7.5,8.5), tm=(17.5,Inf), t3=(45.5,51.5), th=(18.5,19.5)
for all bones, and ta=(16.5,19.5), tm=(17.5,Inf), t3=(36.0,45.5), th=(19.5,21.0)
for love. This information could be utilized later in a fuzzy logic module, for
generating variations of animations introducing desired emotional features.

Examples of the rules derived are: IF (Bone=Forearm) AND (tm=(-Inf,5.5))
THEN (Decision=Anger), and IF (ta=(16.5,19.5)) AND (tm=(-Inf,5.5)) THEN
(Decision=Anger), which can be rewritten in natural language as follows: ”if
the forearm main motion phase is very short then emotion is anger”, and ”if
anticipation in motion is long and the main motion phase is very short then
emotion is anger”.

Next for each discretization range appropriate linguistic description should
be subjectively selected, and used as membership function name. Tests will be
needed to choose functions for ranges of e.g. short, medium and long anticipation.

7 Conclusions and Future Experiments

It is assumed that most of the rules generated in the rough set analysis are
closely congruent to the animation rules derived from the traditional animation.
The presented here work will be continued in order to create tools for realistic
and emotionally charged animation generation.

Results presented verify a very important fact known to the animators,
namely that timing of keyframes is important for defining the emotion in an-
imation. Interrelation between emotions and amplitudes gives possibilities to
introduce many constrains to motion, such as exact specification of target posi-
tion for grabbing, or walking sequence. In such case the amplitudes may remain
unchanged to satisfy constrains, but timing may vary, resulting in different emo-
tional features.

The rules generated could be used in the expert system containing a fuzzy
logic module. The rough set measure can be applied as the weight in the fuzzy
processing. The input parameters fed to the system may consist of data ob-
tained from keyframes of a simple animation created for easy manipulation along
with the description of the desired emotional feature. Output parameters are
the ones needed for creating realistic motion sequence: positions of keyframes
and lengths of anticipation and overshoot phases. For each parameter, mem-
bership functions should be defined, correlated to discretization cuts acquired
in the rough set rule generation process (e.g. for animation parameters), or tri-
angle membership functions covering ranges from 0 to 100 (e.g. for animation
features).
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For any simple animation, a set of modifications could be created, utilizing
different values of emotional descriptions. With the output parameters from the
fuzzy logic module, changes can be introduced to the animation, resulting in
new keyframes, insertion of anticipation and overshoot phases. It is planned to
generate sequences with the same emotional features as the ones prepared by the
animator in the first stage, and verify their emotional quality and naturalness.
The results obtained may be utilized for derivation of better rules, and the
effectiveness of the system can increase.

The methodology outlined can also be extended to other parts of the human
body, and this is planned as the future aim. The practical utility of this research
is to enhance computer-based animation features in order to create animation
more realistic and human-like.
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Abstract. The objective of our research was to find the best approach
to handle missing attribute values in data sets describing preterm birth
provided by the Duke University. Five strategies were used for filling in
missing attribute values, based on most common values and closest fit
for symbolic attributes, averages for numerical attributes, and a special
approach to induce only certain rules from specified information using
the MLEM2 approach. The final conclusion is that the best strategy was
to use the global most common method for symbolic attributes and the
global average method for numerical attributes.

1 Introduction

Predicting preterm birth risk among pregnant women is a difficult problem.
Diagnosis of preterm birth is attributed with a positive predictive value (the
ratio of all true positives to the sum of all true positives and false positives) only
between 17 and 38% [7].

The main objective of our research was to find the best approach to handling
missing attribute values in data sets describing preterm birth. These data, col-
lected at the Duke University, were affected by vast quantity of missing attribute
values. Additionally, in spite of the fact that many attributes were numerical,
these data sets were inconsistent, another complication for data mining.

Additionally, the best approach to missing attribute values must be selected
taking into account that the main criterion of quality is not the smallest error
rate but the sum of sensitivity (conditional probability of diagnosis of preterm
birth) and sensitivity (conditional probability of diagnosis of fullterm birth). In
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order to increase sensitivity, an additional technique of changing rule strength
was applied [6]. Another important criterion of rule quality is the area under the
curve for the ROC graph.

2 Missing Attribute Values

In this paper we will discuss only methods dealing with incomplete data sets
(with missing attribute values) based on conversion of incomplete data sets into
complete data sets, without missing attribute values. Such a conversion is con-
ducted before the main process of rule induction, therefore it is a kind of pre-
processing.

2.1 Global Most Common Attribute Value for Symbolic
Attributes, and Global Average Value for Numerical
Attributes (GMC-GA)

This method is one of the simplest methods among the methods to deal with
missing attribute values. For symbolic attributes, every missing attribute value
should be replaced by the most common attribute value; for numerical attributes,
every missing value should be replaced by the average of all values of the corre-
sponding attribute.

2.2 Concept Most Common Attribute Value for Symbolic
Attributes, and Concept Average Value for Numerical
Attributes (CMC-CA)

This method may be considered as the method from Subsection 2.1 restricted
to concepts. A concept is a subset of the set of all cases with the same outcome.
In preterm birth data sets there were two concepts, describing preterm and
fullterm birth. In this method, for symbolic attributes, every missing attribute
value should be replaced by the most common attribute value that occurs for the
same concept; for numerical attributes, every missing values should be replaced
by the average of all values of the attributed, restricted to the same concept.

2.3 Concept Closest Fit (CCF)

The closest fit algorithm [4] for missing attribute values is based on replacing a
missing attribute value with an existing value of the same attribute from another
case that resembles as much as possible the case with missing attribute values.
When searching for the closest fit case, we need to compare two vectors of attribute
values of the given case with missing attribute values and of a searched case.

During the search, for each case a proximity measure is computed, the case
for which the proximity measure is the smallest is the closest fitting case that is
used to determine the missing attribute values. The proximity measure between
two cases x and y is the Manhattan distance between x and y, i.e.,

distance(x, y) =
n∑

i=1

distance(xi, yi),
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where

distance(xi, yi) =

⎧⎪⎪⎨⎪⎪⎩
0 if xi = yi ,
1 if x and y are symbolic and xi 	= yi,

or xi =? or yi =?,
|xi−yi|

r if xi and yi are numbers and xi 	= yi ,

where r is the difference between the maximum and minimum of the known
values of the numerical attribute with a missing value. If there is a tie for two
cases with the same distance, a kind of heuristics is necessary, for example, select
the first case. In general, using the global closest fit method may result in data
sets in which some missing attribute values are not replaced by known values.
Additional iterations of using this method may reduce the number of missing
attribute values, but may not end up with all missing attribute values being
replaced by known attribute values.

3 Duke Data Sets

The preterm birth data were collected at the Duke University Medical Center.
This data set includes a sample of 19,970 ethnically diverse women and includes
1,229 variables. The data set was partitioned into two parts: training (with 14,977
cases) and testing (with 4,993 cases). Three mutually disjoint subsets of the set of
all 1,229 attributes were selected, the first set contains 52 attributes, the second
54 attributes and the third subset contains seven attributes; the new data sets
were named Duke-1, Duke-2, and Duke-3, respectively. The Duke-1 set contains
laboratory test results. The Duke-2 test represents the most essential remaining
attributes that, according to experts, should be used in diagnosis of preterm
birth. Duke-3 represents demographic information about pregnant women. All
the three data sets are large, have many missing attribute values, are unbalanced,
many attributes are numerical, and the data sets are inconsistent. Tables 1 and 2
outline the basic characteristics of these three data sets.

Table 1. Duke training data sets

Duke-1 Duke-2 Duke-3

Number of cases 14,997 14,997 14,997
Number of attributes 52 54 7
Number of concepts 2 2 2
Consistency level 42.18% 47.61% 95.95%
Number of cases in the basic class 3,116 3,116 3,069
Number of cases in the complementary class 11,861 11,861 11,908
Number of missing atribute values 503,743 291,338 4,703
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Table 2. Duke testing data sets

Duke-1 Duke-2 Duke-3

Number of cases 4,993 4,993 4,993
Number of attributes 52 54 7
Number of concepts 2 2 2
Consistency level 42.34% 52.29% 98.52%
Number of cases in the basic class 1,010 1,010 1,057
Number of cases in the complementary class 3,983 3,983 3,936
Number of missing attribute values 168,957 97,455 1,618

4 Data Mining Tools

In our experiments, for rule induction the algorithm LEM2 (Learning from Ex-
amples Module, version 2) was used [2]. LEM2 is a component of the LERS
(Learning from Examples based on Rough Sets) data mining system. Addition-
ally, a modified version of LEM2, called MLEM2, was also used for some ex-
periments [3]. The classification system of LERS is a modification of the bucket
brigade algorithm. The decision to which concept a case belongs is made on the
basis of three factors: strength, specificity, and support. They are defined as fol-
lows: Strength is the total number of cases correctly classified by the rule during
training. Specificity is the total number of attribute-value pairs on the left-hand
side of the rule The third factor, support, is defined as the sum of scores of all
matching rules from the concept, where the score of the rule is the product of
its strength and specificity. The concept for which the support is the largest is
the winner and the case is classified as being a member of that concept.

5 Criteria Used to Measure the Rule Set Quality

Several criteria were used to measure the rule set quality in our experiments:
error rate, sensitivity and specificity, and the area under curve (AUC) of the
receiver operating Characteristic (ROC) [8]. For unbalanced data sets, error rate
is not a good indicator for rule set quality. Sensitivity + Specificity−1 is a better
indicator as well as the Area Under Curve of Receiver Operating Characteristic.

5.1 Error Rate

In medical diagnosis, the objective is not to achieve a small error rate. Diagnos-
ticians are interested mostly in correctly diagnosing the cases that are affected
by disease. Moreover, frequently medical data sets are unbalanced: one class is
represented by the majority of cases while the other class is represented by the
minority. Unfortunately, in medical data the smaller class—as a rule—is more
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important. We will call this class basic, and the other class complementary. Con-
sequently, the error rate in the original rule sets is not a good indicator of rule
set quality [6].

5.2 Sensitivity and Specificity

The set of all correctly classified (preterm) cases from the basic concept are
called true-positives, incorrectly classified basic cases (i.e., classified as fullterm)
are called false-negatives, correctly classified complementary (fullterm) cases are
called true-negatives, and incorrectly classified complementary (fullterm) cases
are called false-positives.

Sensitivity is the conditional probability of true-positives given basic con-
cept, i.e., the ratio of the number of true-positives to the sum of the number of
true-positives and false-negatives. It will be denoted by P (TP ). Specificity is the
conditional probability of true-negatives given complementary concept, i.e., the
ratio of the number of true-negatives to the sum of the number of true-negatives
and false-positives. It will be denoted by P (TN). Similarly, the conditional prob-
ability of false-negatives, given actual preterm, and equal to 1− P (TP ), will be
denoted by P (FN) and the conditional probability of false-positives, given actual
fullterm, and equal to 1− P (TN), will be denoted by P (FP ).

In Duke’s prenatal training data, only 20.7% of the cases represent the basic
concept, preterm birth. During rule induction, the average of all rule strengths
for the bigger concept is also greater than the average of all rule strengths for
the more important but smaller basic concept. During classification of unseen
cases, rules matching a case and voting for the basic concept are outvoted by
rules voting for the bigger, complementary concept. Thus the sensitivity is poor
and the resulting classification system would be rejected by diagnosticians.

Therefore it is necessary to increase sensitivity by increasing the average rule
strength for the basic concept. In our research we selected the optimal rule set
by multiplying the rule strength for all rules describing the basic concept by

Table 3. Duke-1, only certain rules

GMC-GA CMC-CA CCF-CMC-CA CCF-CMC CCF-MLEM2

Initial error rate 21.29% 20.25% 64.65% 20.89% 20.39%
Critical error rate 40.48% N/A N/A 61.39% 56.68%
MAX
P (TP ) − P (FP ) 0.156 0 -0.469 0.0782 0.1062
MIN
P (TP ) − P (FP ) -0.009 -0.122 -0.4845 -0.0895 -0.0588
Critical rule
strength multiplier 7.7 N/A N/A 13.38 6.5
AUC 0.5618 0.4563 0.2602 0.4878 0.5197
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Table 4. Duke-2, only certain rules

GMC-GA CMC-CA CCF-CMC-CA CCF-CMC CCF-MLEM2

Initial error rate 21.37% 20.23% 21.91% 20.83% 21.41%
Critical error rate 51.79% N/A N/A 41.1% 50.47%
MAX
P (TP ) − P (FP ) 0.1224 0.0026 -0.0025 0.057 0.1419
MIN
P (TP ) − P (FP ) 0.0007 -0.0028 -0.0166 -0.0813 -0.0109
Critical rule
strength multiplier 6.6 N/A N/A 12.07 5
AUC 0.5505 0.5013 0.4952 0.496 0.5624

the same real number called a strength multiplier. In general, the sensitivity
increases with the increase of the strength multiplier. At the same time, speci-
ficity decreases. An obvious criterion for the choice of the optimal value of the
strength multiplier is the maximum of the difference between the relative fre-
quency of true positives, represented by Sensitivity, and the relative frequency
of false positives, represented by Specificity − 1 . Thus we wish to maximize

Sensitivity + Specificity − 1 = P (TP )− P (FP )

This criterion is based on an analysis presented by Bairagi and Suchindran
[1]. For each rule set, there exists some value of the strength multiplier, called
critical (or optimal), for which the values of P (TP )−P (FP ) is maximum. The
total error rate, corresponding to the rule strength multiplier equal to one, is
called initial ; while the total arror rate, corresponding to the critical strength
multiplier, is called critical.

5.3 The Area Under Curve (AUC) of Receiver Operating
Characteristic (ROC) Graph

The ROC graph is a plot of sensitivity versus one minus specificity. The major
diagonal, a line that goes through (0, 0) and (1, 1), represents a situation in
which the hit and false-alarm are equal. It corresponds to making a random
diagnosis. Thus the ROC curve should be located above the main diagonal, the
further from the diagonal the better [8]. The bigger the AUC value, the better
the quality of the rule set. Apparently, AUC = 0.5 corresponds to random
diagnosis. So, AUC > 0.5 means the result is better than the random diagnosis,
and AUC < 0.5 means the result is worse than the random diagnosis.

6 Experiments

First, for the three Duke data sets, missing attribute values were replaced using
the five methods. The first two methods were GMC-GA and CMC-CA. Since
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Table 5. Duke-3, only certain rules

GMC-GA CMC-CA CCF-CMC-CA CCF-CMC

Initial error rate 22.33% 22.37% 22.55% 22.63%
Critical error rate 48.65% 47.03% 47.45% 50.09%
MAX
P (TP ) − P (FP ) 0.1524 0.1578 0.1608 0.1473
MIN
P (TP ) − P (FP ) 0.0102 0.0124 0.0122 0.0108
Critical rule
strength multiplier 12 11 10 10
AUC 0.5787 0.5888 0.5854 0.5821

Table 6. Only possible rules

Duke-1 Duke-2 Duke-3
GMC-GA CCF-CMC GMC-GA CCF-CMC GMC-GA CCF-CMC

Initial error rate 21.95% 20.81% 21.53% 20.85% 23.79% 23.91%
Critical error rate 56.19% 43.98% 53.74% 59.80% 34.15% 31.32
MAX
P (TP ) − P (FP ) 0.0894 0.1427 0.0818 0.0522 0.1412 0.1383
MIN
P (TP ) − P (FP ) -0.0437 -0.2114 0.0046 -0.091 0.0193 0.0157
Critical rule
strength multiplier 4 6.8 2.1 12.28 10 8
AUC 0.5173 0.5528 0.5383 0.49 0.5707 0.5714

the missing attribute value rates were so high, applying the concept closest fit
algorithm (CCF) could not fill in all the missing attribute values in these three
data sets. So, the concept most common method for symbolic attributes and the
concept average value method for numerical attributes (CMC-CA), and concept
most common for both symbolic and numerical attributes method (CMC) were
used respectively followed by the method of concept closest fit. For the same rea-
son, the MLEM2 algorithm for Duke-1 and Duke-2 was tested after the concept
closest fit algorithm (CCF) was applied.

To reduce the error rate during classification a very special discretization
method for Duke-1 and Duke-2 was used. First, in the training data set, for
any numerical attribute, values were sorted. Every value v was replaced by the
interval [v, w), where w was the next larger value than v in the sorted list. This
discretization method was selected because the original data sets, with numerical
attributes, were inconsistent.
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Table 7. First certain rules, then possible rules

Duke-1 Duke-2 Duke-3
GMC-GA CCF-CMC GMC-GA CCF-CMC GMC-GA CCF-CMC

Initial error rate 21.89% 21.03% 21.65% 20.91% 23.91% 24.03%
Critical error rate 41.0% 59.74% 51.67% 41.04% 34.97% 38.33%
MAX
P (TP ) − P (FP ) 0.155 0.0841 0.1135 0.0533 0.1329 0.1823
MIN
P (TP ) − P (FP ) -0.0099 -0.0837 0.002 -0.085 0.0157 0.0142
Critical rule
strength multiplier 7.7 13.37 6.6 12.07 13 16
AUC 0.562 0.4929 0.5454 0.4929 0.5623 0.5029

In the experiments, four combinations of using rule sets were applied: using
only certain rules, using only possible rules, using certain rules first then possible
rules if necessary, and using both certain and possible rules. The option complete
matching, then partial matching if necessary is better than the option using both
complete matching and partial matching [5], so only that first option was used.

For training data sets Duke-1 and Duke-2, the consistency levels were 100%
after replacing missing attribute values by methods CMC-CA and by CCF-
CMC-CA, so no possible rules were induced. We used MLEM2 only to induce
certain rules. Thus in Tables 6–8, only two methods are listed: GMC-GA and
CCF-CMC.

From Tables 4 and 5 it is clear that by using methods CMC-CA and CCF-
CMC-CA for Duke-1 and Duke-2 the worst results were obtained. Comparing
CCF-MLEM2 and CCF-CMC (Tables 3 and 4) based on the P (TP )− P (FP ),
we can see that the CCF-MLEM2 method provided slightly better results.

Comparison of the four strategies to deal with certain and possible rules was
conducted for two methods: GMC-GA and CCF-CMC. The GMC-GA method
was the simplest method of the five methods tested and this method produced
better results than CCF-CMC (based on the value of P (TP ) − P (FP ) and
AUC). This can be verified by the Wilcoxon matched-pairs signed rank test (5%
significance level).

For Duke-3, the four methods GMC-GA, CMC-CA, CCF-CMC-CA, CCF-
CMC produced roughly the same results in each classification strategy, see Tables
5–8. The explanation of this result may be that the attributes with missing values
were not critical attributes so that any filling in missing values used before rule
induction may not affect the quality of rule set greatly.

In order to make the best use of certain and possible rule sets induced by
LEM2 from inconsistent data, four different strategies of classification were tested
in the experiments. From experiments on Duke-3, see Tables 5–8, it could be seen
that using only certain rules provided the biggest value of P (TP )−P (FP ) among
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Table 8. Union of certain and possible rules

Duke-1 Duke-2 Duke-3
GMC-GA CCF-CMC GMC-GA CCF-CMC GMC-GA CCF-CMC

Initial error rate 21.79% 20.95% 21.65% 20.83% 23.47% 23.89%
Critical error rate 53.23% 49.35% 43.44% 41.78% 31.18% 30.64%
MAX
P (TP ) − P (FP ) 0.0999 0.1175 0.1532 0.0525 0.1456 0.1366
MIN
P (TP ) − P (FP ) -0.0263 -0.0467 0.0073 -0.0906 0.0227 0.0139
Critical rule
strength multiplier 4.3 8.21 2.3 12.17 8 8
AUC 0.5305 0.5304 0.5681 0.4903 0.5707 0.5704

the four strategies based on each of the four filling in missing attribute value
methods: GMC-GA, CMC-CA, CCF-CMC-CA, and CCF-CMC. This shows that
for low consistency level data sets, certain rules are more important than possible
rules.

7 Conclusions

Among the five different filling in missing values methods tested, our results show
that for DukeŠs data, GMC-GA provided the best results. This is a result of the
poor quality DukeŠs data sets, where the missing rate is very high for many
numerical attribute values. For the same reason, applying CMC-CA directly or
followed by CCF for DukeŠs data sets, provides worse results.

MLEM2 usually induces fewer rules than other rule induction methods. But
it did not produce good results for data sets that have low consistency levels.
However, for data sets with high consistency levels, MLEM2 induced high quality
rule sets.

By comparing the four strategies of classification methods, the only conclu-
sion is that for low consistency level data sets, certain rules are better than
possible rules. On the other hand, for high consistency level data sets, there is
no one single best strategy.
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Abstract. Success of many learning schemes is based on selection of
a small set of highly predictive attributes. The inclusion of irrelevant,
redundant and noisy attributes in the process model can result in poor
predictive accuracy and increased computation. This paper shows that
the accuracy of classification can be improved by selecting subsets of
strong attributes. Attribute selection is performed by using the Wrap-
per method with several classification learners. The processed data are
classified by diverse learning schemes and generated “if-then” rules are
supervised by domain experts.

1 Introduction

Nowadays medical information systems contain patient information that can
be used by decision systems to improve medical care, uncover new relations
among data and reveal new patterns that identify diseases or indicate certain
treatments. Unfortunately the information needed by decision systems is often
written in free-text form instead of coded form and therefore seldom used by
computer-aided decision tools. Also the quality of information collected mainly
not for data mining purposes results in noisy, unreliable, irrelevant and redun-
dant data what makes knowledge discovery more difficult. One of the possible
solution is to identify and remove as much of the irrelevant and redundant infor-
mation as possible by selecting for the further processing only a limited subset of
attributes. Attribute selection prior to learning can be beneficial because reduc-
ing the dimensionality of the data reduces the size of the hypothesis space and
allows algorithms to operate faster and more effectively. In many cases accuracy
on future classification can be improved any the result is a more compact, easily
interpreted representation of the target concept.

At present most research effort in machine learning is directed toward the
invention of new algorithms and much less into gaining experience in applying
them to important practical applications. Therefore in our research we focus
on developing a system for doctors and clinicians which provides an insight
into understanding the relations between complex medical data. Main functional
blocks of the system and their functions are:

D. Śl ↪ezak et al. (Eds.): RSFDGrC 2005, LNAI 3642, pp. 352–361, 2005.
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1. Import the data from medical information systems
2. Convert information extracted from narrative text into a data understand-

able by standard machine learning algorithms. Information extracted this
way should include not only knowledge directly retrieved from the free-text
reports but also draw conclusions from the retrieved information

3. Based on the input entered by an user perform attribute selection for further
rule generation data processing. The process of attribute selection will be di-
vided into two parts: grouping of binary attributes according to a background
knowledge from domain experts and reduction of redundant and noisy at-
tributes. The selected attribute subset(s) will be used for rule generation.

4. Post-processing of generated decision rules. We presented entry results for
the LEM2 algorithm in [7].

5. Visualization of the knowledge discovery in an easily understandable by hu-
mans form.

The main objective of this study is the third point of the described system. We
use the Wrapper method with various learning schemes to select subsets of strong
attributes from a data set with binary attributes, then compare these results with
results achieved for a data with a limited, suggested by domain experts set of
grouped attributes. Both data sets are then used as a train data for several
rule-based learning algorithms. Accuracy of generated by each method ‘if-then”
rules is validated using 10-times repeated 10-fold cross-validation. Appliance of
generated decision rules is verified by domain experts.

2 Material and Method

2.1 Dataset Preparation

The data used in our research was obtained from Electrocardiology Clinic of
Silesian Medical Academy in Katowice-the leading Electrocardiology Clinic in
Poland specializing in hospitalization of severe heart diseases. We made our
experiments on a data set of 2039 patients in average age over 70 hospitalized
between 2003 and 2004. The data about current patient state was written in
original clinical dataset in a form of free-text reports. In order to extract this
information was to transform the original data into ICD-10 codes by assigning
proper codes to original phrases found in diagnosis e.g. a found phrase “Morbus
ischaemicus cordis” resulted in a value of the I25.1 being set to 1 (this process
will be extended and automatized in the final version of the described system).
We followed the similar proceeding to extract information about patient’s drug
treatment. In this paper we presents experimental results for two main groups
of drugs prescribed against heart diseases:

ACE Inhibitors which open wider blood vessels so blood can flow through
more easily. These drugs act by blocking formation of angiotensin, a hormone
that causes tightening of arteries and sodium retention,

Beta-blockers change force and frequency of the heartbeat thus reducing work-
load and pressure on the heart and blood vessels,
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This data pre-processing phase ended up with a data set containing 2039 objects
described by a value of 84 binary attributes. A value of each attribute was set to
1 if a disease was diagnosed and to 0 otherwise. We included into this data set
two binary decision attributes: cACE and cBBloker, whose value was set to 1
if a correlative drug was prescribed to a patient and to 0 otherwise. The data set
with the described two decision attributes was splitted into two separate data
sets called: D-84-ACE (cACE class) and D-84-BBloker (cBBloker class).

Based on these two data sets and with a help from the domain experts we
joined binary attributes into 14 grouped attributes thus creating two additional
data sets: D-14-ACE and D-14-BBloker with following attributes:

AVBL - Atrioventricular block [0–3]
DIAB - Diabetes [0,1]
PTACH - Paroxysmal tachycardia [0–3]
HYPERCHOL - Hypercholesterolaemia [0,1]
CARDIOMYO - Cardiomyopathy [0,1]
ATHEROSC - Atherosclerosis [0,1]
AFF - Atrial fibrillation and flutter [0–2]
HYPERTEN - Hypertension (High Blood Pressure) [0,1]
CIHD - Chronic ischaemic heart disease [0–3]
OBESITY - Obesity [0,1]
SSS - Sick Sinus Syndrome [0–6]
PACEMAKER - Pacemaker stimulation [0,1]
TYROIDG - Disorders of thyroid gland [0–3]
MIOLD - Myocardial infarction in past [0,1]

If specified in parentheses integer value of attribute is greater then 1 then it
indicates the severity of the diagnosed disease.

2.2 Experimental Environment

We used a freely available, powerful open-source machine learning workbench
called Weka (Waikato Environment for Knowledge Analysis), developed at the
University of Waikato, New Zealand, in version 3.4.3. This written in Java, and
therefore available at any computer that has a Java run time environment in-
stalled, package brings together many machine learning algorithms and tools
under a common framework with an intuitive graphical user interface. Weka
offers two different graphic environments: a data exploration mode and an ex-
periment mode. The data exploration mode called “Explorer” allows an user to
select easily each data preprocessing, learning, attribute selection and data visu-
alization functions implemented in Weka and thus encourages initial exploration
of the data. The other mode called “Experimenter” is used both to perform large
scale experiments on several data sets and to analyze retrieved results. In our
experiments we used Weka to reduce unnecessary attributes from our initial data
sets and to test the accuracy of selected classifiers. In our study we selected a fol-
lowing set of classifiers, which have been already successfully applied in medical
decision systems:
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1. Decision Table an implementation of Decision Table Majority (DTM) algo-
rithm, which as shown in [8] in discrete spaces shows accuracy sometimes
higher then state-of-art induction algorithms.

2. Ridor (RIpple-DOwn Rule learner) has been successfully tested in medical
knowledge acquisition system [11] and its principle to generate general rule
and exceptions should simplify human analysis.

3. JRip a rule learner proposed by Cohen [3] as an optimized version of IREP.
4. J48 Decision tree (C4.5 release 8) an algorithm derived from Quinlan’s ID3

induction system using the standard TDIDT (top-down induction of decision
trees) approach, recursively partitioning the data into smaller subsets, based
on the value of an attribute [14]. The “pruned” version of J48 reduces the
chances of over-fitting [4] the data.

5. PART decision list learner uses a divide-and-conquer rule to build a partial
C4.5 decision tree in each iteration and makes the ”best” leaf into a rule.

6. LEM2 this proposed by Grzymala-Busse [5] and based on Pawlak’s Rough
Set theory [10] rule generation algorithm, which has be successfully used
in many medical decision systems [15]. Because this classifier is not imple-
mented in Weka we used the RSES (Rough Set Exploration System) [2]
environment to compare its accuracy and performance. Other methods im-
plemented in the RSES system are beyond the scope of this paper.

We selected rule-based algorithms for our study (J48 decision tree can be easily
convertible to decision rules) not only because these algorithms perform better
in discrete/categorical attribute space [1] but also because discovered from data
knowledge must be verifiable by humans.

Performance of the classifiers was tested using 10-times repeated 10-fold
cross-validation with instance randomization after each run. This methodology
provides a very stable replicability as shown in [13,12]. In case of LEM2 we per-
formed non-repeated 10-fold cross-validation in RSES and therefore the results
for this method are not directly comparable with other implemented in Weka
classifiers.

3 Results

3.1 Wrapper Attribute Selection

The Wrapper attribute selection estimates the worth of attribute subsets by
using a target learning algorithm. This method uses cross-validation (in our
study five-fold CV) to provide an estimate for the accuracy of a classifier on the
data when using only the attributes in a given subset. The CV is repeated as long
as the standard deviation over the runs is greater than one percent of the mean
accuracy or until five repetitions have been completed [9]. For searching the space
of attribute subsets the BestFirst method was applied, which in our case always
started with an empty set of attributes and searched forward by considering all
possible single attribute additions. The wrapper attribute selection method was
selected over filter based methods because the interaction between the search
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and the learning scheme gives as presented in [6] better results at the cost of
computational expense.

In our case we used the WrapperSubsetEval implemented in the WEKA
package with Decision Table, JRip, Ridor and J48 as a learning algorithms.
The results for four input data sets and names of data subsets generated after
attribute reduction are shown in the table 1. Subsets generated for the cACE
class with J48 and JRip were identically thus only one data subset D-14-ACE-5
was created.

Table 1. Reduction of attributes using the WrapperSubsetEval method

Learning scheme Selected Generated Best merit Number of
attributes data set subsets evaluated

Entry data set: D-84-ACE, decision class the cACE
DecisionTable 6 D-84-ACE-6 0.224 864
J48 7 D-84-ACE-7 0.221 936
JRip 10 D-84-ACE-10 0.217 1144
Ridor 11 D-84-ACE-11 0.218 1213
Entry data set: D-14-ACE, decision class the cACE
DecisionTable 3 D-14-ACE-3 0.228 99
J48 5 D-14-ACE-5 0.228 96
JRip 5 D-14-ACE-5 0.229 149
Ridor 6 D-14-ACE-6 0.226 119
Entry data set: D-84-BBloker, decision class the cBBloker
DecisionTable 12 D-84-BBloker-12 0.306 1281
J48 16 D-84-BBloker-16 0.298 1607
JRip 13 D-84-BBloker-13 0.300 1427
Ridor 10 D-84-BBloker-10 0.297 1219
Entry data set: D-14-BBloker, decision class the cBBloker
DecisionTable 6 D-14-BBloker-6DT 0.316 117
J48 7 D-14-BBloker-7 0.300 119
JRip 6 D-14-BBloker-6JRIP 0.309 126
Ridor 5 D-14-BBloker-5 0.318 108

From the table 1 it can be seen that the smallest attribute subset for the cACE
decision class was achieved when DecisionTable was used as a target learning
algorithm. Next in the ranking were J48 and JRip with subsets a bit longer then
generated by DecisionTable. Ridor appears quite low on the ranking because it
has produced slightly larger subsets of attributes than the other schemes. The
results for the cBBloker class are somewhat different than for the cACE. In this
case the smallest subset of attributes is generated by Ridor. Second in the ranking
are DecisionTable and JRip with their subsets being just a bit longer. It appears
that for the cBBloker decision class J48 scored the worst. We analyzed these
contradicting results with the best merit value for selected attribute subsets.
In this comparison DecisionTable generates most times the shortest subset of
attributes with the best merit. From this table it can be also seen that the
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number of evaluated subsets is more then ten times greater for data sets with 84
attributes what also results in longer calculation times. Results for data sets with
grouped attributes were calculated faster and the average merit value for selected
subsets of attributes were higher. Achieved results emphasize the importance
of data pre-processing prior to data mining. In the next chapter we describe
classification results for both original data sets and reduced data sets.

3.2 Classification

The table 2 presents the percentage of correct classifications for the selected
classifiers trained with both full and reduced sets of attributes. We used 10-times
repeated 10-fold cross-validation with instance randomization to test classifier
accuracy. Results for LEM2 are separated in all comparison because for that
method we used 10-fold CV implemented in other software package (RSES).
Average number of generated rules (for J48 it is a number of nodes) are shown
in the table 3.

Table 2. Results of correctly classified instances [%] for the cACE class

Data set Decision JRip Ridor PART J48 LEM2
Table

D-84-ACE 75.74 76.06 74.59 68.70 75.26 72.10
D-84-ACE-11 76.75 77.86 77.69 77.64 77.89 76.60
D-84-ACE-10 76.62 78.14 78.02 77.65 77.87 76.30
D-84-ACE-7 76.83 77.63 77.63 77.73 77.93 75.50
D-84-ACE-6 77.54 77.69 77.62 77.69 77.65 76.70
D-14-ACE 76.03 76.25 76.16 73.38 76.21 68.00
D-14-ACE-6 76.94 76.72 77.07 77.09 77.15 73.90
D-14-ACE-5 76.95 76.83 77.09 77.08 77.15 74.70
D-14-ACE-3 77.16 76.90 77.03 77.16 77.16 76.50

From the table 2 it can be seen that the accuracy of classification for data
sets with 14 grouped attributes is better then for data sets with 84 binary at-
tributes. It can be also observed that percent of correctly classified instances
increases with a reduction of attribute subsets. The best performance of J48
in this ranking could be attributable to its ability to identify attribute depen-
dencies. Reduced subsets of attributes containing strongly interacting attributes
increase the likelihood that J48 will discover and use these interactions early
on in the tree construction before the data becomes too fragmented. The results
show that in general, all classifiers have comparable accuracy but as shown in the
table 3 they need different number of rules to achieve it. The smallest number
of rules generated JRip and Ridor. PART and J48 both using C4.5 decision tree
produced similar results. The largest number of rules created DecisionTable but
these rules as shown in the table 2 did not increase the accuracy. The number
of rules for LEM2 for all reduced data sets lied between the results for J48 and
DecisionTable with comparable accuracy.
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Table 3. Average number of generated rules for the cACE class

Data set Decision JRip Ridor PART J48 LEM2
Table

D-84-ACE 113.69 3.59 6.54 163.26 51.68 814
D-84-ACE-11 35.85 2.04 4.54 7.53 8.88 18
D-84-ACE-10 29.75 2.06 3.25 5.96 10.35 16
D-84-ACE-7 22.34 2.00 4.09 6.08 7.00 13
D-84-ACE-6 21.64 2.21 5.24 7.95 7.94 7
D-14-ACE 53.73 4.51 7.94 97.39 22.39 733
D-14-ACE-6 14.85 2.29 6.57 6.08 5.03 17
D-14-ACE-5 14.54 2.44 5.98 4.98 5.03 13
D-14-ACE-3 7.96 2.00 3.77 3.00 3.99 5

Table 4. Wins versus losses in correctly classified instances for the cACE class

Scheme Wins–Looses Wins Looses

J48 15 18 3
Ridor 4 8 4
JRip -1 9 10
PART -7 8 15
DecisionTable -11 5 16

In the table 4 a pairwise comparison between Weka schemes is shown. The
number of times each scheme is significantly more or less accurate than another is
recorded and the schemes are ranked by the total number of “wins” and “losses”.
From this table it can be seen that the J48 classifier outperform its competitors
with 18 wins and only three losses and Ridor is the only other scheme that has
more wins than losses.

Results in the table 5 for the cBBloker shows the same tendency as the re-
sults for the cACE that accuracy of classification is higher for the data sets with
grouped attributes in compare to the data sets with a lot of binary attributes.
Overall accuracy of classification oscillates around 69% (76% for the cACE) what
could be attributable to increased complexity of correct prediction and thus re-
sulting in more decision rules as shown in the table 6. The total number of rules
increased but again the smallest number of rules generated JRip followed by Ri-
dor. Similar to the results for the cACE class PART and J48 generated larger sets
of rules but again most rules needed DecisionTable. Ranking of classifiers based
on their accuracy shown in the table 7 clearly documents that J48 with 21 wins
and only 8 looses scored the best. Not surprisedly PART based also on C4.5 de-
cision tree took the second place in this ranking. LEM2 classifying the cBBloker
class with a similar accuracy to the other algorithms needed to achieve it for
data sets after attribute selection less rules then Decision Table was confirms
the importance of data pre-processing for this based on Rough Sets method.
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Table 5. Results of correctly classified instances [%] for the cBBloker class

Data set Decision JRip Ridor PART J48 LEM2
Table

D-84-BBloker 66.18 66.96 64.78 63.56 65.13 60.00
D-84-BBloker-16 68.29 68.48 68.36 69.46 69.70 65.40
D-84-BBloker-13 68.54 69.33 68.81 69.92 69.80 66.80
D-84-BBloker-12 68.96 69.01 69.17 69.40 69.09 67.50
D-84-BBloker-10 68.42 69.24 69.63 69.48 69.36 65.80
D-14-BBloker 67.74 67.05 65.30 64.70 67.43 61.90
D-14-BBloker-7 68.53 68.20 67.36 69.56 70.20 65.00
D-14-BBloker-6DT 68.79 68.25 68.08 69.56 69.38 66.70
D-14-BBloker-6JRIP 67.65 68.82 67.39 68.58 68.89 66.50
D-14-BBloker-5 68.61 68.25 68.06 70.11 69.50 67.20

Table 6. Number of generated rules for the cBBloker class

Data set Decision JRip Ridor PART J48 LEM2
Table

D-84-BBloker 188.17 5.21 10.99 123.39 55.14 921
D-84-BBloker-16 141.35 5.20 7.36 20.02 28.08 125
D-84-BBloker-13 159.83 5.31 9.18 26.02 28.95 85
D-84-BBloker-12 110.30 5.43 8.93 22.38 24.97 28
D-84-BBloker-10 151.39 5.18 10.53 30.44 25.45 42
D-14-BBloker 218.60 4.64 9.24 182.91 115.14 802
D-14-BBloker-7 76.60 3.79 5.34 5.10 10.95 163
D-14-BBloker-6DT 84.12 3.92 5.30 6.16 10.56 91
D-14-BBloker-6JRIP 129.89 4.39 7.92 19.46 15.91 74
D-14-BBloker-5 121.89 4.25 8.54 23.02 19.90 75

Table 7. Wins versus losses in correctly classified instances for the cBBloker class

Scheme Wins–Looses Wins Looses

J48 19 22 3
PART 13 21 8
JRip -2 10 12
DecisionTable -12 7 19
Ridor -18 3 21

The presented results show that in general accuracy of tested classifiers is
comparable but they need different number of rules to achieve it. Because we
were looking for an algorithm, which is not only accurate but also easily verifi-
able by human we asked domain experts from Electrocardiology Clinic of Silesian
Medical Academy in Katowice for their opinion. According to their considera-
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tions DecisionTable generates verifiable rules if only the number of generated
rules is not to high (this was an issue for the cBBloker class). To solve this prob-
lem a method to generalize or join the rules would be appreciated. Such methods
are available in the RSES package and when they are used on rules generated
by the LEM2 algorithm the small number of decision rules is easily verifiable
and accurate. Ridor and JRip generate short rules but the acceptance of their
short, except rules in medical domain is low. This can be attributable to the fact
that except rules represent collected knowledge in a way which is uncommon for
medical experts and therefore hard to interpret. PART and J48 both based on
the C4.5 decision tree generate small number of short and easily verifiable rules.
Domain experts especially appreciated by the rule verification the possibility to
visualize a decision tree generated by J48.

As our experiment results show the accuracy of selected top-down algorithms
is comparable so that the decision which classifier should be used depends on
generated decision rules. In our study a few easily verifiable rules generated by
LEM2 and C4.5 based algorithms: PART and J48 favored usage of these methods
in medical decision systems. An additional advantage in ’what-if’ reasoning is a
possibility to visualize decision trees generated by J48.

4 Conclusions

In this paper we shown that performed prior to data mining pre-processing of
data increase future classification accuracy and dramatically decrease computa-
tion time. Our experiments indicate that by using Wrapper attribute reduction
method it was possible to find reducts which either increase classification accu-
racy or achieve similar accuracy with a much reduced attribute sets. In our study
we concluded that accuracy is not the ultimate measurement when comparing
the learner’s credibility. Especially in medical domain computed results must be
easily understandable and verifiable by humans and therefore a number of gen-
erated rules and their testability is an important criteria. This criteria can not
be fulfilled by data sets with a lot of binary attributes because this knowledge
fragmentation leads to too many specialized rules (Decision Table) or irrelevant
to practice rule exceptions (JRip, Ridor). Our results indicate that LEM2 al-
gorithm offers acceptable accuracy and a small number of decision rules if only
data sets with strong attribute subsets are used. The best accuracy performance
results are achieved for J48 implementation of the C4.5 decision tree what more
its hierarchical result representation allows knowledge management at different
levels of details in a way which is more suitable for human consumption.
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Abstract. A pipelined approach using two clustering algorithms in combination
with Rough Sets is investigated for the purpose discovering important combina-
tion of attributes in high dimensional data. In many domains, the data objects
are described in terms of a large number of features, like in gene expression ex-
periments, or in samples characterized by spectral information. The Leader and
several k-means algorithms are used as fast procedures for attribute set simpli-
fication of the information systems presented to the rough sets algorithms. The
data submatrices described in terms of these features are then discretized w.r.t
the decision attribute according to different rough set based schemes. From them,
the reducts and their derived rules are extracted, which are applied to test data
in order to evaluate the resulting classification accuracy. An exploration of this
approach (using Leukemia gene expression data) was conducted in a series of ex-
periments within a high-throughput distributed-computing environment. They led
to subsets of genes with high discrimination power. Good results were obtained
with no preprocessing applied to the data.

1 Introduction

As a consequence of the information explosion and the development of sensor and ob-
servation technologies, it is now common in many domains to have data objects char-
acterized by an increasingly larger number of attributes, leading to high dimensional
databases in terms of the set of fields. A typical example is a gene expression experi-
ment, where the genetic content of samples of tissues are obtained with high throughput
technologies (microchips). Usually, thousands of genes are investigated in such experi-
ments. In other bio-medical research contexts, the samples are characterized by infrared,
ultraviolet, and other kinds of spectra, where the absorbtion properties, with respect to
a large number of wavelengths, are investigated. The same situation occurs in other
domains, and the common denominator is to have a set of data objects of a very high
dimensional nature.

This paper investigates one, of the possibly many approaches to the problem of
finding relevant attributes in high dimensional datasets. The approach is based on a
combination of clustering and rough sets techniques in a high throughput distributed

D. Ślęzak et al. (Eds.): RSFDGrC 2005, LNAI 3642, pp. 362–371, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



Relevant Attribute Discovery in High Dimensional Data 363

computing environment, with low dimensional virtual reality data representations aid-
ing data analysis understanding. The goals are: i) to investigate the behavior of the
combination of these techniques into a knowledge discovery process, and ii) to per-
form preliminary comparisons of the experimental results from the point of view of the
discovered relevant attributes, applied to the example problem of finding relevant genes.

2 Experimental Methodology

2.1 Clustering Methods

Clustering with classical partition methods constructs crisp (non overlapping) subpop-
ulations of objects or attributes. Two such classical algorithms were used in this study:
the Leader algorithm [1], and several variants of k-means [2].

The leader algorithm operates with a dissimilarity or similarity measure and a preset
threshold. A single pass is made through the data objects, assigning each object to
the first cluster whose leader (i.e. representative) is close enough to the current object
w.r.t. the specified measure and threshold. If no such matching leader is found, then the
algorithm will set the current object to be a new leader; forming a new cluster. This
technique is fast; however, it has several negative properties. For example, i) the first
data object always defines a cluster and therefore, appears as a leader, ii) the partition
formed is not invariant under a permutation of the data objects, and iii) the algorithm
is biased, as the first clusters tend to be larger than the later ones since they get first
chance at "absorbing" each object as it is allocated. Variants of this algorithm with the
purpose of reducing bias include: a) reversing the order of presentation of a data object
to the list of currently formed leaders, and b) selecting the absolute best leader found
(thus making the object presentation order irrelevant).

The k-means algorithm is actually a family of techniques, where a dissimilarity or
similarity measure is supplied, together with an initial partition of the data (e.g. initial
partition strategies include: random, the first k objects, k-seed elements, etc). The goal
is to alter cluster membership so as to obtain a better partition w.r.t. the measure. Differ-
ent variants very often give different partition results. However, in papers dealing with
gene expression analysis, very seldom are the specificities of the k-means algorithm
described. For the purposes of this study, the following k-means variants were used:
Forgy’s, Jancey’s, convergent, and MacQueen’s [2].

The classical Forgy’s k-means algorithm consists of the following steps: i) begin
with any desired initial configuration. Go to ii) if beginning with a set of seed objects,
or go to iii) if beginning with a partition of the dataset. ii) allocate each object to the
cluster with the nearest (most similar) seed object (centroid). The seed objects remain
fixed for a full cycle through the entire dataset. iii) Compute new centroids of the clus-
ters. iv) alternate ii) and iii) until the process converges (that is, until no objects change
their cluster membership). In Jancey’s variant, the first set of cluster seed objects is
either given or computed as the centroids of clusters in the initial partition. At all suc-
ceeding stages each new seed point is found by reflecting the old one through the new
centroid for the cluster. MacQueen’s method is composed of the following steps: i) take
the first k data units as clusters of one member each. ii) assign each of the remaining
objects to the cluster with the nearest (most similar) centroid. After each assignment,
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recompute the centroid of the gaining cluster. iii) after all objects have been assigned
in step ii), take the existing cluster centroids as fixed points and make one more pass
through the dataset assigned each object to the nearest (most similar) seed object. A
so called convergent k-means is defined by the following steps: i) begin with an initial
partition like in Forgy’s and Jancey’s methods (or the output of MacQueen’s method).
ii) take each object in sequence and compute the distances (similarities) to all cluster
centroids; if the nearest (most similar) is not that of the object’s parent cluster, reas-
sign the object and update the centroids of the losing and gaining clusters. iii) repeat
steps ii) and iii) until convergence is achieved (that is, until there is no change in cluster
membership).

The leader and the k-means algorithms were used with a similarity measure rather
than with a distance. In particular Gower’s general coefficient was used [3], where the
similarity [4] between objects i and j is given by Sij =

∑p
k=1 sijk/

∑p
k=1 wijk where

the weight of the attribute (wijk) is set equal to 0 or 1 depending on whether the com-
parison is considered valid for attribute k. For quantitative attributes (like the ones of the
dataset used in the paper), the scores sijk are assigned as sijk = 1− |Xik −Xjk|/Rk,
where Xik is the value of attribute k for object i (similarly for object j), and Rk is the
range of attribute k.

2.2 Rough Sets

The Rough Set Theory [5] bears on the assumption that in order to define a set, some
knowledge about the elements of the data set is needed. This is in contrast to the classi-
cal approach where a set is uniquely defined by its elements. In the Rough Set Theory,
some elements may be indiscernible from the point of view of the available information
and it turns out that vagueness and uncertainty are strongly related to indiscernibility.
Within this theory, knowledge is understood to be the ability of characterizing all classes
of the classification. More specifically, an information system is a pair A = (U,A)
where U is a non-empty finite set called the universe and A is a non-empty finite
set of attributes such that a : U → Va for every a ∈ A . The set Va is called the
value set of a. For example, a decision table is any information system of the form
A = (U,A ∪ {d}), where d ∈ A is the decision attribute and the elements of A are
the condition attributes. For any B ⊆ A an equivalence relation IND(B) defined as
IND(B) = {(x, x

′
) ∈ U2|∀a ∈ B, a(x) = a(x

′
)}, is associated. In the Rough Set

Theory a pair of precise concepts (called lower and upper approximations) replaces
each vague concept; the lower approximation of a concept consists of all objects, which
surely belong to the concept, whereas the upper approximation of the concept con-
sists of all objects, which possibly belong to the concept. A reduct is a minimal set
of attributes B ⊆ A such that IND(B) = IND(A) (i.e. a minimal attribute subset
that preserves the partitioning of the universe). The set of all reducts of an information
system A is denoted RED(A). Reduction of knowledge consists of removing super-
fluous partitions such that the set of elementary categories in the information system
is preserved, in particular, w.r.t. those categories induced by the decision attribute. In
particular, minimum reducts (those with a small number of attributes), are extremely
important, as decision rules can be constructed from them [6]. However, the problem of
reduct computation is NP-hard, and several heuristics have been proposed [7].
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2.3 Experimental Methodology

The datasets consist of information systems with an attribute set composed of ratio and
interval variables, and a nominal or ordinal decision attribute. More general information
systems have been described in [8]. The general idea is to construct subsets of relatively
similar attributes, such that a simplified representation of the data objects is obtained
by using the corresponding attribute subset representatives. The attributes of these sim-
plified information systems are explored from the point of view of their reducts. From
them, rules are learned and applied systematically to testing data subsets not involved
in the learning process (Fig-1). The whole procedure can be seen as a pipeline.

In a first step, the objects in the dataset are shuffled using a randomized approach
in order to reduce the possible biases introduced within the learning process by data
chunks sharing the same decision attribute. Then, the attributes of the shuffled dataset
are clustered using the two families of fast clustering algorithms described in previ-
ous sections (the leader, and k-means). Each of the formed clusters of attributes is
represented by exactly one of the original data attributes. By the nature of the leader
algorithm, the representative is the leader (called an l-leader), whereas for a k-means
algorithm, a cluster is represented by the most similar object w.r.t. the centroid of the
corresponding cluster (called a k-leader). This operation can be seen as a filtering of the
attribute set of the original information system. As a next step, the filtered information

Fig. 1. Data processing strategy combining clustering with Rough Sets analysis and cross
validation
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system undergoes a segmentation with the purpose of learning classification rules, and
testing their generalization ability in a cross-validation framework. N-folds are used
as training sets; where the numeric attributes present are converted into nominal at-
tributes via a discretization process (many possibilities exist), and from them, reducts
are constructed. Finally, classification rules are built from the reducts, and applied to
a discretized version of the test fold (according to the cuts obtained previously), from
which the generalization ability of the generated rules can be evaluated. Besides the
numeric descriptors associated with the application of classification rules to data, use
of visual data mining techniques, like the virtual reality representation (section 2.4),
enables structural understanding of the data described in terms of the selected subset
of attributes and/or the rules learned from them. Each stage feeds its results to the next
stage of processing, yielding a pipelined data analysis stream.

2.4 Virtual Reality Representation of Relational Structures

A virtual reality, visual, data mining technique extending the concept of 3D modelling
to relational structures was introduced in http://www.hybridstrategies.com and [9]. It
is oriented to the understanding of i) large heterogeneous, incomplete and imprecise
data, and ii) symbolic knowledge. The notion of data is not restricted to databases, but
includes logical relations and other forms of both structured and non-structured knowl-
edge. In this approach, the data objects are considered as tuples from a heterogeneous
space [8], given by a Cartesian product of different source sets like: nominal, ordinal,
real-valued, fuzzy-valued, image-valued, time-series-valued, graph-valued, etc. A set
of relations of different arities may be defined over these objects. The construction of a
VR-space requires the specification of several sets and a collection of extra mappings,
which may be defined in infinitely many ways. A desideratum for the VR-space is to
keep as many properties from the original space as possible, in particular, the similarity
structure of the data [10]. In this sense, the objective of the mapping is to maximize
some metric/non-metric structure preservation criteria [11], or minimize some measure
of information loss. In a supervised approach, when a decision attribute is used explic-
itly, measures of class separability can be used for constructing virtual reality spaces
with nonlinear features maximizing the differentiation of the data objects from the point
of view of the classes of the decision attribute. This technique was used as a visual data
mining aid for the interpretation of the datasets described only in terms of the subsets
of attributes resulting from the data processing pipelines.

2.5 Implementation

A detailed perspective of data mining procedures provides insight into additional im-
portant issues to consider (e.g. storage/memory/communication/management/time/etc)
when evaluating a computational methodology; consisting of combined techniques.
This study presents one possible implementation, from which more software devel-
opment may occur in order to integrate better and/or different tools. In addition, all of
these issues become even more pronounced when, as in this study, a complex problem
is investigated.

The implementation is in the paradigm of a high throughput pipeline (Fig-2) con-
sisting of many co-operating programs, which was automatically generated. The file
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Fig. 2. Automatically generated high throughput pipeline oriented towards the Condor distributed
computing environment

generation program (written in Python and running on the local host) created a pipeline
oriented towards Condor (http://www.cs.wisc.edu/condor/), a distributed
computing environment developed by the Condor Research Project at the University
of Wisconsin-Madison (UW-Madison). Condor is a specialized workload management
system for compute-intensive jobs. Like other full-featured batch systems, Condor pro-
vides a job queueing mechanism, scheduling policy, priority scheme, resource monitor-
ing, and resource management.

The initial preprocessing stage of the pipe, occurring on the local host after gener-
ation of files, involves shuffling the input data records as described previously and in
Fig-1. The shuffled data is stored on the local host’s disk, in order to provide the same
randomized data to the next stage of processing, which occurs on the remote hosts
(Fig- 2).

A Condor submission program, which was also automatically generated, is used to
specify all of the data and configuration files for the programs that will execute on the
remote host. The submission process enables Condor to i) schedule jobs for execution,
ii) check point them (put a job on hold), iii) transfer all data to the remote host, and iv)
transfer all generated data back to the local host (submitting machine).

The final postprocessing stage of the pipe involves collecting all of the results (pars-
ing the files) and reporting them in a database. These results may then be queried and
visualized using a high dimensional visualization system (as described in the VR sec-
tion above) for the purpose of aiding results interpretation.
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3 Experimental Settings

3.1 Leukemia Gene Expression Data

The example high dimensional dataset selected is that of [12], and consists of 7129
genes where patients are separated into i) a training set containing 38 bone marrow sam-
ples: 27 acute lymphoblastic leukemia (ALL) and 11 acute myeloid leukemia (AML),
obtained from patients at the time of diagnosis, and ii) a testing set containing 34 sam-
ples (24 bone marrow and 10 peripheral blood samples), where 20 are ALL and 14
AML. Note that, the test set contains a much broader range of biological samples, in-
cluding those from peripheral blood rather than bone marrow, from childhood AML
patients, and from different reference laboratories that used different sample prepara-
tion protocols. Further, the dataset is known to have two types of ALL, namely B-
cell and T-cell. For the purposes of investigation, only the AML and ALL distinc-
tion was made. The dataset distributed by [12] contains preprocessed intensity val-
ues, which were obtained by re-scaling such that overall intensities for each chip are
equivalent (A linear regression model using all genes was fit to the data). In this pa-
per no explicit preprocessing of the data was performed, in order to not introduce
bias and to be able to expose the behavior of the data processing strategy, the meth-
ods used, and their robustness. That is, no background subtraction, deletions, filtering,
or averaging of samples/genes were applied, as it is typically done in gene expression
experiments.

3.2 Settings

The pipeline (Fig-1) was investigated through the generation of 480 k-leader and 160
l-leader for a total of 640 experiments (Table-1).

The discretization, reduct computation and rule generation algorithms are those in-
cluded in the Rosetta system [13]. This approach leads to the generation of 74 files per
experiment, with 10-fold cross-validation.

Table 1. The set of parameters and values used in the experiments using the distributed pipeline
environment

Algorithm/Parameter Values

Leader ReverseSearch, ClosestSearch
Leader Similarity Threshold 0.7, 0.8, 0.9, 0.95, 0.99,

0.999, 0.9999, 0.99999
K-Means Forgy, Jancey, Convergent, MacQueen

Cross-validation 10 folds
Discretization BROrthogonalScaler, EntropyScaler,

NaiveScaler, SemiNaiveScaler
Reduct Computation JohnsonReducer, Holte1RReducer

Rule Generation RSESRuleGenerator
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4 Results

From the experiments completed so far, one was chosen which illustrates the kind of
results obtained with the explored methodology. It corresponds to a leader clustering
algorithm with a similarity threshold of 0.99 (leading to 766 l-leader attributes), used as
input to the data processing pipeline containing 38 samples. The results of the best 10
fold cross-validated experiment has a mean accuracy of 0.925 and a standard deviation
of 0.168. This experiment led to 766 reducts (all of them singleton attributes), which
was consistent across each of the 10 folds. The obtained classification accuracy repre-
sents a slight improvement over those results reported in [14] (0.912). It was conjectured
in that study that the introduction of a cross-validated methodology could improve the
obtained classification accuracies, which is indeed the case. It is interesting to observe
that all of the 7 relevant attributes (genes) reported in [14] are contained (subsumed)
within the single experiment mentioned above. Moreover, they were collectively found
using both the leader and k-means algorithms, with different dissimilarity thresholds
and number of clusters, whereas with the present approach, a single leader clustering
input was required to get the better result. Among the relevant attributes (genes) ob-
tained, many coincide with those reported by [12], [15], and [14].

At a post-processing stage, a virtual reality representation of the above mentioned
experiment is shown in Fig-3. Due to the limitations of representing an interactive vir-

Fig. 3. Snapshot of the Virtual Reality representation of the union of all of the reducts obtained
from 10 fold cross-validation input (38 samples with 766 genes). The leader clustering algo-
rithm was used with a similarity threshold of 0.99. The ALL and the AML classes are perfectly
separated. Representation error = 0.0998.
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tual world on static media, a snapshot from an appropriate perspective is presented.
Sammon’s error [11] was used as criteria for computing the virtual reality space, and
also Gower’s similarity was used for characterizing the data in the space of the 766
selected genes. After 200 iterations a satisfactory error level of 0.0998 was obtained. It
is interesting to see that the ALL and AML classes can be clearly differentiated.

5 Conclusions

Good results were obtained with the proposed high throughput pipeline based on the
combination of clustering and rough sets techniques for the discovery of relevant at-
tributes in high dimensional data. In particular, the introduction of a fast attribute re-
duction procedure aided rough set reduct discovery in terms of computational time, of
which the former is further improvable via its amenability for parallel and distributed
computing. Cross-validated experiments using Leukemia gene expression data demon-
strates the possibilities of the proposed approach. More thorough studies are required to
correctly evaluate the impact of the experimental settings on the data mining effectivity.
Visual exploration of the results (when focusing on selected genes) was very useful for
understanding the properties of the pipeline outputs, and the relationships between the
discovered attributes and the class structure. Further experiments with this approach are
necessary.
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Abstract. We introduce a hybrid approach to magnetic resonance im-
age segmentation using unsupervised clustering and the rules derived
from approximate decision reducts. We utilize the MRI phantoms from
the Simulated Brain Database. We run experiments on randomly selected
slices from a volumetric set of multi-modal MR images (T1, T2, PD).
Segmentation accuracy reaches 96% for the highest resolution images and
89% for the noisiest image volume. We also tested the resultant classifier
on real clinical data, which yielded an accuracy of approximately 84%.

Keywords: MRI segmentation, rough sets, approximate decision
reducts, self-organizing maps, magnitude histogram clustering.

1 Introduction

Segmentation is the process of assigning the class labels to data containing spa-
tially varying information. For Magnetic Resonance Imaging (MRI), we have a
3D data set (a volume) collected as a series of 2D slices. The goal is to classify
every voxel within a slice to one of the tissue classes. We focus on three classes
of a clinical interest: cerebrospinal fluid (CSF), grey matter (GM), and white
matter (WM). It has been demonstrated repeatedly in the literature that rela-
tive distribution of these classes is diagnostic for specific diseases such as stroke,
Alzheimer’s disease, various forms of dementia, and multiple sclerosis [6,7]. An
automated method for segmenting tissue would provide a useful adjunct to clin-
ical radiology for the effective diagnosis of disease.

Rough sets [1,9,14] provide powerful methodology for constructing classifi-
cation models, useful also for image segmentation (cf. [5]). In our approach,
we create a decision table with objects corresponding to voxels and decisions
derived from the Simulated Brain Database (SBD) of fully segmented images1

[2,12]. To define conditional attributes, we employ two unsupervised cluster-
ing algorithms – the self-organizing map and our own, simple method for the
1 Provided by Montreal Neurological Institute http://www.bic.mni.mcgill.ca/

brainweb
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magnitude histogram clustering. Using an order-based genetic algorithm (o-GA)
[4,22], we search for the optimal R-approximate reducts – irreducible subsets of
conditional attributes, which approximately preserve the data-based global rel-
ative gain of decision [17,18]. From the best found reducts we generate (possibly
inexact) ”if...then...” rules applicable to classification of voxels in new slices.

There are several imaging parameters that affect resolution of MRI: slice
thickness, noise levels, bias field inhomogeneities (INU), partial volume effects,
imaging modality. These factors should be incorporated into an automated seg-
mentation system in order for it be clinically relevant. Hence, we verify the usage
of reducts learned over the slices from a high resolution image volume (1mm, 3%
noise, 20% INU) also for images with possibly higher noise (up to 9%) and INU
(up to 40%). Comparing to our previous research [19,20], where the obtained
decision rules were tested only against the SBD data, we applied our segmen-
tation algorithm on real clinical images (T2-weighted, 5mm thick slices with
relatively low noise and bias). Despite differences in characteristics of the train-
ing and testing images, we obtained a segmentation accuracy of approximately
84% on clinical images. We believe this is a result of both appropriately derived
attributes and robustness of short rules induced from approximate reducts.

The paper is organized as follows: In Section 2, we describe the basic data
preparation techniques. In Section 3, we introduce the details of the applied
unsupervised clustering algorithms. In Section 4 we discuss the foundations of
the applied approximate attribute reduction method. In Section 4, we present
the experimental results. In Section 5 we summarize our work.

2 Data Preparation

The primary source of information obtainable from an MR Image is the magni-
tude value for a given voxel. For reasonably good MR images, for every consid-
ered modality, the voxels form a series of Gaussian distributions corresponding
to the tissue classes. In a typical MR image of the brain, there are generally the
following classes: bone, Cerebral Spinal Fluid (CSF), Grey Matter (GM), White
Matter (WM), as well as fat, skin, muscle and background. An example of mag-
nitude histogram is illustrated in Fig. 1. In this study, we focus on CSF, GM,
and WM exclusively. Therefore, the first processing step was to remove all voxels
that do not belong to the actual brain. Background is removed automatically
by applying a simple mask algorithm. Bone, fat, skin and muscles are removed
manually, basing on information about the SBD image crisp phantom.

To apply the segmentation procedure based on decision rules derived from
data, we must first generate the training data set. Following the standards de-
veloped within the theory of rough sets [14], we form a decision table A =
(U,A∪{d}), where each attribute a ∈ A∪{d} is a function a : U → Va from the
universe U into the value set Va. The elements of U are voxels taken from MR
images. Each SBD data set is a series of 181 217x181 images. We use a range
<61;130> of slices where we have good representation of all tissue classes. The
decision attribute d /∈ A represents the ground truth, which is necessary during
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Fig. 1. A single bin frequency histogram from a T1 SBD slice #81 (1mm slice thickness,
3% noise and 20% INU). The x-axis values are 12 bit-unsigned integers, corresponding
to the magnitude of the voxels from the raw image data. The histogram’s peaks are
likely to correspond to particular decision/tissue classes.

the classifier training phase. The set A should contain the attributes labeling the
voxels with respect to the available MRI modalities. Further, we characterize the
method we employed to extract the attributes in A from the MRI images.

Edge attributes are denoted by edgeT 1, edgeT 2, edgePD. They are derived
using a simple Discrete Laplacian method – a general non-directional gradient
operator determining whether the neighborhood of a voxel is homogenous. For
instance, edgeT 1 takes the value 0 for a given voxel, if its neighborhood for T1 is
homogeneous, and 1 otherwise. We apply the 3x3 window to determine the voxel
neighbors. We use a threshold determined by the noise level parameter estimated
by running various tests on T1, T2 and PD training images, respectively. For
each parameter value at the range [0,0.5] we run a test measuring correctness of
recognized edges versus the phantom edges. Generally, the optimal noise para-
meter setting for T1 is 0.08, while for T2 and PD it is 0.13. The edge attributes
provide information that may be subject to a partial volume effect (PVE) – It
can be used also in the future studies on PVE.

Magnitude attributes are denoted by hcMagT 1, hcMagT 2, hcMagPD, as well
as somMagT1, somMagT2, somMagPD. They are derived using the histogram
clustering algorithm HCLUSTER (prefix ’hc’) and self-organizing map SOM
(prefix ’som’) for all three image modalities. SOM and HCLUSTER perform the
unsupervised segmentation of the image – they are discussed later in Section 3.
The results of such segmentation are recorded as the corresponding attribute
values. In our previous work [19,20], we employed a manually based approach
using polynomial interpolation to find the Full-Width Half-Maximum (FWHM)
value for each of the histogram peaks (cf. [2]). We find HCLUSTER and SOM
techniques more autonomous and accurate than FWHM.

Neighbor attributes are denoted by hcNbrT 1, hcNbrT 2, hcNbrPD, as well as
somNbrT1, somNbrT2, somNbrPD, They are derived as follows:
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A B 

C D 

Fig. 2. Modalities T1 (Picture A), T2 (B), and PD (C) from the SBD slice #81 (thick-
ness 1mm, 3% noise, 20% INU). Picture D presents the mask obtained for this case.

If (EDGE == 0)
NBR = the same class as in case of the MAG attribute

Else // EDGE == 1
NBR = major class value appearing in the neighborhood

Naturally, for hc-attributes we use the class values derived from the HCLUSTER
algorithm, and for som-attributes – those provided by SOM. For example, the
value of hcNbrT 1 is calculated from edgeT 1 (EDGE) and hcMagT 1 (MAG).

Mask attribute is denoted as msk. It is used to mask the brain area. It can
happen that two different tissues have similar voxel value and appear on the
histogram in one peak. Knowing the relative position of a voxel may help in
removing the resulting classification ambiguity. It provides us with extra infor-
mation about the voxel location (e.g. CSF tissue is located more in the middle
of the brain). For the exact algorithm of deriving the mask values we refer to
our previous work [19,20]. Here, we illustrate its appearance in Fig. 2D.

3 Histogram Clustering and Self-organizing Maps

We propose a simple method for clustering the magnitude histograms, referred
as HCLUSTER. Let us denote the value of the i-th histogram’s position by hi.
We define the distance dist(i, j) between positions i and j as the length of the
path between points (i, hi) and (j, hj) with the histogram. Let’s assume that
i < j. We have dist(i, j) =

∑j−1
k=i

√
1 + (hk − hk+1)2, as illustrated by Figure 3.

The algorithm is controlled by parameters α and β, which influence the number
of found clusters, as well as sensitivity to the histogram’s peaks.



376 S. Widz, K. Revett, and D. Ślȩzak
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Fig. 3. Illustration of histogram-based distance dist(i, j) between positions i and j

(α, β)-HCLUSTER

1. Let DOM be the histogram’s domain, REP – the set of the cluster repre-
sentatives, and CAN – the set of candidates. Put CAN = DOM , REP = ∅.

2. Add position of the highest peak to REP , as the first cluster representative.
3. while (maxi∈CAN (minj∈REP dist(i, j) + α ∗ hi) ≥ β)

irep = argmaxi∈CAN (minj∈REP dist(i, j) + α ∗ hi)
CAN = CAN \ {irep}
REP = REP ∪ {irep}

4. Put every element of DOM to the cluster corresponding to its closest (due
to distance dist) element of REP .

For every modality, the obtained cluster numbers correspond to the magnitude
attribute values in the decision table. For instance, if the PD-magnitude of the
given voxel u ∈ U drops into the 3rd cluster (counting from left hand side of the
PD’s histogram), then we get the value hcMagPD(u) = 2.

The self-organizing map (SOM) is employed to automate the association
of a class label based on the magnitude of a voxel in a similar way as HCLUS-
TER. The network consists of 12 nodes, each initialized with normalized random
weights. The inputs are normalized magnitude values of voxels extracted from
images. The whole framework may work with either single or multiple modalities,
although, in this paper, we apply it only separately to T1, T2 and PD.

The SOM is trained on a single row in the middle of the randomly selected
slice from SBD. The weights are updated using the least mean square algorithm.
The training is terminated when the error is below a user specified level (0.01).
After training, the network is used to classify and generate values for somMag
and somNbr attributes for all voxels within the given volume.

Due to space constraints, we do not discuss how to adjust parameters of
the self-organizing map (like neighborhood, learning rate, maximum number of
learning cycles, etc.) and HCLUSTER (α and β). In the same way, we will not
discuss parameters of the genetic algorithm described in the next section. All
these settings are adjusted due to our experience with data processing.

4 Approximate Reduction

When modeling complex phenomena, one must strike a balance between accuracy
and computational complexity. This balance can be achieved through the use of
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a decision reduct : an irreducible subset B ⊆ A determining d in decision table
A = (U,A∪{d}). The obtained decision reducts are used to produce the decision
rules from the training data. Reducts generating smaller number of rules seem
to be better as the corresponding rules are more general and applicable.

Sometimes it is better to remove more attributes to get even shorter rules at
the cost of their slight inconsistencies. One can specify an arbitrary data-based
measure M which evaluates a degree of influence M(d/B) of subsets B ⊆ A
on d. Then one can decide which attributes may be removed from A without a
significant loss of M . Given the approximation threshold ε ∈ [0, 1), let us say
that B ⊆ A is an (M, ε)-approximate decision reduct, if and only if it satisfies
inequality M(d/B) ≥ (1 − ε) ∗M(d/A) and none of its proper subsets does it.
For an advanced study on such reducts we refer the reader to [15,16]. Here we
consider the multi-decision relative gain measure [17,18]:

R(d/B) =
∑

rules r induced by B

(
number of objects recognizable by r

number of objects in U
∗

max
i

probability of the i-th decision class induced by r
prior probability of the i-th decision class

)
(1)

Measure (1) expresses the average gain in determining decision classes under the
evidence provided by the rules generated by B ⊆ A. It can be used, e.g., to
evaluate the potential influence of a particular attributes on the decision. The
quantities of R(d/{a}), a ∈ A, reflect the average information gain obtained
from one-attribute rules. They are, however, not enough to select the subsets
of relevant attributes. For instance, several attributes a ∈ A with low values of
R(d/{a}) can create together a subset B ⊆ A with high R(d/B).

The problems of finding approximate reducts are generally hard (cf. [15]).
Therefore, for the decision table with attributes described in the previous sec-
tions, we prefer to consider the use of a heuristic rather than an exhaustive search.
We adapt the order based genetic algorithm (o-GA) for searching for minimal de-
cision reducts [22] to find heuristically (sub)optimal (R, ε)-approximate decision
reducts. We follow the same way of extension as that proposed in [16], also used
by ourselves in the previous papers on MRI segmentation [19,20]. As a hybrid
algorithm [4], the applied o-GA consists of two parts:

1. Genetic part, where each chromosome encodes a permutation of attributes
2. Heuristic part, where permutations τ are put into the following algorithm:

(R, ε)-REDORD algorithm (cf. [16,22])

1. Let A = (U,A ∪ {d}) and τ : {1, .., |A|}→ {1, .., |A|} be given; Let Bτ = A;
2. For i = 1 to |A| repeat steps 3 and 4;
3. Let Bτ ← Bτ \ {aτ(i)};
4. If Bτ does not satisfy inequality R(d/B) ≥ (1− ε) ∗R(d/A), undo step 3.
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We define fitness of a given permutation-individual τ due to the quality of Bτ

resulting from (R, ε)-REDORD. As mentioned before, we would like to focus on
reducts inducing possibly low numbers of rules. Therefore, we use the following:

fitness(τ) = 1− number of rules derived from Bτ

number of rules derived from the whole set A
(2)

To work on permutations-individuals, we use the order cross-over (OX) and the
standard mutation switching randomly selected genes [4,13]. It is important that
the results are always (R, ε)-approximate decision reducts.

5 Results of Experiments

All the classification tests were performed using the following procedure:

1. Generate the approximate reducts using o-GA based on (R, ε)-REDORD for
a given ε ∈ [0, 1). Leave out ten reducts related to the best fitness (2).

2. For every reduct (out of ten left) generate (possibly inexact) decision rules.
Filter the rules according to their coverage measure.

3. For every new voxel, vote using the confidence of all applicable rules.

Reducts and rules were generated using 10 slices chosen randomly from the SBD
database, for the slice range [61, 130], 1mm thickness, 3% noise, and 20% INU.
The resulting classifier were tested against 20 slices (always different than those
chosen for training) from the same range, taken from the following volumes:

– Volume 1: 1mm thickness, 3% noise, 20% INU
– Volume 2: 1mm thickness, 9% noise, 20% INU
– Volume 3: 1mm thickness, 9% noise, 40% INU

Obviously, the segmentation is more challenging when applied to slices with a
higher noise/INU. Figure 4 presents the average (for 10 experiments repeated
with different training/testing slices) accuracy (the number of correctly recog-
nized voxels divided by the number of total number of voxels) and coverage (the
number of recognized voxels divided by the total number of voxels).
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Fig. 4. Accuracy and coverage for the SBD volumes 1,2,3, given different values of ε
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Manual Segm. Autom. Segm.
Tissue Category Image 1 Image 2 Image 1 Image 2
Whole Brain 5080 5058 5114 5170
CSF 280 541 200 (1.6%) 403 (2.8%)
GM 2382 2457 2801 (8.2%) 2777 (6.3%)
WM 2409 1707 2113 (5.8%) 2090 (7.6%)
Total Error 15.5% 16.7%

Fig. 6. Comparison between manual and automated segmentation on the T2-weighted
axial images. The values in the segmentation columns refers to the total number of
voxels n that class and the values in parentheses represents the difference between the
manual and automated classification (the associated error) expressed as a percentage
of the total number of manually segmented (clinical) voxels.

For this particular data, given ε = 0, there is only one reduct – the set of all
attributes. The corresponding rules are then too specific and, therefore, coverage
is very low. While increasing ε, the reducts become shorter and the number of
generated rules decreases, as shown in Figure 5. Coverage grows fast to 1.00
(note that in Figure 4 the range for coverage is 0.00-0.02, while the range for
accuracy is 0.0-0.2). The best accuracy is obtained for the following settings:

– Volume 1: 96% for ε = 0.010
– Volume 2: 91% for ε = 0.052
– Volume 3: 88% for ε = 0.108

Let us note that the above results are significantly better than those obtained
in [19,20] (95.1%, 84.4%, 78.7%) using the FWHM-based attributes. Also notice
that when the noise and INU increase, higher ε gives better performance.

We tested the segmentation accuracy also on a sample of T2-weighted images
acquired from a clinical environment. The images were acquired using a transmit
and receive birdcage head coil imaged in the axial plane, using an interleaved
spin-echo pulse sequence (TR = 130 ms and TE = 3000 ms), 96x96 matrix, slice
thickness of 5mm with 1mm inter-slice gap, field of view = 24x24cm with an in-
plane resolution of 3.24mm2 (1.8 x 1.8mm). No preprocessing of the images was
performed. Manual segmentation was performed by a domain expert. Differences
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Fig. 7. Real T2-weighted images (A,C) and corresponding segmentation results (B,D)

between the classifier based segmented tissue classes and clinical tissue classes
are reported in Fig. 6. Segmented images are illustrated in Fig. 7.

6 Conclusions and Discussion

The segmentation algorithm developed in this paper was tested on the SBD
data sets, producing a maximal accuracy on the order of 96%. We also tested
the accuracy of the rule set generated from training on the SBD volumes on
real clinically derived T2-weighted images, producing the average accuracy ca.
84%. The primary factor influencing the classification accuracy of the clinical
images appears to be directly related to partial volume effect (PVE) – as most
voxels that were misclassified were edge voxels – principally between GM and
CSF and also between GM and WM. These edge effects are difficult to manually
classify – as the domain expert also will face difficulties in deciding, without any
preprocessing of the images – which category a voxel belongs to.

A favorable factor is that any errors produced by PVE will be systematic –
and with respect to comparing segmentation results – one would expect the bias
to occur consistently between manual and artificially segmented images. In order
to reduce this burden on segmentation accuracy, and to improve the accuracy
of our automated segmentation algorithm, we will employ methods that reduce
the partial volume effect in our future work. We also plan to train the system on
more different data sets. We think that doing that and tuning the parameters
better would significantly improve the results.

Our automated MR image segmentation was substantially improved com-
paring to previous version [19,20]. A principal change is the automation of the
magnitude attribute extraction, previously performed manually through the use
of a polynomial interpolation technique. We implemented two automated unsu-
pervised clustering techniques: one based on a derivation of histogram clustering
and the other based on a self-organizing map. Because of the lack of space, we did
not present the results related to relative importance of the obtained attributes
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in reducts and rules. Our general observation is that the best classification per-
formance is provided by diversified ensembles of the attribute sets, generated
from both applied clustering methods in the same time.
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Abstract. Microarray experiments have produced a huge amount of
gene expression data. So it becomes necessary to develop effective clus-
tering techniques to extract the fundamental patterns inherent in the
data. In this paper, we propose a novel evolutionary algorithm so called
quantum-inspired evolutionary algorithm (QEA) for minimum sum-of-
squares clustering. We use a new representation form and add an addi-
tional mutation operation in QEA. Experiment results show that the pro-
posed algorithm has better global search ability and is superior to some
conventional clustering algorithms such as k-means and self-organizing
maps.

1 Introduction

In the field of bioinformatics, clustering algorithms have received renewed at-
tention due to the breakthrough of microarrays data. Microarrays experiments
allow for the simultaneous monitoring of the expression patterns of thousands of
genes. Since a huge amount of data is produced during microarray experiments,
clustering methods are essential in the analysis of gene expression data. The goal
is to extract the fundamental patterns inherent in the data and to partition the
elements into subsets referred to as clusters. Two criteria should be satisfied:
homogeneity - elements in the same cluster are highly similar to each other; and
separation - elements from different clusters have low similarity to each other.
In gene expression, elements are usually genes. The vector of each gene contains
its expression levels under each of the monitored conditions.

Several clustering algorithms have been proposed for gene expression data
analysis, such as hierarchical clustering [1], self-organizing maps [2], k-means [3],
and some graph theoretic approaches: HCS, CAST, CLICK [4], MST [5], and
many others. In general, these approaches can not be compared directly, since
there is no unique measure quality.

In this paper, we propose a novel evolutionary algorithm so called quantum-
inspired evolutionary algorithm (QEA) for minimum sum-of-squares clustering.
Experiment results show that the proposed algorithm is superior to conventional
clustering algorithms such as k-means and self-organizing maps.
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2 Minimum Sum-of-Squares Clustering

Clustering can be considered as a combinatorial optimization problem [6], in
which an assignment of data vectors to clusters is desired, such that the sum of
distance square of the vectors to their cluster mean (centroid) is minimal. Let
Pk denote the set of all partitions of X with X = {x1, . . . , xn} denoting the data
set of vectors with xi ∈ Rm and Ci denoting the ith cluster with mean x̂i. Thus
the objective function becomes:

minp∈Pk

K∑
i=1

∑
xj∈Ci

d2(xj , x̂i) (1)

with x̂i =
1
|Ci|

∑
xj∈Ci

xj (2)

where d(., .) is the Euclidean distance in Rm. Alternatively we can formulate the
problem as the search for an assignment p of the vectors to the clusters with
Ci = j ∈ {1, . . . , n}|p[j] = i. Thus the objective function becomes:

minp

n∑
i=1

d2(xi, x̂p[i]) (3)

This combinatorial optimization problem is called the minimum sum-of-squares
clustering (MSSC) problem and has been proven to be NP-hard [7]. The k-means
algorithm is a heuristic approach which minimizes the sum-of-squares criterion
provided an initial assignment of centroids. It can in fact be regarded as a local
search algorithm for this hard combinatorial optimization problem. This fact
demonstrates the importance of effective global optimization methods from the
field of evolutionary computation.

Since the novel quantum-inspired evolutionary algorithm has better global
search ability and has been shown to be effective as compared to the conven-
tional genetic algorithm [8], the application of QEA to the MSSC appears to be
promising.

3 Quantum-Inspired Evolutionary Algorithm

Quantum-inspired evolutionary algorithm (QEA) is based on the concept and
principles of quantum computing such as a quantum bit and superposition of
states [9]. Like other evolutionary algorithms, QEA is also characterized by the
representation of the individual, the evaluation function and the population dy-
namics. The smallest unit of information stored in a two-state quantum computer
is called a quantum bit or qubit [10]. A qubit may be in the ‘1’ state, in the ‘0’
state, or in any superposition of the two. The state of a qubit can be represented
as:

|ψ〉 = α|0〉+ β|1〉 (4)
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where α and β are complex numbers that specify the probability amplitudes of
the corresponding states. |α|2 gives the probability that the qubit will be found
in the ‘0’ state and |β|2 gives the probability that the qubit will be found in the
‘1’ state. Normalization of the states to unity guarantees the following equation:

|α|2 + |β|2 = 1 (5)

A number of different representations can be used to encode the solutions onto
individuals in evolutionary computation. Inspired by the concept of quantum
computing, QEA uses a new representation, called a Q-bit, for the probabilistic
representation that is based on the concept of qubits, and a Q-bit individual as
a string of Q-bits. A Q-bit is defined as the smallest unit of information in QEA,

which is defined with a pair of numbers (α, β) as α
β

, where α and β satisfy the

equation (2). A Q-bit individual is defined as:[
α1|α2| . . . |αm

β1|β2| . . . |βm

]
(6)

The state of a Q-bit can be changed by the operation with a quantum gate, such
as NOT gate, Rotation gate, and Hadamard gate, etc. Rotation gate is often
used to update the Q-bit as follows:[α′

i

β′
i

]
=
[cos(Δθi) − sin(Δθi)
sin(Δθi) cos(Δθi)

][αi

βi

]
(7)

where |αi|2 + |βi|2 = 1, i = 1, 2, . . . , m.
The angle parameters used for rotation gate are shown in Table 1. Where xi

and bi are the ith bit of the best solution b and the binary solution x respectively;
f(.) is the objective function defined in Eq. (3).

Table 1. The angle parameters used for rotation gate

xi bi f(x) ≥ f(b) Δθi xi bi f(x) ≥ f(b) Δθi

0 0 false θ1 1 0 false θ5

0 0 true θ2 1 0 true θ6

0 1 false θ3 1 1 false θ7

0 1 true θ4 1 1 true θ8

The structure of QEA is described in the following:

Procedure QEA
begin
t ← 0
initialize Q(t)
make P (t) by observing the states of Q(t)
evaluate P (t)
store the best solutions among P (t) into B(t)
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while (not termination-condition) do
begin
t ← t + 1
make P (t) by observing the states of Q(t− 1)
evaluate P (t)
update Q(t) using Q-gates
store the best solutions among B(t− 1) and P (t) into B(t)
store the best solution b among B(t)
if (global migration condition)
then migrate b to B(t) globally
else if (local migration condition)
then migrate bt

j in B(t) to B(t) locally
end
end

A migration in QEA is defined as the copying of bt
j in B(t) or b to B(t). A global

migration is implemented by replacing all the solutions in B(t) by b and a local
migration is implemented by replacing some of the solutions (local group) in B(t)
by the best one of them. The local group size is often set as max(round(n/5), 1),
where n is the population size.

4 The Gene Expression Data Sets

The first data set denoted as HL-60 is described in the work by Tomayo [11]
and it contains data from macrophage differentiation experiments. The data set
consists of 7229 genes and expression levels at 4 time points including 0, 0.5,4 and
24 hours. We apply a variation filter which discards all genes with an absolute
change in maximum and minimum expression level less than 30. The number
of genes which pass the filter is 2792. The vectors are then normalized to have
mean 0 and variance 1.

The second data set denoted as Yeast is described in the work by Cho [12].
It consists of 6602 yeast genes including some reduplicate ones measured at 17
time points over two cell cycles. The 90-minute and 100-minute time points are
excluded because of difficulties with scaling. Afterwards, we use a variation filter
to discard all genes with an absolute expression level change less than or equal
to 100, and an expression level of max/min<2.0 or min=0. The number of genes
that pass the filter is 2947. Again, the vectors are normalized to have mean 0
and variance 1.

The number of clusters for the clustering is taken from Ref. [11] for the HL-60
data set and from Ref. [12] for the Yeast data set, the cluster number is 12 and
30 respectively.

5 QEA for Clustering Gene Expression Data

In our experiments, we compare quantum-inspired evolutionary algorithm
(QEA) with the multi-start k-means (MS+k-means) and self-organizing maps
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(SOM) algorithms. Multi-start k-means produces the best solution by running
k-means algorithm many times with randomly generating initial centroid. QEA
and multi-start k-means algorithms are implemented in Matlab 6.5. The self-
organizing maps algorithm is available in the software package Gene Cluster 2.0.
In the experiments, the default values of Gene Cluster are used.

5.1 Initialization

The k-means algorithm is first run ten times and so ten initial solutions are
produced for each data set. Each solution is composed of n mean vectors and n
is the number of clusters for each data set. Given the mean vectors, the cluster
memberships can be calculated by calculating the nearest distance of each gene
vector with all mean vectors. Therefore it is not necessary to store the cluster
memberships in the Q-bit individuals.

5.2 Representation and Fitness Function

The representation used in QEA is straightforward. There are 10 × n mean
vectors in all for the ten initial solutions. Then we number each mean vector as
1, 2, 3, . . . , 10 × n and put them into the set V where V = (v1, v2, . . . , v10×n).
So 10 × n Q-bits are used in each Q-bit individual. A Q-bit individual has the
following form in the tth generation:[αt

1|αt
2| . . . |αt

n|αt
n+1| . . . |αt

2×n| . . . |αt
9n+1| . . . |αt

10×n

βt
1|βt

2| . . . |βt
n|βt

n+1| . . . |βt
2×n| . . . |βt

9n+1| . . . |βt
10×n

]
(8)

where α is given as a random number between 0 and 1 initially and then β could
be computed according to Eq. (5). The fitness function used in QEA is the MSSC
error provided in Eq. (3).

5.3 Make and Repair Operation

To obtain the binary string, the step of “Make(x)” by observing the states of
Q-bit can be implemented for each Q-bit individual as follows:

Procedure Make (x)
begin
i ← 0; k ← 0;
while i < n× 10 do
begin
if random(0, 1) < |β2

i | and k < n
then x(i) ← 1; k ← k + 1;
else x(i) ← 0;
i ← i + 1;
end
end
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where the variant k is used to guarantee that the number of ‘1’ in each binary
string must be less than or equal to n. Afterwards, an additional operation “Re-
pair (x)” should be done to be sure there should be and only be n ‘1’ in each
binary string. That is if the number of ‘1’ is less than n in some strings, there
must be stochastic search operation to increase the number of ‘1’ for each Q-bit
individual as follows:

Procedure Repair(x)
begin
calculate the number of ‘1’ as k;
while k < n do
begin
randpos ← random(1, n× 10);
if x(randpos) = 0
then x(randpos) ← 1;
k ← k + 1;
end
end

It can be seen that the repair (mutation) operation can intensify the local search
ability of the algorithm and it has similar function of the mutation operation in
GA. After obtaining the repaired binary string, we can choose n mean vectors
from the set V by observing the binary string for each individual. If the ith bit
of the string is equal to ‘1’, then the ith mean vector is chosen. So each Q-bit
individual corresponds to different n mean vectors. It is represented as follows:

Individuali ⇒ (vi1, vi2, . . . , vin).vik ∈ V, k = 1, . . . , n. (9)

5.4 Evaluate and Update Operation

Then the evaluate operation is executed to calculate the fitness value according
to Eq. (3) for each Q-bit individual represented by Eq. (9) and so the best indi-
vidual can be selected. The update operation is used to update Q-bit states of
each individual by rotation gate in Eq. (7). It is like to the crossover operation
in GA for the global search. In this experiment, the global migration period in
generation is 10, the local migration period is 1, and the local group size is set
to 5 according to others experience [13]. The angle parameter in Table 1 is set
as follows according to our experiment observation:

If α× β > 0 then θ3 = 0.01π; θ5 = −0.01π;
If α× β < 0 then θ3 = −0.01π; θ5 = 0.01π;
If α× β = 0 then θ3 = ±0.01π; θ5 = ±0.01π.

6 Experiment Results

In all the experiments, QEA is run with a population size of 20. The k-means
and QEA algorithms are all terminated when the maximum generation of 50
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Table 2. Experiment results for the two data sets

Data set Algorithm Best obj Avg obj Excess
HL-60 QEA 1514.3 1598.5 5.56%

MS+k-means 1514.6 1604.3 5.92%
3×4-SOM 1523.2 1624.0 6.62%

Yeast QEA 15741.0 15860.0 0.76%
MS+k-means 15752.0 15905.0 0.97%
3×4-SOM 15801.0 16002.0 1.27%

is arrived. The three algorithms are all run ten times, and the best and the
average objective value are produced. In Table 2, the results are displayed for
the described two gene expression data sets. The objective value is the minimum
sum-of-squares referred in Eq. (3). Excess value is the percentage of the average
objective value above the best objective value. The smaller excess value means
better performance of the algorithm.

The proposed QEA algorithm performs better than other two algorithms
even with a small population. The QEA can find best solutions in each data set
in spite of it’s slowly convergence speed sometimes. For the HL-60 data set, the
best solutions found by all algorithms have similar fitness, so we believe the best
solutions found by the algorithms are optimal. But the excess value of QEA is
smaller. For the Yeast data set, the k-means solution is close to the best solution
found by QEA, and it seems that the data set is fit for k-means search.

In order to observe the convergence rate, the curve of fitness change is given
for the HL-60 and Yeast data sets in Figure 1. The results show the superiority of
QEA compared to multi-start k-means and self-organizing maps algorithms. It
also shows that QEA can always adjust all individuals to the direction of better
solution and find the (near) optimum or best-known solutions to the NP-hard
clustering problem. In addition, the k-means algorithm performs better than
self-organizing maps for all the two data sets.

Fig. 1. Fitness changes for the HL-60 (left) and Yeast (right) data sets
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Table 3. The distances to the best-known solutions found by QEA

Data set Algorithm Distance value
HL-60 MS+k-means 41.97

3×4-SOM 56.08

Yeast MS+k-means 487.31
3×4-SOM 677.70

From the biologists’ point of view, it is important how the cluster member-
ships of the genes change if QEA is used instead of other clustering algorithms.
But it is often the case that although the solutions have similar fitness values, the
clusters produced by different algorithms may differ drastically. Since the clus-
ter memberships are more important, the distance to the best-known solutions
found by QEA for the k-means and SOM algorithms are provided in Table 3.
The distance of two solutions is defined as follows:

D(p, q) =
n∑

i=1

d2(x̂p[i], x̂q[i]). (10)

For the Yeast and HL-60 data set, however, solutions obtained using the
two algorithms appear to be far away from the best-known solutions in terms
of cluster memberships. Hence, the previously proposed heuristic method is not
sufficient to arrive at optimum clustering solution. The QEA algorithm has been
shown to perform well and be more robust in finding better solutions.

7 Conclusions

In this paper, we first introduce a novel evolutionary algorithm so called
quantum-inspired evolutionary algorithm, and then quantum-inspired evolution-
ary algorithm (QEA) with a new representation form and an additional mutation
operation is proposed for clustering gene expression data from two data sets. We
present experimental evidence that our method is high effective and produces
better solutions than the conventional k-means and self-organizing maps clus-
tering algorithms even with a small population. The results also show that the
QEA can converge to the optimum solution and demonstrate clearly the effec-
tiveness and feasibility of QEA for minimum sum-of-squares clustering problem.
Although the solutions have similar fitness values, the clusters produced by differ-
ent algorithms may differ drastically. So the distance between the best solutions
found by two conventional algorithms and the QEA algorithm is given. It indi-
cates that the proposed algorithm have the ability of finding the global optimum.
More gene expression data sets will be tested for QEA and we will compare it
with some other clustering techniques in future work.
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Abstract. We address Quintet, an R-based unified cDNA microarray
data analysis system with GUI. Five principal categories of microarray
data analysis have been coherently integrated in Quintet: data processing
steps such as faulty spot filtering and normalization, data quality assess-
ment (QA), identification of differentially expressed genes (DEGs), clus-
tering of gene expression profiles, and classification of samples. Though
many microarray data analysis systems normally consider DEG iden-
tification and clustering/classification the most important problems, we
emphasize that data processing and QA are equally important and should
be incorporated into the regular-base data analysis practices because mi-
croarray data are very noisy. In each analysis category, customized plots
and statistical summaries are also given for users convenience. Using
these plots and summaries, analysis results can be easily examined for
their biological plausibility and compared with other results. Since Quin-
tet is written in R, it is highly extendable so that users can insert new
algorithms and experiment them with minimal efforts. Also, the GUI
makes it easy to learn and use and since R-language and its GUI engine,
Tcl/Tk, are available in all operating systems, Quintet is OS-independent
too.

1 Introduction

DNA microarray is the standard technology for high-throughput functional ge-
nomics in the post-genomic era. Since the microarray experiment is highly
evolved and requires multiple handling steps each of which is a potential source
of fluctuation which undermines the reliability of the data itself [1], much effort
has been exerted to understand the sources of variability and minimize them to
produce high-quality reproducible data.
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In order for this technology to be fruitful, however, reliable analysis of the
data is as important as the production of high-quality data itself. Due to the high-
throughput character of the microarray data, this requires maturity in numerous
statistical techniques, not to mention the data processing chores. Also required is
the dexterity in scrutinizing various pertinent biological information so that one
can successfully reconstruct the “big picture”of biological processes fragmentally
reflected in the data. Considering these, a system that can provide analytic
capability as well as informatic capability is crucial for an effective, versatile
analysis of microarray data. In addition, since many new approaches appear
almost daily by researchers, an ideal system should be extendable enough so
that new techniques can be experimented with minimal efforts.

In this article, we present an R-based unified cDNA microarray data analysis
system, Quintet, the first result of our on-going project to build up a customized
microarray data analysis suite. As the name suggests, the five indispensable
categories of data analysis have been coherently integrated in Quintet: data
processing including filtering and normalization, customized set of data quality
assessments (QAs), identification of differentially expressed genes (DEGs), clus-
tering of gene expression profiles, and classification of samples using a small set
of gene expression patterns.

Though many microarray data analysis systems claim DEG identification
and clustering/classification the most important problems, we emphasize that
data processing and QA are equally important and should be incorporated into
the regular-base data analysis practices because the microarray data are quite
noisy [1,2]. Under this rationale, some set of data processing and QA proce-
dures is implemented in Quintet and constitutes the core functionality module
of Quintet. Quintet is written in R which is virtually the standard platform for
microarray data analysis now. Since many new algorithms are also written in R,
they can be inserted into Quintet without much trouble and users can extend
its functionality for their own needs. The GUI makes it easy to learn and use
Quintet. Furthermore, Quintet is OS-independent since R-language and its GUI
engine adapted for Quintet, Tcl/Tk, are available in all operating systems.

2 Overview of Quintet: Data Analysis Model

A simplified data analysis model we have projected in Quintet is depicted in
Figure 1 (a). In this Figure, procedures that are carried out in Quintet are de-
picted in grey boxes. We have projected in Quintet, a simplified data analysis
model. We have not implemented any image analysis functionality in Quintet
and the data analysis starts from a set of text slide data files. According to our
experience, the absence of image analysis module does not cause much trouble
since every scanning software has a mechanism to export slide data into text for-
mat files and detailed examination of data variables, not the visual inspection of
microarray images, provide thorough understanding of microarray data. Quintet
retains all the variables that scanning softwares provide for each gene since pre-
viously unused variables may turn out to be important for particular purposes,
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Fig. 1. (a) Simplified data analysis model and (b) screen shot of our system

especially in QA steps. For example, popular microarray image analysis software
from Axon Instruments, GenePix, provides 43 variables for each gene, which en-
ables a detailed understanding of spot intensities and their characteristics.

For each slide data, we first mark genes that are doubted to be erroneous from
various criteria. Then, we check the quality of each slide data using various plots
and statistical summaries. The error spot flagging and QA procedures should
be iterated until no further quality improvements are evidenced. We consider
the inter-operation of data processing and quality improvement check is very
important to avoid data“over-processing”since any data processing can introduce
unwanted artifacts which cannot be amended in downstream analysis steps. We
apply normalization procedures to remaining genes according to the algorithm
developed by Yang et al. [3]. This is an effort to remedy systematic artifacts
that may have been introduced by signal extraction procedures. Normalized
data are the basis for downstream analysis steps like DEG identification and
clustering/classification.

Downstream analysis steps are quite straightforward. First, DEGs are identi-
fied. Since DEGs constitute basic elements for subsequent analysis steps, reliable
identification of DEGs is of utmost importance. Furthermore, since different al-
gorithms produce different DEG sets, multiple algorithms are supplied in Quintet
and users can select their own DEG set among them based on the statistical char-
acteristics revealed by auxiliary plots provided in Quintet. Using the identified
DEGs, a gene expression matrix is constructed and clustering/classification is
carried out. As such, the DEG identification procedure is a dimension-reduction
step in this sense. In clustering/classification, we also supplied multiple algo-
rithms and users can experiment different algorithms to survey possible varia-
tions in clustering/classification results.

Now, Quintet is not able to communicate with databases. However, we have
been using Quintet practically for much of microarray analyses domestically,
for examples, human or mouse cDNA chip experiments for DEG selection by
heavy metal poisoning or for deciphering the effects of pharmaceutical plants,
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Fig. 2. Layout of the overall Quintet system

those results are not published yet and have a store of analysis results at the
GENEPOOL database (http://genepool.kribb.re.kr).

3 Data Organization

In general, a microarray experiment is composed of multiple stages. For example,
each time point can be considered as a stage in the case of time-series experi-
ments [4] and each individual condition can be considered as a stage in the case
of experiments composed of multiple conditions [5]. Furthermore, each stage is
usually composed of multiple slides. Some slides in the stage can be replicates
and the others can be dye-swaps.

Since the number of stages and data compositions in each stage can be arbi-
trary, we needed a simple but flexible method to import all necessary slides at one
stroke. At the same time, the stage-slide relationship should be stored also. For
this purpose, simple configuration file approach is used in Quintet. In Quintet,
stage information appears in the first column, experiment types (replicate/dye-
swap) in the second, full paths of slide data file in the third and slide aliases to
be used internally in Quintet in the last column. Replicates are designated by ‘A’
while dye-swaps are designated by ‘B’ in the second column. Using this informa-
tion, all relevant slide data are imported into Quintet in a batch mode. The data
organization is stored for later use also. Users can store the initial data format
setted up for use of Quintet by R format exporting. It enable users import the
saved format for later analysis which remove teasing process of data resetting.

4 QA Module

QA of microarray data has not been considered as an important problem of mi-
corarray data analysis by itself, which explains the lack of established standard
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procedure for QA. However, QA can be a decisive factor in establishing the re-
liability of analysis results performed using highly evolved algorithms because
‘nothing can compensate for poor-quality data regardless of the sophistication
of the analysis’ [2]. Furthermore, QA itself is very important in constructing
large centralized databases and collecting gene expression data on a compre-
hensive scale since data sharing can be drastically restricted without quality
assurance [6].

In Quintet, QA module is one of the five core functional module. Although
there is no established procedure for QA and methods implemented in Quintet
are rather exploratory, QA methods implemented in Quintet were very successful
in understanding the data quality according to our experience. QA module relies
heavily on various statistical plots and summaries of particular variables like spot
intensities, background intensities and log ratios.

In assessing the data quality of a slide, replicated genes can provide the clear-
est information since, though spotted at various positions within the same slide,
they should show very similar behavior in every aspect. Position-dependent dis-
similarity and variability between variables of the same replicated genes can be
used as a quality measure. Because of this, we implemented two special menus
to examine the characteristics of replicated genes. We classify replicated genes
into two types: controls and simple duplicates. Genes that are repeatedly spot-
ted for special purposes are called controls and genes that are replicated without
such consideration are called simple duplicates. Therefore, by comparing the
observed differential expression levels of control genes with their expected differ-
ential expression levels and by measuring the variability of observed differential
expression levels over control genes representing the same reference level, we can
estimate the quality of accuracy in differential expression levels recorded for a
slide. Contrary to this, simple duplicates cannot be used to estimate the data
quality by measuring discrepancy between the observed and expected differential
expression levels, However, they can be used in assessing data quality by examin-
ing the correlation of variables between values obtained from different positions.

5 Data Processing Module

Quintet’s data processing module is composed of two parts: spot preprocessing
and data normalization. In spot preprocessing part, Quintet filters out faulty
spots that can undermine the reliability of analysis results. What actually takes
place is that Quintet marks suspicious spots based on several criteria separately
and keeps all the mark results so that users can select a suitable combination of
error flags under their own discretion. In normalization part, Quintet carries out
the local regression (LOWESS) fit normalization procedures developed by Yang
et al. [3] to remaining spots.

Following list of flagging criteria are supplied in Quintet: Background error,
Maximum intensity error, Control spots, Original error, SNR (signal-to-noise
ratio) error, Outlier error [2], Median-vs-mean ratio error [7] and Foreground-
vs-Background error [8].
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After removing error spots, remaining data should be normalized to minimize
systematic variations in the measured gene expression levels. What we hope
is that biological differences can be more easily distinguished, as well as the
comparison of expression levels across slides can be accomplished more easily
as a result of normalization. The procedure that is implemented in Quintet is
basically the one developed by Yang et al. [3]. This normalization procedure is
composed of three parts: pin-block centering, pin-block scaling and file scaling.

To these basic normalization procedures, we supplemented another step in
Quintet: global normalization of average intensity A. This is motivated by the
fact that the DEG identification in cDNA microarrrays should be based on com-
parison between values of log2R and log2G. However, if only log ratio M values
are normalized, large variations in average intensities will mask the true differ-
ence between log2R and log2G, which would result in high levels of false positives
and false negatives. To avoid this problem, we should normalize average intensi-
ties as well as log ratios.

The global normalization of average intensity is performed to all slides under
analysis in Quintet. However, other three basic normalization procedures are
selectively applied to individual slides based on a user-specified configuration.
Based on QA results, users should classify slides into three groups: pin-block
centering group, pin-block scaling group and removal group. This classification is
possible since QA results give clear view of the type of normalization procedures
that should be applied to individual slides.

6 DEG Identification Module

One perplexing factor while implementing DEG identification algorithms in
Quintet is the number of replicates in each comparison unit since some algo-
rithms can be applied only to single slides (single-slide algorithms) while others
intrinsically need multiple slides (multiple-slide algorithms). Therefore multiply-
replicated comparison units cause another complication for single-slide algo-
rithms. Furthermore, since we cannot measure the level of confidence without
replicates [9], single-slide algorithms are of limited value compared with multiple-
slide algorithms. Nevertheless, we have included some single-slide algorithms in
Quintet since, in general, they are easy to implement and their results are easy
to interpret and gain in reliability can be achieved by imposing more stringent
cutoff values. In addition, the absence of statistical significance should not pre-
vent single-slide algorithms from being utilized because comparison units in most
published microarray data so far are single slides whose results have been quite
successful in elucidating various previously unknown global genetic pictures.

Currently, the following algorithms are implemented in Quintet: Fold change
type (Generic algorithm, Z-test type [2,3], Sapir-Churchill algorithm [11]), New-
ton’s algorithm [12], T-test, Wilcoxon rank sum test (RST) [13] and Significance
analysis of microarrays (SAM) [14].

Since these algorithms are based on statistical arguments, false positives and
false negatives cannot be avoided. Furthermore, according to our experience,
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different algorithms produce different DEG results, which make the identifica-
tion of optimal DEG set very difficult. Therefore one should be very careful
in interpreting the result of any single algorithm and we strongly recommend
users to try to use as many different algorithms as possible and compare them
very cautiously to get a robust result. For this reason, we are trying to imple-
ment as many available DEG identification algorithms as possible in Quintet.
In addition, we are developing a method to integrate the results of individual
algorithms, hoping to get more robust set of DEGs thinking that only robust
DEGs not false positives and false negatives of each algorithm will be selected
by many different algorithms.

7 Clustering Module

Clustering is one of the most widely used methods in gene expression analysis
[2,4]. As transcription is regulated mainly by the binding of transcription factors
(TFs) to the promoter region, clustering of gene expression profiles can be very
useful in identifying cis-regulatory elements in the promoters, providing more
insight to gene function and regulation networks.

Since the seminal work of Eisen et al. [4], clustering has been extensively used
in microarray data analysis and culminated a lot of successful results. This entails
novel algorithms such as self-organizing maps (SOM), clustering affinity search
technique (CAST) [15], minimum spanning tree (MST) as well as conventional
algorithms such as hierarchical clustering [4], k-means clustering and partitioning
around medoids (PAM) clustering [17] and to mention a few. Because of this,
many non-commercial and commercial systems regard clustering module as their
core functionality [16] and Quintet provides them.

Clustering results are presented in several different forms in Quintet. First,
individual clusters are reported in separate text format external files with cor-
responding differential expression levels so that users can scrutinize individual
genes contained within each cluster in detail and use clustering results in other
programs. Second, clusters are depicted in several plots. Typical plots normally
adopted in cluster representation are shown in Figure 3. The dendrogram at-
tached 2D image plot shown in Figure 3(a) is the most well-known representation
format of hierarchical clustering. For non-agglomerative clustering algorithms
like K-means clustering, only the 2D image plot is shown in Quintet.

8 Classification Module

There are many good candidate classifiers already [18] and the following list of al-
gorithms is implemented in Quintet: Fisher linear discriminant analysis (FLDA),
Maximum likelihood discriminant analysis (MLDA), K-nearest neighbor (KNN)
method, Classification and regression tree (CART), Artificial neural network
(ANN) [19] and Support vector machine (SVM) [20,21].

Though Quintet can handle only two-class classification problems now, efforts
to incorporate multiple-class classification problems are underway. In the course
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Fig. 3. Typical clustering and classification result presentation plots. (a) Dendrogram
with 2D image plot for clustering module (b) Auxiliary plots for classification module.

of refining classifiers in learning phase, one needs to minimize errors between
known class assignments and predicted classes. Since only the class assignments
of learning set is usually known, one randomly splits the learning set into two
classes, pseudo learning set and pseudo test set, constructs classifiers using the
pseudo learning set only and estimates the error rate using the pseudo test set.
In Quintet, the random separation of learning set can be selected between two
different ways: cross-validation and test-train set type. In the cross-validation
type learning, the learning set is divided into K subsets (K-fold cross validation)
of equal size from the start. The classifier is then learned at K times, each time
using one subset in turn as a test set. To the contrary, in the test-train set
type learning the learning set is divided at every turn into two different subsets
(pseudo learning set and pseudo test set) and the classifier is learned using the
pseudo learning set while the error rate is estimated on the pseudo test set.
This whole process is repeated a number of times to calculate the error rate
distribution.

Besides the core classification functional module, Quintet supplies auxiliary
plots to be used in assessing the performance of specific classifiers. In Quintet,
we show the error rate profiles calculated through cross-validation and train-test
set type learning as the parameter K is varied in KNN classification. The error
rate profiles across different classification algorithms at their respective optimum
parameters are shown in Figure 3(b).

9 Conclusion

Quintet is an unified cDNA microarray data analysis system capable of carrying
out five indispensable categories of microarray data analysis seamlessly: data
processing steps such as faulty spot filtering and normalization, data quality
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assessment, identification of differentially expressed genes, clustering of gene ex-
pression profiles and classification of samples. Though many existing tools of
microarray data analysis emphasize their capacity to carry out three core cate-
gories of data analysis (DEG identification, clustering and classification), Quintet
is geared to perform data preprocessing and QA also. In particular, QA is crucial
for enhancing the reliability of analysis results and sharing gene expression data
using centralized data bases since nothing can compensate for poor-quality data
no matter how sophisticated the analysis is. We insist that data processings and
QA should be incorporated into the regular-base data analysis practices. To help
users intuitively understand data characteristics, we provide lots of plots and sta-
tistical summaries. In addition, since Quintet is written in R, it is highly flexible
so that users can experiment new algorithms in Quintet with minimal efforts.
Also, the GUI will make it easy to learn and use Quintet and since R-language
and its GUI engine, Tcl/Tk, are available in all operating systems, Quintet is
OS-independent. We have next version system in contemplation, that is able
to communicate with database. We will improve Quintet with that system that
can analyze easily microarray data imported from our GENEPOOL database or
other microarray databases.
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Abstract. A common approach to the analysis of gene expression data
is to define clusters of genes that have similar expression. A critical step
in cluster analysis is the determination of similarity between the ex-
pression levels of two genes. We introduce a non-linear multi-weighted
neuron-based similarity index and compare the results with other prox-
imity measures for Saccharomyces cerevisiae gene expression data. We
show that the clusters obtained using Euclidean distance, correlation co-
efficients, and mutual information were not significantly different. The
clusters formed with the multi-weighted neuron-based index were more
in agreement with those defined by functional categories and common
regulatory motifs.

1 Introduction

DNA microarray technology has enabled the study of large-scale gene expres-
sion data. A number of analytical methodologies have been introduced to analyze
gene expression patterns, and cluster analysis [1] has played a prominent role.
Cluster analysis usually requires two steps. The first step is to measure relations
(e.g., distance or similarity) of gene expression by a pre-specified measure, in a
pairwise fashion. The second step is to cluster the genes based on the measures
derived in the first step. In this paper, we trained multi-weighted neuron [2][3][4]
to classify a gene expression pattern as being similar to a pre-specified one (“tar-
get”), and therefore created a neural network-based proximity measure. We used
the assessed proximity measures in a simple threshold clustering algorithm to
verify whether the multi-weighted neuron-based measure could result in clusters
that resembled those formed using functional categories and common regulatory
motifs. We also evaluated clusters derived from Euclidean distance, correlation
coefficients, and mutual information.

2 Materials and Methods

We used S. cerevisiae gene expression data consisting of 79 measurements of
2467 genes.1 Briefly, they were obtained during the diauxic shift, the mitotic cell
division cycle, sporulation, and temperature and reducing shocks [5].
1 http://genome-www4.stanford.edu/MicroArray/SMD/index. html
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2.1 Proximity/Distance Measures

Euclidean distance (normalized vector): Distance was calculated based on
the normalized dispersion in expression level of each gene across the measurement
points (s.d./mean). This normalized expression level is obtained by subtracting
the mean across the measurement points from the expression level of each gene,
and dividing the result by the standard deviation across the time points:

d(x, x̄) = ||x− x̄|| = |x− x̄|
1/N

√∑N
1 (x − x̄)2

(1)

where x is the normalized expression level, x is a vector of expression data of a
series of N conditions in gene x, and x is the mean of x.

Correlation coefficient: The correlation coefficient was calculated as in [5]:

s(x, y) =
1
N

∑
i=1,N

(
xi − xoffset

Φx
)(

yi − yoffset

Φy
) (2)

Ml = H(x) + H(y)−H(x, y), H(x) = −
∑n

i=1
p(xi) log2(p(xi)) (3)

where H(x) = −∑n
i=1 p(xi) log2(p(xi)). H(x) is the entropy of a gene expression

pattern of a series of N conditions in gene x, and H(x,y) is the joint entropy of
genes x and y defined as in [10]:

H(x, y) = −
∑n

i=1

∑N

j=1
p(xi, yj) log2(p(xi, yj)) (4)

where p(x,y) is the joint probability of x and y. Note that the number of distinct
expression patterns in a neighbor list increases as the threshold becomes large.
We counted the number of distinct gene expressions in a neighbor gene list at
different proximity thresholds. The thresholds were selected so that the number
of distinct expression patterns ranged from 50 to 300 by intervals of 10.

2.2 Simple Threshold Clustering: Neighbor Gene Lists

We applied a simple threshold clustering method to the data after calculation
of the proximity/distance between all pairs of gene expressions by each of the
four measures. For each pattern, we generated a list of neighbors. In this context,
“neighbor”means a gene that has similar expressions and it does not mean either
physical location of the genes in the genome or similarity of DNA sequences. An
element of the neighbor gene list is a set that contains genes within a proximity
threshold (radius) from a reference gene (center). In other words, the genes in
a set show similar expression patterns to the reference gene expression pattern
and the degree of similarity is within the proximity threshold from the reference
gene expression pattern.
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3 Multi-weighted Neurons

Usually, in neural networks, neurons are based on single-weighted vectors which
can only reach the simple and regular shapes. In fact, the real shapes of some
patterns in the feature space, such as a given person’s face images, are irregular
and complicated. A novel method using multi-weighted vector neurons [2][3][4]
is capable to deal with such shapes.

If different samples belong to the same class, then they should be in the
same, possibly irregular, connected region. The aim of pattern recognition is to
find such regions or use geometric shapes to approximate them well enough.
DBF is one typical method which use “hypersphere” to approximate real shape
[2][3], however, few real shapes induced by the same class samples are exactly
hyperspheres. In our approach, all samples of the same class should be included
in the shape covered by a neuron, so when this shape is different from the real
shape, it must be bigger than the real one and it not only covers samples of
this class but also those from other classes. Then the error recognition rate will
increase. A different approximation will result in different error recognition rate.

Fig. 1. Hypersphere and hyper-sausage

As an example, hypersphere can be considered as topologic product of a point
(0-dimensional manifold) and n-dimensional hypersphere. It can be actualized
by a single-weighted neuron. Mathematic expression of such neuron’s shape is:

|−→X −−→W |2 = k (5)

In Fig.1, hypersphere is compared to hyper-sausage – topologic product of line
segment (1-dimensional manifold) and hypersphere. The line segment’s end-
points are decided by study samples A and B; it is actualized by a two-weighted
neuron. The shape covered by hyper-sausage is the union of the three following
parts S =

⋃3
i=1 Si, and called pSi3 neuron: S1 is the set of points whose distances

to the line segment equal a certain constant k; S2 is the set of points whose dis-
tances to a sample point A equal k; S3 is the set of points whose distances to a
sample point B equal k:

S1 : |−→X −−→W1|2 −
[
(
−→
X −−→W1)×

−→
W2 −−→W1

|−→W2 −−→W1|

]2

= k

S2 : |−→X −−→W1|2 = k S3 : |−→X −−→W2|2 = k (6)
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According the theory of high-dimension space geometry [4], the volume of a
hypersphere in k dimensions is:

V1 =

⎧⎨⎩
π

k
2

( k
2 )!

rk
1 , k = 2m

2
k+1
2 π

k−1
2

k! rk
1 , k = 2m + 1

(7)

and the volume of a hyper-sausage (hyper cylinder) is

V2 =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
2

k
2 π

k−2
2

(k − 1)!
r
(k−1)
2 × h, k = 2m

π
k−1
2

(k−1
2 )!

r
(k−1)
2 × h, k = 2m + 1

(8)

where r2 is the radius of the cylinder’s bottom, which is (k-1)-dimensional hy-
persphere; h is its altitude. Comparing to Fig.1, r1 is the radius of k-dimensional
hypersphere (at the left); r2 is the radius of hyper-sausage’s bottom, which is
(k−1)-dimensional hypersphere (at the right); h is hyper-sausage’s altitude. We
suppose h = 2r1 and r2 = r1/2. We can find that if k = 100, then V1/V2 ≈ 2100.
So if we use hyper-sausage, the error recognition rate may decrease largely.

Generally, the expression of a multi-weighted neuron is:

Y = f [Φ(W1, W2, ..., Wm, X)] (9)

where W1, W2, ..., Wm are m weights vectors and are decided by a group of study
samples vectors S1,S2, ...Sm; X is the input vector; Φ is a function decided by
a multi-weighted neuron; f is step function, which is equal to 1 when x ≤ k and
equal to 0 when x > k.

4 Proposed Method of Clustering DNA Microarray Data

The task of multi-weighted neuron is to cover a given expression pattern by a
chain units with a minimum sum of volumes via determining the end points of
each line segment and the radius of each hyper-sausage. At first, we constructed
one manifold for each expression pattern, or “target pattern” (e.g., one manifold
pSi3 for pattern ATP3: ATP synthesis). The goal of each network was to de-
termine the proximity of an expression pattern to the target pattern. If using
manifolds of type pSi3, every neuron may be described as follows:

Y = f [Φ(X, W1, W2, W3)− Th] (10)
Φ(X, W1, W2, W3) =

∥∥X − θ(W1,W2,W3)

∥∥ (11)

where Th is its threshold, θ(W1,W2,W3) denotes a finite triangle area, which is
enclosed by three points (W1, W2, W3). We can represent it as:

θ(W1,W2,W3) = {Y |Y = α2 [α1.W1 + (1− α1)W2] + (1− α2)W3, α1, α2 ∈ [0, 1]}
(12)
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Fig. 2. Comparison of performance based on motifs. On the x-axis: proximity thresh-
olds are represented by the number of distinct expression patterns. On the y-axis:
the performance in integrated performance score (IPS) is shown. The multi-weighted
neuron-derived measure was superior in all IPS scores (p 0:01 by the modified log-rank
test). There was no significant statistical difference in the IPSs of the neighbor gene lists
produced using neural networks (NN), correlation coefficients (CF), Euclidean distance
(ED), mutual information (MI), and multi-weighted neuron (MWN).

Then, Φ(X, W1, W2, W3) actually is the Euclidean distance from X to the triangle
area of the pSi3 neuron. The model of activation function is:

f(x) =

{
1, x ≤ Th

−1, x > Th
(13)

In multi-dimensional space, we use every three sample points of the same class
to construct a finite 2D plane, namely, a triangle. Then several 2D spaces can
be constructed – we cover these planes by the pSi3 neuron to approximate the
complicated “shape”, which is formed by many sample points of the DNA multi-
dimensional space.

4.1 Construction of Multi-weighted Neuron

Step 1: Let the sample points of the training set are α = A1,A2, ...AN ; N is the
number of the total sample points. To figure out the distances between points,
two points having the least distance are defined as B11 and B12. Let B13 denote
the nearest point away from B11 and B12. Obviously, B13 is not in the line formed
by B11 and B12. In this way, B11,B12, and B13 construct the first triangle plane
represented as θ1, which is covered by a pSi3 neuron. The covering area is:

P1 =
{
X |ρ

Xθ1
≤ Th, X ∈ Rn

}
(14)

θ1 = {Y |Y = α2 [α1.B11 + (1− α1)B12] + (1− α2)B13, α1, α2 ∈ [0, 1]} (15)

where Th is its threshold, and ρXθ1 denotes the distance from X to θ1.
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Step 2: Firstly, the points contained in P1 should be removed. Then, according
to the method of step 1, define the nearest point away from B11,B12, and B13

as B21. Among B21,B22, and B23 , two nearest points away from are denoted
as B22, and B23. B21,B22, and B23 construct the second triangle defined as
θ2, which is covered by another pSi3 neuron. The covering area is described as
follows:

P2 =
{
X |ρ

Xθ2
≤ Th, X ∈ Rn

}
(16)

θ2 = {Y |Y = α2 [α1B21 + (1− α1)B22] + (1− α2)B23, α1, α2 ∈ [0, 1]} (17)

where Th is its threshold, and ρxθ2 denotes the distance from X to θ2.

Step 3: Remove the points contained in the covering area of previous (i − 1)
pSi3 neurons. Let Bi1 denotes the nearest point from the remained points to the
three vertexes of the triangle. Two nearest vertexes of the (i−1)th triangle away
from Bi1 are represented as Bi2 and Bi3. Then, Bi1, Bi2, and Bi3 construct the
i-th triangle, defined as θ3. In the same way, θ3 is covered by a pSi3 neuron. The
covering area is

Pi =
{
X |ρ

Xθ3
≤ Th, X ∈ Rn

}
(18)

θ3 = {Y |Y = α2 [α1Bi1 + (1− α1)Bi2] + (1− α2)Bi3, α1, α2 ∈ [0, 1]} (19)

where Th is its threshold, and ρxθ3 denotes the distance from X to θ3.

Step 4: Repeat the step 3 until all sample points are conducted successfully.
Finally, there are m pSi3 neurons, and their mergence about covering area is the
covering area of every DNAs’ class. That is P =

⋃m
i=1 Pi.

4.2 Clustering Based on Multi-weighted Neuron

Taking Th = 0, the pSi3 neuron can be described as follows:

ρ =
∥∥X − θ(W1,W2,W3)

∥∥ (20)

The output ρ is the distance from X to the finite area θ(W1,W2,W3). The distance
called ρi from the sample DNA waiting for being recognized to the covering area
of the i-th class is:

ρi =
Mi

min
j=1

ρij, i = 1, · · · , 2467 (21)

where Mi is the number of pSi3 neurons covered by the i-th class DNAs, ρij

is the distance between the DNA sample waiting for being recognized and the
neural network’s i-th neuron’s covering range covered by the j-th class DNAs.
X will be classified to the DNA class corresponding to the least ρi. Namely:

j =
2467
min
j=1

ρi, j = (1, · · · , 2467). (22)
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5 Results and Discussion

Using Saccharomyces cerevisiae gene expression data, we compared the perfor-
mances of the multi-weighted neuron-based similarity index and other similar-
ity (or distance) measures in forming clusters that resemble those defined by
functional categories or the presence of common regulatory motifs. A simple
clustering method based on similarity thresholds was used for comparison. The
clusters obtained using Euclidean distance, correlation coefficients, and mutual
information were not significantly different. The clusters formed with the neural
network-based index were more in agreement with those defined by functional
categories or common regulatory motifs. Non-linear similarity measures such as
the one proposed may play a role in complex microarray data analysis. Further
studies are necessary to demonstrate their applicability beyond this “proof-of-
concept” experiment.

6 Conclusion

In this study, we developed a multi-weighted neuron-based measure of gene ex-
pression proximity and evaluated its performance in a single dataset. The clusters
were based on simple proximity threshold cutoffs. We tested these measures on
data consisting of 79 measurements from 10 different experimental conditions.
The cluster performance was evaluated based on the motif DNA sequences and
MIPS functional categories. The performance was compared statistically. There
was no significant difference among results obtained using Euclidean distance,
correlation coefficients, and mutual information. The performance of the multi-
weighted neuron-based measure was significantly different. Non-linear proximity
multi-weighted neuron methods such as the one derived from high dimensional
space may play a role in the analysis of gene expression data.
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Abstract. Finding orthologous genes, similar genes in different
genomes, is a fundamental problem in comparative genomics. We present
a model for automatically extracting candidate ortholog clusters in a
large set of genomes using a new clustering method for multipartite
graphs. The groups of orthologous genes are found by focusing on the
gene similarities across genomes rather than similarities between genes
within a genome. The clustering problem is formulated as a series of com-
binatorial optimization problems whose solutions are interpreted as or-
tholog clusters. The objective function in optimization problem is a quasi-
concave set function which can be maximized efficiently. The properties
of these functions and the algorithm to maximize these functions are pre-
sented. We applied our method to find ortholog clusters in data which
supports the manually curated Cluster of Orthologous Genes (COG)
from 43 genomes containing 108,090 sequences. Validation of candidate
ortholog clusters was by comparison against the manually curated or-
tholog clusters in COG, and by verifying annotations in Pfam and SCOP
- in most cases showing strong correlations with the known results. An
analysis of Pfam and SCOP annotations, and COG membership for se-
quences in 7,701 clusters which include sequences from at least three
organisms, shows that 7,474(97%) clusters contain sequences that are all
consistent in at least one of the annotations or their COG membership.

1 Introduction

Genes related through evolution are called homologous genes. They provide a
good basis for extrapolating our knowledge from well-studied organisms to new
ones, as in functional annotation of their genes. An important class of homolo-
gous sequences is that of orthologous genes, or gene sequences present in different
genomes that have arisen through vertical descent from a single ancestral gene in
the last common ancestor [1]. Such genes usually perform the same function(s)
in different organisms but the degree of sequence similarity across the organisms
varies, and usually depends on the time elapsed since their divergence. Ortholog

� The author was supported, in part, by the DIMACS graduate students award.
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detection is a fundamental problem in estimating traces of the vertical evolu-
tion of genes; its practical purpose include gene function annotation and finding
targets for experimental studies.

While many ortholog detection procedures have been proposed [2], [3], [4],
[5], [6], they suffer from limitations that present real challenges. Ortholog detec-
tion in [5] is limited to a pair of genomes, [6] requires phylogenetic information
which may not be reliable, [4] can handle only small sized data. COG [3] and
KEGG [2] are the most widely used and trusted databases of orthologous groups
but they require manual curation step(s) by experts and this is a rate limiting
factor to address the current demand. Automatic procedures of ortholog screen-
ing, grounded on methodologies that can tackle the problem as completely as
possible, while ensuring the sensitivity of the orthologous groups produced, could
therefore be valuable adjuncts to speedup the process.

In the proposed method, we require that a gene has to be similar in sequence
to most genes from other genomes within its ortholog cluster. We have designed
a new kind of similarity function (linkage function) to capture the relationship
between a gene and a subset of genes. The similarity relationships among genes
from multiple genomes are represented as a multipartite graph, where nodes in
a partite set correspond to genes in a genome. To this we apply a new clustering
method for multipartite graphs. The method is fast and enables us to extract
ortholog clusters from a large sets of genomes. The key to the efficiency of the
procedure is a particular property of the objective function, which is based on
the linkage function.

We evaluate the performance of our method on the data set used to construct
the COG [3], [7] database. In order to have reliable estimates of association
between ortholog clusters in COG and ortholog clusters extracted by our method,
we use statistical coefficients and calculate several indices of comparison, each
of which reflects a particular aspect of similarity between the two classifications.
The ortholog clusters produced by the method are evaluated based on the protein
family annotation in Pfam [8] and structural annotation in SCOP [9]. Validation
of clusters using these independent sources reveals that sequences within clusters
share annotations provided by these sources.

The presentation of the remaining paper is as follows. In section 2 we present
quasi-concave set functions and their maximizers which are then used to extract
an optimal subset as a ”quasi-clique” on a graph. Section 3 specifies the method
to extract a cluster on a multipartite graph, and its extension to extract a se-
quence of clusters. In section 3.1 ortholog clusters are modeled as clusters in a
multipartite graph, by specifying the similarity function between a gene and a
set of genes. In section 4, we describe the results of applying the procedure to
the data used for ortholog clustering in the COG database. The comparative
analysis of our ortholog clusters with those in COG is presented in section 5.
This is followed by conclusions in section 6.
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2
⋃

-Maximizer of a Quasi-Concave Set Function as a
Cluster

Suppose V = {1, 2, . . . , i, . . . , n} is a set of n elements in which we intend to find a
cluster. Further, assume that relationships among elements in V are represented
by the undirected edge weighted graph G1 = (V, E, W ), where E is the set of
edges, and the weight, wij ∈ W on the edge eij ∈ E is interpreted as a degree of
similarity between elements i and j. As a cluster, we intend to extract a subset
whose elements are similar to each other. If we let the set function F (H) 1 denote
a measure of proximity among elements in the subset H , then as a cluster we
wish to obtain a subset H∗ of V that maximizes F (H) i.e.,

H∗ = arg max
H⊆V

F (H) (1)

The specific realization of the function F (H) expresses the notion of similarity
between elements and determines the efficiency of finding the optimal set H∗. Let
us introduce a function π(i, H) which measures similarity between an element,
i, and a subset of elements, H .This linkage function π(i, H) may be interpreted
as measuring a degree of membership of the element i to the subset H , where
i ∈ H ⊆ V . Using the linkage function, the function F (H) is defined as

F (H) = min
i∈H

π(i, H), ∀i ∈ H and ∀H ⊆ V (2)

In other words, F (H) is defined as the π(i, H) value of the least similar element
in the subset H . Then, according to (1), the subset, H∗ contains elements such
that the similarity of the least similar element in H∗ is maximum. This criteria
has been used to explore the structure of data in [10]. The optimization problem
defined as in (1), when F (H) is expressed as in (2) is very hard, in general.
However, the problem becomes efficiently solvable, if we require the function
π(i, H) to be monotone.

Definition 1. A linkage function, π : V ×{2V \∅}→ R, is monotone increasing
if it satisfies the inequality:

π(i, H) ≥ π(i, H1) ∀i,∀H1, ∀H : i ∈ H1 ⊆ H ⊆ V (3)

Definition 2. A set function F is quasi-concave if it satisfies

F (H1 ∪H2) ≥ min(F (H1), F (H2)) ∀H1, H2 ⊆ V (4)

Proposition 1. The set function F (H) as defined in (2) is quasi-concave, if
and only if the linkage function is monotone increasing.

Proposition 2. For a quasi-concave set function F (H) the set of all its maxi-
mizers, H∗, as defined by (1), is closed under the set union operation.

1 The argument H ⊆ V is a set and F : {2V \ ∅} → R.
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We omit the proofs of these propositions due to space constraints.

Definition 3. A maximizer of F (H) that contains all other maximizers is called
the ∪-maximizer.

We denote the ∪-maximizer by Ĥ . It is obvious from proposition 2 that Ĥ is the
unique largest maximizer.

The algorithm for finding the ∪-maximizer of F (H) is iterative and begins
with the calculation of F (V ), and the set, M1, containing elements that satisfy
F (V ) = π(i, V ), i.e., M1 = {i ∈ V : π(i, V ) = F (V )}. The elements in the set
M1 are removed from the set V to produce the set H2 = V \M1, (H1 = V ).
At the iteration t, it considers the set Ht−1 as input, calculates F (Ht−1) and
identifies the set of elements Mt such that F (Ht−1) = π(it, Ht−1), ∀it ∈Mt and
removes them from Ht−1 to produce Ht = Ht−1 \Mt. The algorithm terminates
at iteration T when HT = ∅ outputting the extremal subset Ĥ as the subset,
Hj with smallest j, such that F (Hj) ≥ F (Hi) ∀i ∈< 1, 2, . . . ,T >, i 	= j. The
pseudocode for this algorithm is given in Table 1.

We introduce some notation that facilitates the understanding of the algo-
rithm and helps in proving its correctness. By H = {H1, H2 . . . , HT } we de-
note a sequence of nested subsets of V such that HT ⊂ HT−1 ⊂ . . . ⊂ H2 ⊂
H1 = V , where, Ht \ Ht+1 = Mt = {i : π(i, Ht) = minj∈Ht π(j, Ht)}. Addi-
tionally, Γ = {Γ1,Γ2, . . . ,Γp} represents another sequence of nested subsets of
V (actually a subsequence of H), where Γp ⊂ Γp−1 ⊂ . . . Γ2 ⊂ Γ1 = V , and
F (Γ1) < F (Γ2) < . . . < F (Γp). In fact, each Γi, i =< 1, 2, . . . , p > is equal to
some Hj , j =< i, i + 1, . . . ,T >.

Table 1. Pseudocode to extract the ∪-maximizer of F (H)

Input : monotone linkage function π(i, H), i ∈ H ⊆ V .
Output: Sequence of nested subsets H = {H1, H2 . . . , HT }

s.t. HT ⊂ HT−1 ⊂ . . . ⊂ H2 ⊂ H1 = V
along with a sequence of values
F = {F1, F2, . . . , FT } s.t. F (Ht) = Ft, t =< 1, 2, . . . , T >
Another sequence of nested subsets, Γ = {Γ1, Γ2, . . . , Γp}
where Γp ⊂ Γp−1 ⊂ . . . Γ2 ⊂ Γ1 = V
and F (Γ1) < F (Γ2) < . . . < F (Γp)

Step 0: Set t := 1; s := 1; H1 := V ; Γ1 := V ;
Step 1: Find Mt := {i : π(i, Ht) = min

j∈Ht

π(j, Ht)};
Step 2: if (Ht \ Mt = ∅) STOP.

else Ht+1 := Ht \ Mt; Ft+1 := F (Ht+1); t := t + 1;
if (Ft > F (Γs)) s := s + 1; Γs = Ht;
go to Step 1.

Theorem 1. The subset Γp output by the above algorithm is the ∪-maximizer
for F in the set V .
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Proof. According to the algorithm F (Γp) = maxHi∈H F (Hi). Let us begin by
proving that Γp is a maximizer, i.e., F (Γp) ≥ F (H) ∀H ⊆ V . The proof is
divided into two cases: (i) H \ Γp 	= ∅ and, (ii) H ⊆ Γp.

Case (i) [H\Γp 	= ∅]: Let Hi be the smallest set in the sequence H that contains
the given set H , so that H ⊆ Hi but H 	⊆ Hi+1. According to the algorithm,
Mi = Hi \Hi+1, so there is at least one element in Mi which also belongs to H ,
say iH ∈ H , and iH ∈Mi. By definition of F (Hi), we have

F (Hi) = min
i∈Hi

π(i, Hi) = π(i∗, Hi) (5)

By construction of Mi (step 1 of the pseudocode), all i∗ satisfying (5) belong to
Mi, so, π(i∗, Hi) = π(iH , Hi). Then, by monotonicity of π(i, H) we get

π(iH , Hi) ≥ π(iH , H) ≥ min
i∈H

π(i, H) = F (H) (6)

Using (5) and (6) we obtain F (Hi) ≥ F (H). According to the algorithm F (Γp) >
F (Hi), ∀Γp ⊂ Hi, so we prove that

F (Γp) > F (H), ∀H \ Γp 	= ∅ (7)

Case (ii) [H ⊆ Γp]: Similar to the previous case, there exists a smallest subset
Hi in the sequence H that includes H . So, the inequalities in (6) hold here too,
and we could write F (Hi) ≥ F (H). On the other hand, F (Γp) ≥ F (Hi), which
in conjunction with the previous inequality this means

F (Γp) ≥ F (H), ∀H ⊆ Γp (8)

It is obvious that a maximizer which satisfies both the inequalities (7) and (8)
is the ∪-maximizer.

3 Quasi-Concave Set Functions on a Multipartite Graph

We now extend the above formulations for a multipartite graph. Consider a
family of sets, G = {G1, G2, . . . , Gk}, where Gs, s ∈< 1, 2, . . . , k > is a set; let
H = {H1, H2, . . . , Hk} be a family of subsets where Hs ⊆ Gs, s ∈< 1, 2, . . . , k >.
We will also use G to denote the set containing elements of all its member sets
and H to denote the set containing elements of its member sets 2. The usage
should be clear from the context.

A weighted multipartite graph related to the family of sets, G, is represented
by Gk = (G, E, W ) = (G1∪G2∪. . .∪Gk, E, W ), where members of G are consid-
ered as partite sets in the graph and the set of edges E represents the similarity
relations between elements from different partite sets. The weight wst

ij ∈ W on
an edge est

ij ∈ E represents the strength of similarity between a node, i ∈ Gs and
j ∈ Gt where s, t =< 1, 2, . . . , k > and s 	= t.
2 In this case, G is identified with a single set V = {1, 2, . . . , i, . . . , n} of all the

considered elements in all, Gs, s =< 1, 2, . . . , k >; a similar analogy holds for H .
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The formulation of an optimization problem to extract a multipartite clus-
ter requires the design of a linkage function that would appropriately cap-
ture the idea of similar elements in different partite sets of G. For any is ∈
Hs, s =< 1, . . . , k > and all Ht, t =< 1, 2, . . . , k >, s 	= t, consider the link-
age function, πst(is, Ht) which satisfies the monotonicity condition πst(is, Ht) ≥
πst(is, H ′

t) ∀H ′
t ⊆ Ht. Using this family of linkage functions as basic components,

we build a multipartite linkage function as

πmp(i, H) =

⎧⎪⎨⎪⎩
k∑

s=1
s�=t

πst(is, Ht), if (i = it) ∧ (∃t : Ht 	= ∅)

0, otherwise

(9)

It follows that πmp(i, H) is also a monotone function. According to (9), an el-
ement it ∈ Ht is not influenced by any of the elements from its own partition
Ht and the multipartite linkage function considers similarity values between el-
ements belonging to different families in the set. Furthermore, analogous to the
objective function for a general graph, the multipartite objective function is de-
fined as Fmp = min

i∈H
πmp(i, H). Then a multipartite cluster is defined as

Ĥ = arg max
H⊆G

Fmp(H) (10)

Since the multipartite linkage function is also monotonically increasing, we can
obtain the optimal solution for (10) using the procedure given in Table 1. This
procedure outputs one multipartite cluster in the set G. However, many such
clusters are likely to be present in the set G. If we assume that these clusters
are unrelated to one another, we can remove the elements belonging to the
first cluster Ĥ from G and extract another multipartite cluster in the set G \
Ĥ . This idea can be iteratively applied to find all multipartite clusters. The
procedure given in Table 2 formalizes this idea. It produces an ordered set,

Table 2. Pseudocode to extract a series of multipartite clusters

Initialization: G0 := G; m := 0; C = ∅;
Step 1: Extract Ĥm from Gm using (1); Add Ĥm to C;
Step 2: Gm+1 := Gm − Ĥm; m := m + 1;
Step 3: if ( (Gm = ∅) ∨ (πmp(i, H) = 0 ∀i ∈ H ⊆ Gm) )

Output C, Gm as R, and m; STOP;
else go to step 1

C = {Ĥ0, Ĥ1, . . . , Ĥm}, of m clusters, and a set of residual elements R = {i :
i ∈ G \C}. The number, m, of non-trivial clusters is determined by the method
automatically. Every cluster in C contains at least two elements from at least
two different partite sets of G. Clusters from C and R form a partition of the
set of genes. A cluster, Ĥi, produced at the iteration i, has the position i in the
order set, C and satisfies F (Ĥi) > F (Ĥi+1), i =< 1, . . . , m >.
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3.1 Modeling Ortholog Clusters

Known complete methods to find clusters of orthologous genes have at least two
stages - automatic and manual. The role of the latter is to correct the results of
the first stage which is a clustering procedure. Although specific implementations
of clustering procedures in different methods vary, most successful methods in-
clude some critical steps such as build clusters based on a set of ”mutually most
similar pairs” of genes from different genomes. These pairs are called BBH (bi-
directional best hits [5], [3]). This preprocessing is time intensive and not robust -
small changes in the data or in free parameters used in the procedure can alter
the results. So, the current status of the problem to extract groups of orthol-
ogous genes has at least three bottlenecks: (a) the manual curation, (b) time
complexity, and (c) the hyper-sensitivity of the automatic stage to parameter
changes. Our approach tries to resolve these three tasks.

Since orthologous genes must be present in different organisms, our definition
of ortholog clusters ignores similarity among genes within a genome and focuses
on similarity values between genes from different organisms only. For the ortholog
clustering problem, the family of sets G = {G1, G2, . . . , Gk} corresponds to the
set of k different complete genomes under consideration, where Gl is the lth

genome and the nodes in the partite set, Gl, correspond to genes in that genome.
Let M st = ||mst

ij || represent the matrix of similarities (computed using Blast [11])
between genes i ∈ Gs and j ∈ Gt, s 	= t, then the pair-wise linkage function for
genes in genomes Gs and Gt is defined as

πst(is, Ht) =
∑

jt∈Ht

mst
ij (11)

Using this function, the multipartite linkage function πmp(i, H) is defined as in
(9). Following the definition of the multipartite objective function, an ortholo-
gous group is extracted as a multipartite cluster Ĥ in (10).

The method is robust to slight variations in pair-wise similarities because
the linkage function value depends on many pair-wise similarities. The method
automatically determines the number of ortholog clusters. It does not require
a high quality of ”completeness” of the considered genomes, indeed, the linkage
function integrates similarity values from one gene to many genes, so it is unlikely
that results might change considerably for a small variation in the sets of genes
in the considered genomes. A few tests of such perturbation in the input data
have been performed and they show that results are very stable.

4 Experimental Results

We applied the proposed method to the data set used to construct the Clus-
ter of Orthologous Groups, COG database (version updated Feb. 2003, http:
//www.ncbi.nlm.nih.gov/COG/) [3], [7]. This database of orthologs was con-
structed from 43 complete genomes containing 104,101 protein sequences. Some
of these proteins are multi-domain sequences (two or more subunits, each with
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an independent biological role) and are manually divided based on domains, as a
consequence there are 108,091 sequences used to construct COGs. The construc-
tion procedure for COGs requires that orthologous genes be present in three or
more organisms, and, as a result only 77,114 sequences corresponding to 74,059
genes, or about 71% of all sequences in the 43 complete genomes, belong to 3,307
ortholog clusters in the COG database. More precisely, the COGs are made up
of 26 groups derived from 43 genomes by combining similar genomes into ”hyper-
genomes”. In other words, all genes from genomes within a group are considered
as genes in the corresponding hyper-genome. Furthermore, similar genes in each
of the 26 groups of genomes are grouped together as paralogs and considered as
single units when producing ortholog clusters in COG.

Pair-wise similarity values between sequences, computed using Blast [11], are
available at the COG website. We use these pre-computed similarity scores. The
raw pair-wise similarity values are made symmetric by sim(i, j) = max ( s(i, j),
s(j, i)), where s(i, j) = − log{e-value(i, j)}.

In contrast to COG, which was constructed on 26 groups of genomes, we
applied our procedure to all 108,091 sequences in the 43 complete genomes. The
procedure produced 38,285 clusters including 13,202 singletons, 16,806 clusters
of size 2, while 8,277 clusters contain at least 3 sequences. The singletons, by de-
finition, cannot be ortholog clusters and are removed from further analysis. The
8,277 clusters contain 576 clusters which contain sequences from 2 organisms,
and 7,701 clusters containing sequences from at least 3 organisms. We call these
7,701 clusters, the MPC clusters and focus our analysis on them.

To assess the conservation among sequences within MPC clusters, we used
their Pfam and SCOP annotations. These annotations were obtained through
HMM search performed using HMMER [12]. In the set of 7,701 clusters with
sequences from at least 3 organisms, only 61 clusters contain sequences that
are related to different Pfam families. There are 541 clusters, with no sequence
associated with a Pfam family and 5,901 clusters with all their sequences an-
notated with a single Pfam family. Comparisons with SCOP annotations show
that only 52 clusters contain sequences that are related to different SCOP super-
families, and 4,946 clusters have all their sequences annotated by a single SCOP
superfamily, while sequences in 1,884 clusters could not be annotated with any
SCOP superfamily. As in the case of clusters with size 2, we found that clusters
produced earlier while iteratively generating clusters are those highly correlated
with a single Pfam family, or SCOP superfamily annotation.

5 Comparative Analysis

The 7,701 ortholog clusters contain 51,134 sequences. Among the 7,701 of our
ortholog clusters, 7,101 (92%) contain sequences from a single COG, but there
are 7,474 (97%) clusters whose sequences are consistent in at least one of the
annotations - Pfam, SCOP or COG membership. The set of all sequences in our
ortholog clusters are mostly contained (98%) in the set of all sequences in COGs.
There are 104 COGs that are found to match our clusters exactly.
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To estimate the association between clusters in COG and MPC clusters,
we calculate several statistical parameters. We use the rand index [13] and its
normalized variant adjusted rand index [14] to quantify the relatedness of the two
classifications. These indices involve counting the number of agreements between
the two classifications based on how each pair of elements from the underlying
set is assigned to classes (clusters) by the two classification schemes. We obtained
a value of 0.804 for the rand index which can be interpreted as : more than 80%
of all pairs of sequences in our clustering results agree with ortholog clusters in
COG. When the number of agreement pairs are normalized with the expected
value of the number of agreement pairs in a random classification (the adjusted
rand index) we obtained a value of 0.665, suggesting a high degree of correlation
between the MPC clusters and manually curated clusters in COGs.

For the average index measuring the fraction of the number of sequences in
our clusters that do not belong to any COG cluster, we obtain a value of 0.021,
suggesting that it is very rare that sequences in an MPC-cluster do not belong
to any COG. The average number of different COGs that overlap with an MPC-
cluster, is 1.087 which indicates that most our clusters contain sequences from
a single COG cluster. The average of the number of MPC cluster present in
COG clusters is 2.463. This is consistent with the fact that there are 7,701 MPC
clusters and 3,307 COG clusters.

A comparison of distribution of the size of MPC clusters with the size of
COG clusters reveals that our clusters are smaller in size. MPC clusters are
usually sub-clusters of COG and contain elements from evolutionarily closely
related organisms. For instance, there are 10 MPC-clusters that contain genes
from all organisms from 2 kingdoms, however, most (7) of these are fragments
of COGs that contain genes from the 3 kingdoms. This effect is probably due to
the stringent criteria used in our ortholog clustering formulation.

Clusters containing sequences from a single COG are evidently homogeneous
and contain orthologous genes. Then, from an evaluation perspective it is inter-
esting to analyze MPC clusters that overlap with more than one COG clusters.
Such clusters might naively be considered as spurious, but a careful analysis
shows that sequences in these clusters share important biological signals. There
are 78 large clusters (size≥20) that overlap with more than one COG. We found
that annotations for different COGs that overlap with an MPC cluster are highly
related, moreover, all sequences in this class of clusters share Pfam and SCOP an-
notations. In many cases, these clusters correspond to COGs whose annotations
have keywords like ABC transporters (ATPases and GTPases), dehydrogenases,
regulatory genes for transcription, DNA binding domains, etc. These annotations
are related to some the largest group of paralogs, and are known to be hard to
distinguish based on pair-wise sequence similarity scores [15].

6 Conclusions

The problem of finding orthologous clusters in a large number of complete
genomes is modeled as clustering on a multipartite graph (MPC). Such modeling
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abstracts the problem and allows us to focus on multipartite graph clustering.
We have designed a new measure of similarity between an entity and a subset
using the monotone linkage function for multipartite graphs. The multipartite
graph clustering problem is formulated as a combinatorial optimization problem
using a quasi-concave function induced over the linkage function. This enables
us to get a cluster in the multipartite graph, and it is shown that this scheme can
be used, sequentially, to cluster the graph. The method is efficient for ortholog
studies in a large data set and does not require any thresholds. Since the optimal
set is related to the similarity structure present in the data, the proposed method
has an added advantage of discovering the number of clusters in the data which
is a feature well suited to ortholog clustering.

We have applied the method to screening for orthologous genes in a large
number of prokaryote genomes. The analyses of the results shows that ortholo-
gous clusters obtained using the MPC approach show a high degree of correlation
with the manually curated ortholog clusters in one of the most trusted databases
of ortholog clusters, COG.

The multipartite graph clustering method produces smaller but conserved
orthologous clusters. This feature ensures that clusters contain sequences which
share an orthologous relationship, and is critical to balance for the manual cu-
ration of orthologous clusters. On the other hand, related conserved clusters can
be merged, using a variant of the proposed method, to obtain a desired level
of aggregation. This could be useful to biologists who search genomic data to
discover relationships between genes in related organisms.
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Abstract. Biological information embedded within the large repository
of unstructured or semi-structured text documents can be extracted more
efficiently through effective semantic analysis of the texts in collaboration
with structured domain knowledge. The GENIA corpus houses tagged
MEDLINE abstracts, manually annotated according to the GENIA on-
tology, for this purpose. However, manual tagging of all texts is impos-
sible and special purpose storage and retrieval mechanisms are required
to reduce information overload for users. In this paper we have proposed
an ontology-based biological Information Extraction and Query Answer-
ing (BIEQA) system that has four components: an ontology-based tag
analyzer for analyzing tagged texts to extract Biological and lexical pat-
terns, an ontology-based tagger for tagging new texts, a knowledge base
enhancer which enhances the ontology, and incorporates new knowledge
in the form of biological entities and relationships into the knowledge
base, and a query processor for handling user queries.

Keywords: Ontology-based text mining, Biological information extrac-
tion, Automatic tagging.

1 Introduction

The collection of research articles in the field of Molecular Biology is growing
at such a tremendous rate, that without the aid of automated content analysis
systems designed for this domain, the assimilation of knowledge from this vast
repository is becoming practically impossible [10]. The core problem in designing
content analysis systems for text documents arises from the fact that these doc-
uments are usually unstructured or semi-structured in nature. Recent efforts at
consolidating biological and clinical knowledge in the structured form of ontolo-
gies however have raised hopes of realizing such systems. Since ontology specifies
the key concepts in a domain and their inter-relationships to provide an abstract
view of an application domain [1], ontology-based Information Extraction (IE)
schemes can help in alleviating a wide variety of natural language ambiguities
present in a given domain.
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Let us illustrate our point of view through an example. Suppose a user poses
a query like ”What are the biological substances activated by CD28?”, then a
specific answer like, ”Differential regulation of proto-oncogenes c-jun and c-fos
in T lymphocytes activated through CD28,” can be extracted from the repository
provided the system knows that proto-oncogenes, c-jun and c-fos are biological
substances. Kim et al. [7] suggest that such an answer can be produced if the
elements in the text are appropriately annotated. Though this scheme can solve
the information extraction problem very effectively, some of the key challenging
tasks towards designing such systems are: (i) recognition of entities to be tagged
(ii) automatic tagging of identified entities (iii) choosing a base ontology that can
be used to annotate the text effectively (iv) assimilate new domain knowledge.

In this paper we have proposed an ontology-based Biological Information Ex-
traction and Query Answering (BIEQA) System that tries to address the above
problems within a unified framework. The system exploits information about
domain ontology concepts and relations in conjunction with lexical patterns
obtained from biological text documents. It extracts and structures informa-
tion about biological entities and relationships among them within a pre-defined
knowledge base model. The underlying ontology is enhanced using knowledge
about feasible relations discovered from the texts. The system employs efficient
data structures to store the mined knowledge in structured form so that biolog-
ical queries can be answered efficiently.

The rest of the paper is organized as follows. We review some related works on
biological information extraction in section 2. The architecture of the complete
system is presented in section 3. Sections 4 through 7 present functional details
of each module. The performance of the system is discussed in section 8. Finally,
we conclude and discuss future work in section 9.

2 Related Work

A general approach to perform information extraction from biological documents
is to annotate or tag relevant entities in the text, and reason with them. Most
of the existing systems focus on a single aspect of text information extraction.
The tagging is often done manually. A significant effort has gone towards iden-
tifying biological entities in journal articles for tagging them. Su et al. [11] have
proposed a corpus-based approach for automatic compound extraction which
considers only bigrams and trigrams. Collier et el. [2] have proposed a Hidden
Markov Model (HMM) based approach to extract the names of the genes and
gene products from Medline abstracts. Fukuda et al. [5] have proposed a method
called PROtein Proper-noun phrase Extracting Rules (PROPER) to extract ma-
terial names from sentences using surface clue on character strings in medical
and biological documents.

Reasoning about contents of a text document however needs more than iden-
tification of the entities present in it. Kim et el. [7] have proposed the GENIA
ontology of substances and sources (substance locations) as a base to fix the
class of molecular biological entities and relationships among them. The GE-
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NIA ontology is widely accepted as a baseline for categorizing biological entities
and reasoning with them for inferring about contents of documents. There also
exists a GENIA corpus created by the same group, which contains 2000 manu-
ally tagged MEDLINE abstracts, where the tags correspond to GENIA ontology
classes. Tags can be both simple or nested, where simple tags have been awarded
to single noun phrases, whereas nested tags are for more complex phrases. Tags
can help in identification of documents containing information of interest to a
user, where interest can be expressed at various levels of generalization. Ex-
tracting contents from text documents based on relations among entities is also
another challenge to text-mining researchers. Craven and Kumlien [3] have pro-
posed identification of possible drug-interaction relations between protein and
chemicals using a bag of words approach applied at the sentence level. Ono et al.
[8] report on extraction of protein-protein interactions based on a combination of
syntactic patterns. Rinaldi et al. [9] have proposed an approach to automatically
extract some relevant relations in the domain of Molecular Biology, based on a
complete syntactic analysis of existing corpus. Friedman et al. [4] has proposed
GENEIS - a natural language processing system for extracting information about
molecular pathways from texts.

3 Architecture of the BIEQA System

In contrast to the systems discussed earlier, BIEQA is conceived as a com-
pletely automated information extraction system that can build a comprehensive
knowledge base of biological information to relieve users from information over-
load. The system uses the GENIA ontology as its starting domain knowledge
repository.

Fig. 1 represents the complete architecture of the BIEQA system. Though
the primary role of the system is to answer queries efficiently, initially the sys-
tem is trained to tag new documents automatically, for the ease of information
extraction. The system has four main components. The first component, Tag
Analyzer, has dual responsibilities. During system training, it operates on a set
of tagged texts to extract relationships between tags and other lexical patterns
within texts. Tag Analyzer also extracts key biological information from tagged
texts in the form of entities and their relations. This is stored in the knowledge
base to answer user queries efficiently. The second module, Tag Predictor, tags
new documents using the knowledge about tagging extracted by the analyzer.
This module uses a combination of table look-up and maximum-likelihood based
prediction techniques. The system is equipped with a powerful entity recognizer
for identifying candidate phrases in new documents for both simple and nested
tagging. One of the unique aspects of our system is the integration of a module
called Knowledge Base Enhancer which has the capability to enhance existing
ontological structures with new information that is extracted from documents.
Query Processor, the fourth module, extracts relevant portions of documents
from a local database, along with their MEDLINE references. User interaction
with the system is provided through a guided query interface. The interface al-
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Fig. 1. System Architecture

lows users to pose queries at various levels of specificity including combinations
of entities, tags and/or relations. Further details of each module is presented in
the following sections.

4 Tag Analyzer

As already mentioned, the Tag Analyzer has two main functions. During train-
ing, the analyzer helps in extracting statistical information about tag-word co-
occurrences from manually tagged documents. To start with, the Tag Analyzer
filters stop words from the corpus. We have considered most of the stop words
used by PubMed database. After that, it assigns a document id, a name (Medline
number), and a line number to every sentence of the corpus. Then it extracts
contents of a sentence and stores them in a tree structure, which is defined as
follows:

struct tag{
char * name;
struct tag * lchild; struct tag * rchild; struct tag *InnerTag;}
struct segment {
char *non tagged text; struct tag *tags;}
struct segment sentence[no of segments]

This tree is used by Tag Predictor and Knowledge Base Enhancer. Fig. 2
shows a sample tree structure created by Tag Analyzer corresponding to a tagged
sentence picked up from MEDLINE:95197524.
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Fig. 2. Tree structure generated with a sample sentence. [] indicates tags. Entities are
in boldface.

5 Biological Tag Predictor

The main function of this module is to locate entities in the biological document
and tag them according to GENIA ontology. During the training phase of the
system, this module works on the tree structure generated by Tag Analyzer to
extract statistical information for tagging. After training, it applies the extracted
statistical knowledge to tag the biological entities appearing in a document.
To identify entities from documents, this module also implements a document
processor. Since tagging is based on neighboring words, hence, it also includes
a neighborhood extractor which stores information about occurrences of terms
surrounding an entity. We outline the functions of each of these components in
the following subsections.

5.1 Document Processor for Entity Recognition

The main function of this module is to locate entities. Since entities are either
nouns or noun phrases, the document processor consists of a Parts-Of-Speech
(POS) Tagger that assigns parts of speech to English words based on the con-
text in which they appear. We have used a web-based Tagger, developed by the
Specialized Information Services Division (SIS) of the National Library of Medi-
cine1 (NLM), to locate and extract noun phrases that are present in the text
document. In addition to identification of nouns and noun phrases as named
entities, this module also consists of a set of rules to handle special characters
which are very common in biological documents. Gavrilis et el. [6] have proposed
a rule set for pre-processing biological documents. We have modified this rule
set including some new ones. These rules have been identified after analysis of
100 manually tagged documents picked at random from the GENIA corpus. The
1 http://tamas.nlm.nih.gov
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Fig. 3. Entity recognition rules and a sample sentence with entities identified for tag-
ging indicated by [ ]

modified rule set is shown in Fig. 3. These rules help in generating equivalent
names from a number of different appearances of Biological names, or even ex-
tract different instances from concatenations and commonly used abbreviations.
For example, concatenated instances like B- and T-cell or gp350/220 are con-
verted into B-cell and T-cell, and gp350/gp250 respectively. The complete list of
entities are identified by applying the above-mentioned rules in conjunction with
the identified noun phrases. Our method is capable of identifying both simple
and nested entities to be tagged. All stop words are filtered from the documents
and the processed document is passed on to the Neighborhood Extractor for
extraction of bigrams. The pre-processor also assigns a document id and name
(generally Medline number) and breaks the document into sentences and assigns
them a unique line number within the document so that the combination of the
document id and line number form a primary key.

Initially, each entity is assigned an arbitrary tag. This tag acts as a place-
holder which helps in identifying locations in the sentence where tags will be
inserted. The lower box in Fig. 3 shows a sample sentence along with its entities
identified and marked for tag prediction. The sentence with expected tag posi-
tions marked, is now converted into a tree structure similar to the one stated in
section 4, though tag names are not known now. This tree encodes all needed
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information about an entity and its neighboring terms in a sentence, which is
used for predicting its tag.

5.2 Statistical Prediction of Tags for Entities

GENIA ontology defines 36 tag classes, including the ”other name” tag. Tag
Predictor has been implemented to predict the most likely and most specific
tag from this collection. For all known entities, the tag is looked up from the
knowledge base. Otherwise, the tag prediction process uses a maximum likeli-
hood based model to predict an entity E’s tag based on the information about
its neighboring words. The task is to maximize β(T |En), where T stands for a
tag and En for the neighbourhood of the entity. β(T |En) is computed using bi-
grams of words and/ or tags. We define En as a 4-tuple (two left words and two
right words), that surround entity E that is to be tagged. A 4-tuple denoted by -
< LHW−1,LHW,RHW,RHW+1 > specifies the state of the system. Tag Pre-
dictor generates the 4-tuple set for E through preorder traversal of the tree men-
tioned earlier. The likelihood of tag Ti, is computed using the following equation:

β(Ti|LHW − 1,LHW,RHW,RHW + 1) =
P (Ti|LHW − 1) + P (Ti|LHW ) + P (Ti|RHW ) + P (Ti|RHW + 1)

where P (|) is calculated from training data as follows:

P (Ti|t) = N(Ti, t)/Σj=1to36N(Tj , t)

where N(Tk/t) represents the number of times a tag Tk is observed in combina-
tion with term t in the given position, in training data.

For any entity, one or more of its neighboring words may be entities them-
selves, which need to be tagged. In this case we have considered the tag, which
has the maximum probability of occurrence in the corresponding position as
obtained from training data. The tag with maximum likelihood value which is
greater than a given threshold value is assigned to the new entity. If an entity
cannot be associated with any tag the entity is tagged with ”other name”.

6 Knowledge Base Enhancer

Knowledge Base Enhancer conducts postorder traversal of the tree to extract
information about entities occurring in documents. While an ontology provides
useful domain knowledge for extracting information from unstructured texts,
it also becomes necessary at times to enhance existing domain knowledge with
additional information extracted from the text sources.

GENIA ontology specifies concept taxonomy over molecular biological sub-
stances and their locations only. Our system applies statistical analysis on the
tagged documents to extract information about other possible biological rela-
tions among substances, or locations or among substances and locations. This
is accomplished through extraction of relational verbs from documents and
analysing their relationships with surrounding tagged entities. To identify fea-
sible relations to enhance the ontology structure, we have focused on recog-
nition of relational verbs in the neighborhood of the entities. After analyzing
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the whole collection, those relational verbs which occur with maximal frequen-
cies surrounded by ontology tags are accepted for inclusion into the ontology.
Some example relations extracted for incorporation to enhance the ontologi-
cal structure are: inhibitors of(other organic compound, protein molecule), in-
ducers of(lipid,protein complex), induces in(mono cell, protein molecule), acti-
vates(protein molecule, protein molecule) etc. It may be noted that prepositions
determine the role of a concept in a relation. Information about all known en-
tities and documents in which they are occurring are stored separately in a trie
structure, and not in the ontology. For each entity in the collection it stores the
corresponding tag and its locations in the corpus.

7 Query Processor

Query processing is a two-step process - acceptance and analysis of the user query
and then finding the relevant answer from the structured knowledge base. Query
Processor uses the enhanced ontology structure to allow the user to formulate
queries at multiple levels of specificity. For example, a user may specify an entity
name and ask for documents containing it. However, a user can be more generic
and post a query like that shown earlier ”What are the biological substances
activated by CD28”, which is a combination of generic concepts like biological
substances, specific instances like CD 28 and a specific relation activated by,
which should relate these elements in the document.

Our system stores various permissible templates to enable users to formulate
feasible queries at multiple levels of specificity. As the user formulates a query,
the most appropriate template is selected by the system. Templates could be of
the form <*,relation,Entity>, or <Entity,*, Tag>, or <Tag,relation, Tag> etc.
A query is analyzed and processed by the Answer Generator module to extract
the relevant information from the knowledge base. The query presented above
is passed on to system through template <*,relation=activated,Entity=CD28>.
Two of the responses extracted from the local knowledge base are:

1. MEDLINE:95081587: Differential regulation of proto-oncogenes c-jun and
c-fos in T lymphocytes activated through CD28.

2. MEDLINE:96322738: The induction of T cell proliferation requires signals
from the TCR and a co-receptor molecule, such as CD28, that activate par-
allel and partially cross-reactive signaling pathways.

Another query ”How are HIV-1 and cell type related?” instantiates the template
<Entity=HIV-1,relation=*,Tag=Cell type>. Some corresponding abstracts ex-
tracted for this are:

1. MEDLINE:95187990: HIV-1 Nef leads to inhibition or activation of T cells
depending on its intracellular localization.

2. MEDLINE:94340810: Superantigens activate HIV-1 gene expression in
monocytic cells.
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8 System Performance Analysis

To judge the performance of the system, we have randomly selected 10 docu-
ments from the GENIA corpus that consist of 80 sentences and 430 tags. These
documents were cleaned by removing tags from them. Table 1 summarizes the
performance of entity recognition process over this set. It is observed that pre-
cision is somewhat low due to the fact that there are many noun phrases that
are not valid entities. To evaluate the effectiveness of Tag Predictor, we have
blocked the table look-up process because in this case all entities can be found
in the knowledge base. Table 2 summarizes the performance of Tag Predictor in
the form of a misclassification matrix. We have considered the fact that along
with the assignment of correct tags to relevant entities, the system should tag
those entities which are not Biological as other name. Computation of precision
takes this into account.

Table 1. Misclassification Matrix for Entity Recognition

Module Relevant Nonrelevant Relevant Prec- Re-
Phrases extracted phrases extracted phrases missed ision call

Entity Recognizer 417 50 13 89.29 96.98

Table 2. Misclassification Matrix for Tag Predictor

Module Correct Wrong Right prediction Wrong prediction Prec- Re-
prediction prediction of othername of othername ision call

Tag Predictor 389 27 9 42 90.47 92.29

9 Conclusions and Future Work

In this paper we have presented an ontology-based deep text-mining system,
BIEQA, which employs deep text mining in association to information about
the likelihood of various entity-relation occurrences to extract information from
biological documents. User interaction with the system is provided through an
ontology-guided interface, which enables the user to pose queries at various levels
of specification including combinations of specific entities, tags and/or relations.
One of the unique aspects of our system lies in its capability to enhance ex-
isting ontological structures with new information that is extracted from docu-
ments. Presently, we are working towards generating a fuzzy ontology structure,
in which, relations can be stored along with their strengths. Strength of relations
can thereby play a role in determining relevance of a document to a user query.
Query Processor is also being enhanced to tackle a wide range of structured nat-
ural language queries. Further work on implementing better entity recognition
rules is also on.
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Abstract. In general, the interactions between proteins are fundamen-
tal to a broad area of biological functions. In this paper, we try to predict
protein-protein interactions in parallel on a 12-node PC-cluster using
domains of a protein. For this, we use a hydrophobicity among pro-
tein’s amino acid’s physicochemical feature and a support vector ma-
chine (SVM) among machine learning techniques. According to the ex-
periments, we get approximately 60% average accuracy with 5 trials and
we obtained an average speed-up of 5.11 with a 12-node cluster using a
proximal SVM.

1 Introduction

A major post-genomic scientific pursuit is to describe the functions performed by
the proteins encoded by the genome. The goal of proteomics is to elucidate the
structure, interactions and functions of all proteins within cells and organisms.
The expectation is that this gives full understanding of cellular processes and
networks at the protein level, ultimately leading to a better understanding of
disease mechanisms.

The interactions between proteins are fundamental to the biological functions
such as regulation of metabolic pathways, DNA replication, protein synthesis,
etc [3]. But, biologists used experimental techniques to study protein interac-
tions such as two-hybrid screens. And these experimental techniques are labor-
intensive and potentially inaccurate. Thus, many bioinformatic approaches has
been taken to predict protein interactions.

Among them, Bock and Gough [4] and Chung et al. [6] proposed a method
to predict protein interactions from primary structure and associated physico-
chemical features using SVM. It is based on the following postulate: knowledge
of the amino acid sequence alone might be sufficient to estimate the propensity
for two proteins to interact and effect useful biological function. The postulate
� This work was supported by grant NO. R01-2004-000-10860-0 from the Basic Re-

search Program of the Korea Science& Engineering Foundation.
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is suggested by the virtual axiom that sequence specifies conformation [9]. Here,
primary structure of a protein is the amino acid sequence of the protein. And
Chung et al. [7] proposed a parallel method to predict protein interactions using
a proximal SVM [5].

In this paper, we also use a proximal SVM for parallel processing. But we
develop various methods to make a feature vector of SVM using domains of
a protein and hydrophobicity and and measure speedup and performances on
various configurations.

2 Our Domain-Based Protein-Protein Interaction System

SVM learning is one of statistical learning theory, it is used many recent bioinfor-
matic research, and it has the following advantages to process biological data [4]:

– SVM generates a representation of the nonlinear mapping from residue se-
quence to protein fold space [11] using relatively few adjustable model para-
meters.

– SVM provides a principled means to estimate generalization performance
via an analytic upper bound on the generalization error. This means that a
confidence level may be assigned to the prediction and alleviates problems
with overfitting inherent in neural network function approximation [12].

In this paper, we use TinySVM among diverse implementations of SVM and
its web site is http://cl.aist-nara.ac.jp/ taku-ku/software/TinySVM. TinySVM
uses many techniques to make large-scale SVM learning practical and thus, it is
good for our application with large dimensions of a feature vector of SVM and
huge amount of data sets. Because [14] shows that 10 is about the right number
of folds to get the best estimate of error, we do our experiments using a 10-fold
Cross-Validation [13].

SVM is a supervised learning method. Thus we need both positive and nega-
tive examples to train SVM. We obtained positive examples (that is interacting
proteins) from the Database of Interacting Proteins (DIP for short) and its web
site is http://www.dip.doe-mbi.ucla.edu/. At the time of our experiments, the
DIP database has 15117 entries. And each entry represents a pair of interacting
proteins. We make negative examples by using global shuffling to the pairs not
in DIP. Here, interacting mean that two amino acid chains were experimentally
identified to bind to each other. Our system generate a discrete, binary decision,
that is, interaction or no interaction.

Testing sets are not exposed to the system during SVM learning. The data-
base is robust in the sense that it represents protein interaction data collected
from diverse experiments. There is a negligible probability that the learning sys-
tem will learn its own input on a narrow, highly self-similar set of data examples.
This enhances the generalization potential of the trained SVM.

DIP database dose not have any domain information. We get this domain
information from PIR (Protein Information Resource) [1] which we get using
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cross references in DIP. We make a feature vector of SVM by combining these
domain informations with protein’s amino acid sequence.

Now, we will explain how to make a feature vector of SVM. A protein has a
various length of an amino acid sequence and its length is from several hundreds
to several thousands. Thus, the first step is to normalize the length of each amino
acid sequence of a protein. And then, we simply concatenate these two normal-
ized amino acid sequences of protein pair which is interacting or non-interacting.
And finally, we replace each amino acid in the concatenated sequence with its
feature value according various methods which is described in Subsection 4.1.

We evaluate the performance of SVM using accuracy, precision, and recall.
Their definitions are as follows.

– Accuracy = (pp+nn) / (pp+np+pn+nn)
– Precision = pp / (pp+pn)
– Recall = pp / (pp+np),

where p indicates positive, which means there is an interaction, and n indicates
negative, which means there is no interaction. And pp is true positive, pn is false
positive, np is false negative, and nn is true negative because the right side value
is a real value and the left side value is a SVM’s predicted value.

The accuracy is the percentage of correct predictions among all the testing
set, the precision is the percentage of true positive among all the predicted
positive, and the recall is the percentage of true positive among all the real
positive testing data. Note that if accuracy is high, recall is an important factor
to be a computational screening technique that narrow candidate interacting
proteins.

3 Our Parallel Method

Now, we will explain our parallel domain-based method to predict protein-
protein interactions. Fig. 1 is the configuration of our 12-node PC-cluster, which
consists of one master node and 12 computing nodes. Each PC has a Pentium
III processor and they are connected by gigabit ethernet. Each PC has 256M
byte memory. Note that memory size is a main constraint to deal with very large
dimensions of a feature vector of SVM in our PC-cluster system.

To do SVM training in parallel, we mainly refer to Fung and Mangasarian’s
Incremental SVM [5] and its parallel implementation [8]. Now, we will explain
the main idea of proximal SVM.

3.1 Proximal SVM

We consider the problem of classifying m points in the n dimensional input space
Rn, represented by the m× n matrix A, according to membership of each point
Ai in the class A+ or A− as specified by a given m×m diagonal matrix D with
plus ones or minus ones along its diagonal. For this problem, the standard SVM
with a linear kernel is given by the following quadratic program with paramenter
ν > 0 [5]:
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Number of nodes 12 computing nodes
1 master nodes

Processor Inter Pentium III coppermine 866Mhz
(32KB L1, 256KB L2 cache)

Main memory 256MB SDRAM
Hard disk 30GB EIDE HDD
Network 3com Gigabit Ethernet switch

100 Base-T Ethernet NIC
OS Redhat Linux
Language MPICH
Physical size W 180cm × D 60cm × H 130cm

Fig. 1. The configuration of our 12-node PC-cluster

min
(ω,ν,y)∈Rn+1+m

νe′y +
1
2
ω′ω (1)

s.t. D(Aω − eγ) + y ≥ e,

y ≥ 0.

ω is the normal to the bounding planes:

x′ω = γ + 1 (2)
x′ω = γ − 1

that bound most of the sets A+ and A− respectively. The constant γ determines
their location relative to the origin. When the two classes are strictly linearly
separable, that is the the error variable y = 0 in (1), the plane x′ω = γ + 1
bounds all of the class A+ points, while the plane x′ω = γ − 1 bounds all of the
class A− points as follows:

Aiω ≥ γ + 1, for Dii = 1, (3)
Aiω ≤ γ − 1, for Dii = −1.

Consequently, the plane

x′ω = γ, (4)

midway between the bounding planes in (2), is a separating plane that separates
A+ from A− completely if y = 0, else only approximately. The quadratic term
in (1), which is twice the reciprocal of the square of the 2-norm distance 2

‖ω‖
between the two bounding planes of (2), maximizes this distance, often called the
“margin”. Maximizing the margin enhances the generalization capability of SVM.
If the classes are linearly inseparable, then the two planes bound the two classes
with a “soft margin” (i.e. bound approximately with some error) determined by
the nonnegative error variable y, that is:

Aiω + yi ≥ γ + 1, for Dii = 1, (5)
Aiω − yi ≤ γ − 1, for Dii = −1.
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The 1-norm of the error variable y is minimized parametrically with weight ν
in (1), resulting in an approximate separating plane. This plane acts as a linear
classifier as follows:

sign(x′ω − γ)
{

= 1, then x ∈ A+,
= −1, then x ∈ A−. (6)

Fund and Mangasarian [5] make a very simple change in the numerical formu-
lation of a standard SVM and changes the nature of an optimization problem
of a standard SVM significantly and it is called a proximal SVM. This change
can be applied only to a linear kernel of a standard SVM. Two planes are not
bounding planes anymore. But, they can be thought of as ‘proximal’ planes, that
is, around the planes the points of each class are clustered, and the two planes
are pushed as far apart as possible.

Given m data points in Rn represented by the m×n matrix A and a diagonal
matrix D of ± labels denoting the class of each row of A, the linear proximal
SVM generates classifier (6) as follows.

– Define E = [A − e] where e is an m× 1 vector of ones. Compute[
ω
γ

]
= (

1
ν

+ E′E)−1E′De (7)

for some positive γ. Typically γ is chosen by means of a tuning set.

– Classify a new x by using (6) and the above solution
[
ω
γ

]
.

Then, a proximal SVM can be generated by using a simple procedure to the prox-
imal SVM. A proximal SVM can process data using a divide-and-conquer ap-
proach and thus it can be implemented in parallel directly. Tveit and Engum [8]
implement it and we use it for our experiments.

4 Experiments

4.1 Sequential Method

We use hydrophilic values of Hopp and Woods [2] for our experiments. We use
a protein database of DIP, a protein-protein interaction database of Yeast, and
a protein database of PIR. The data used for our experiments are as follows.

– The protein DB that we use for our experiments has 17000 proteins at the
time of our experiments but among them, the number of the proteins which
have domains in domain DB are only 2811.

– DIP DB has 15409 interacting protein-protein pairs but among them only
2481 pairs have domains in domain DB.

– Thus, the number of proteins used for our experiments are 2811 and the
number of pairs in DIP used for positive examples for SVM is 2481.
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For each try of experiments, we select pairs of proteins of yeast in DIP randomly.
We use the following 6 methods using domains.

– Method 1: We use both hydrophobicity and polarity of a protein’s amino
acid’s features. For this experiment, we do 60 trials.

– Method 2: We replace domains with 1 and the others with 0 in a protein’s
amino acid sequence.

– Method 3: We use only the hydrophobicity of domain’s amino acid in a
protein’s amino acid sequence.

– Method 4: We replace the amino acids with hydrophobicity in a domain
with 1, the amino acids without hydrophobicity in a domain with 0, and the
others in a protein’s amino acid sequence with 2.

– Method 5: We replace all the amino acids in a domain with the domain’s id
and the others with 0 in a protein’s amino acid sequence.

– Method 6: We use only the interacting protein-protein pairs which has do-
mains in DIP.

Table 1 shows experimental results of 6 methods using a domain. According to
the experiments, Method 1 shows the best average accuracy 76.8 % but it shows
the worst precision. And Method 1 shows the best recall 39.8 % among them but
it is not a good value. Method 4 shows the best precision 53.4 %.

Table 1. Comparing 6 methods using domains (unit:%)

Methods accuracy precision recall
Method 1 76.6 27.2 39.8
Method 2 65.6 34.5 37.1
Method 3 65.9 36.1 36.7
Method 4 52.4 53.4 37.6
Method 5 62.9 48.9 20.1
Method 6 57.1 43.2 21.5

4.2 Parallel Method

As different values of ν in (7) in subsection 3.1 can give difference in accuracy in
the classification, we use ν value of 100 for our experiments according to Chung et
al. [6]. And we do our experiments using a 10-fold Cross-Validation [13] because
[14] shows that 10 is about the right number of folds to get the best estimate of
error.

For our parallel experiments, we use Method 5 in Subsection 4.1, i.e., we re-
place all the amino acids in a domain with the domain’s id and the others with 0
in protein’s amino acid sequence. Our PC-cluster has 12 nodes and we get experi-
mental results using 2 nodes, 4 nodes, 8 nodes, and 12 nodes respectively. Table 2
shows the accuracy of each trial with the various number of nodes when using a
proximal SVM. For each trial, we use 4000 protein pairs and we do 5 trials.
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Table 2. Accuracies with various number of nodes

Trial 1-node 2-node 4-node 8-node 12-node
1 60.62% 58.88% 58.27% 57.23% 58.79%
2 59.98% 56.32% 54.81% 56.84% 57.47%
3 58.32% 54.11% 55.83% 52.13% 55.21%
4 61.03% 58.61% 59.31% 53.74% 57.22%
5 59.02% 55.33% 54.09% 57.84% 55.87%

average 59.79% 56.65% 56.46% 55.55% 56.91%

Table 3. Processing time with various number of nodes (unit: sec)

Trial 1-node 2-node 4-node 8-node 12-node
1 217 192 122 51 41
2 210 188 121 51 42
3 219 195 127 51 41
4 217 191 127 51 43
5 212 190 120 51 41

average 215 191 123 51 42

According to the experiments, our method using a proximal SVM shows
average accuracy of 59.79% using 1 node, 56.65% using 2 node, and so on. Thus,
accuracies are almost the same regardless of the number of nodes as proved in
the numerical formulation of a proximal SVM [5].

Table 3 shows the speed-up of processing time when increasing the number
of nodes. The average speed-up is 1.12 with 2-node, 1.74 with 4-node, 4.21 with
8-node and 5.11 with 12-node cluster.

5 Conclusion

In this work, we devised 6 methods to predict protein-protein interactions us-
ing domains and showed experimental results comparing them. Moreover, we
showed how to predict protein-protein interactions in parallel using proximal
SVM and showed various experimental results. The results are not so good and
we want to improve our domain-based protein-protein interaction prediction sys-
tem. With experimental validation, further development may produce a robust
computational screening techniques that narrow the range of candidate interact-
ing proteins.

But, the most difficult thing in using a supervised learning method such
as a SVM to predict protein-protein interactions is to find negative examples
of interacting proteins, i.e., non-interacting protein pairs. If such a database
of non-interacting protein pairs are constructed, the better method to predict
protein-protein interactions can be developed.
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Abstract. Transcription factors are key regulatory elements that con-
trol gene expression. Recognition of transcription factor binding sites
(TFBS) motif from the upstream region of genes remains a highly im-
portant and unsolved problem particularly in higher eukaryotic genomes.
In this paper, we present a new approach for studying this challenging
issue. We first formulate the binding sites motif identification problem as
a combinatorial optimization problem. Then hybrid particle swarm op-
timization (HPSO) is proposed for solving such a problem in upstream
regions of genes regulated by octamer binding factor. We have developed
two local search operators and one recombination mutation operator in
HPSO. Experiment results show that the proposed algorithm is effective
in obtaining known TFBS motif and can produce some putative binding
sites motif. The results are highly encouraging.

1 Introduction

The publication of a nearly complete draft sequence of the human genome is an
enormous achievement, but characterizing the entire set of functional elements
encoded in the human and other genomes remains an immense challenge [1].
Two of the most important functional elements in any genome are transcription
factors and the sites with the DNA which they bind. Transcription factors are
usually proteins that stimulate or repress gene transcription and their binding
sites are usually short sequence fragment located in upstream of the coding
region of the regulated gene. A more complete understanding of transcription
factors and their binding sites will permit a more comprehensive and quantitative
mapping of the regulatory pathways within cells [2].

Because of the significance of this problem, many computational methods
for identification of transcription factor binding sites have been proposed [3-5].
The prediction and computational identification of regulatory elements in higher
eukaryotes is more difficult than in model organisms partly because of the larger
genome size and a larger portion of noncoding regions. Furthermore, even the
general principles governing the locations of DNA regulatory elements in higher
eukaryotic genomes remain unknown. Existing methods [6] often converge on
sequence motifs that are not biologically relevant. So the enrichment of compu-
tational methods is necessary for an efficient search.

D. Śl ↪ezak et al. (Eds.): RSFDGrC 2005, LNAI 3642, pp. 438–445, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



Identification of Transcription Factor Binding Sites Using HPSO 439

In this paper, we first formulate the binding sites identification problem as
a combinatorial optimization problem. Then hybrid particle swarm optimiza-
tion is proposed for finding regulatory binding sites motif in upstream regions of
coexpressed genes. We have developed two local search operators and one recom-
bination mutation operator to intensify the ability of local search and increase
the variance of population in HPSO. This method can identify conserved TFBS
motif across multiple sequences without pre-alignment.

2 Hybrid Particle Swarm Optimization

Particle swarm optimization (PSO) is an evolutionary computation technique
first introduced by Kennedy and Eberhart [7] in 1995. The position and the
velocity of the particle in the n-dimensional search space can be represented as
Xi = (xi1, xi2, . . . , xin) and Vi = (vi1, vi2, . . . , vin) respectively. The velocity and
position vector is calculated according to the following equations:

Vi = w · Vi + c1 · rand() · (Pi −Xi) + c2 · rand() · (Pg −Xi) (1)

Xi = Xi + Vi (2)

Where c1 and c2 are constants and are known as acceleration coefficients, w is
called the inertia weight, rand() generate random numbers in the range of [0, 1].

We propose a hybrid particle swarm optimization (HPSO) by incorporating
local search operation and recombination mutation operation. In local search
operation, nine offspring individuals are produced by using two operators for
each parent individual before updating its position. Then the best individual
is chosen to replace the original one. In recombination mutation operation, two
individuals chosen at random with equal probabilities from the population are
executed the operation in a user-defined probability to increase the population
variance. The details are shown in section 4.

3 Transcription Factor Database

TRANSCompel database is originated from the COMPEL [8] and provides in-
formation of composite regulatory elements which contain two closely situated
binding sites for distinct transcription factors. It contains 256 experimentally
validated composite elements from which we choose one transcription factor,
octamer-binding factor (Oct) as test example. This transcription factor is cho-
sen because its binding mechanism is well studied and many known genes in the
downstream regulatory pathways have been verified experimentally. The seven
genes regulated by transcription factor Oct with known binding sites motif in
their 1kb upstream region are shown in table 1. In our experiment, the 1kb re-
gions upstream to the transcription start site for each of these genes are searched
for identification of binding sites.
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Table 1. Genes with experimentally validated Oct binding sites

TF Gene Name Accession No Species Sequence Motif
Oct U2 small nuclear RNA C00039 Homo sapiens ATGCAAAT
Oct Unknown protein C00043 Mouse virus ATGTAAAT
Oct Surface antigen C00048 Human virus ATGTAAAT
Oct Immunoglobulin chain C00049 Mus musculus ATGCAAAT
Oct Immunoglobulin chain C00050 Mus musculus ATGCAAAG
Oct Interleukin-2 C00158 Mus musculus ATGTAAAA
Oct Interleukin-3 C00169 Homo sapiens ATGCAAAT

4 Hybrid PSO for TFBS Motif Identification

TFBS motif consists of a set of windows with one window for each sequence.
Identification of TFBS motif can be formulated as a combinatorial optimization
problem. That is we choose one window from each sequence, then the aim of our
algorithm is to find the optimum combination of these windows that can maxi-
mize the fitness function. The number of possible combination (search space) is
computed according to the formula:

p = (l − d)s (3)

Where l is the length of the sequences, d is the width of the window being used,
and s is the number of sequences. The algorithm is implemented in Matlab 6.5.

4.1 Population Initialization

In this experiment, we use a fixed TFBS window size of eight. A single candidate
solution represents a set of windows randomly placed over the 1kb upstream
sequences with only one window per sequence. Thus the ith particle is initialized
as a vector with the following form: Xi = (xi1, xi2, xi3, xi4, xi5, xi6, xi7). Where
xik is a random number from 1 to 993 (because the sequence length is one
thousand and the window size is equal to eight) and it represents the initial
position of the kth window. The details are shown in figure 1.

C00039: AGGAGGGGTCCAGCCCTCAGCGATGGGATTTCAGAGCGGG
C00043: ACTATTTTTACTCAAATTCAGAAGTTAGAAATGGGAATAGA
C00048: ATGCTGTAGCTCTTGTTCCCAAGAATATGGTGACCCGCAA
C00049: ACAATAACATTTTATGTATATGTCTATCCATATATGTGTAAA
C00050: ACTCTTACATCTTTTTAGATAAACATGTGAGATCAATGGAC
C00158: ACAGGAGAGAAGTTACTAGCAAGAGTTGGTCTCTGACCTC
C00169: TTTTTATCCCATTGAGACTATTTATTTATGTATGTATGTATT

Fig. 1. The individual Xi = (11, 21, 30, 15, 6, 20, 35) represents the set of windows
which consist of these short sequences with bold font
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4.2 Local Search Operation

For the purpose of enlarging search space and intensifying the ability of local
search, we have developed two variation operators: window position change and
A+T percentage measure. Before updating the position of each individual (par-
ticle), we use the two operators to generate nine offspring solutions for each
individual and select the best one from the total ten individuals (one parent
and nine offspring) to replace the original individual. We first generate a ran-
dom number from the range [1, 3] which decides to how many times we use
the two operators. Each time an operator is required, the choice on the type of
variation operators is made according to the user-defined probabilities for each
operator. This process is repeated until the maximum times are reached. The
main pseudo-code is summarized as follows:

Procedure Local search (population P )
begin
For each individual Pj with 1 ≤ j ≤ popsize in the population P
initialize n = 1;
while n ≤ 9 do (generate nine offspring solutions)
generate a random number ntime from the range [1, 3];
for i = 1 to ntime
if rand() < 0.2 (user-defined probability)
use the window position change operator;
else use the A+T percentage measure operator;
increase n;
calculate the fitness value for the ten individuals;
select the individual lbest with the maximum fitness;
replace the original individual Pj with lbest;
end

One window in the parent solution is chosen randomly for modification. When
we use the window position change operator, the chosen window is moved either
to the left or to the right across the 1kb upstream region with equal probability.
A choice of new window position is chosen at random from the range [1, n],
where n represents the maximum number of nucleotides in that direction. In our
experiment, n is equal to 993 (sequence length - window width + 1) with the
sequence starting from the 5’ end.

If the A+T percentage measure operator is used, the average A+T percentage
is first computed for all windows except the window being modified. Then a
percentage similarity to this average is calculated for all possible windows in the
full 1000 nucleotide sequence for the window being modified. All the window
positions are stored with A+T similarity equal to or greater than a user-defined
threshold. We set the threshold to 1 in all the experiments. From this set of
window positions, a new location for the window being modified is chosen with
equal probability.
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4.3 Fitness Evaluation

In order to evaluate each individual well, we introduce two criteria: similarity
and complexity [9]. The total fitness of each individual is calculated according
to the following formula:

Fitness(i) = w1 × Similarity(i) + w2 × Complexity(i) (4)

where w1 and w2 are used to balance the importance of similarity and complexity.
In our experiment, w1 = 0.6 and w2 = 0.4 have generated better results.

There are many methods to calculate similarity [10]. In this paper, we first
get a likelihood matrix by calculating the frequency of A, T, G, and C at each
column. The greatest value of each column in the likelihood matrix is subtracted
from 1 and the absolute value of the result is stored. Then we calculate the sum
of each column in the subtraction matrix and a difference of 1 minus the sum is
got. The sum of the difference value for each column is the final similarity.

The average complexity for all windows represents the total complexity score
for each individual solution. Complexity of a window can be calculated according
to the following formula:

Complexity = logd!/
∏

ni!
10 (5)

where d is the window width, and ni is the number of nucleotides of type i,
i ∈ {A,T , G,C}. In the worst cases, a window sequence has only one type of
nucleotides, thus its complexity is zero.

4.4 Update Position X and Velocity V

The velocity V of each individual is initialized in the first generation as a seven-
dimensional vector and each element in the vector has the range [1, 8]. Then V
can be updated according to the Eq. (2) and X can be updated according to
Eq. (1). We limit the maximum and the minimum velocity for each particle in
order to avoid missing the global optima or entrapping in the local optima soon.
So any window in the individual can move one window width at most one time
either to the left or to the right. In addition, the position X should be modified
when the particle escapes from the boundary. The pseudo code for modifying
velocity and position is shown as follows:

Procedure Update (X ,V )
begin
For each particle in the population P
Calculate V according to Equation (1);
for k=1 to 7
if Vik > 8 then Vik = 8; if Vik < −8 then Vik = −8;
Update X according to Equation (2);
for k=1 to 7
if Xik < 1 then Xik = 1; if Xik > 993 then Xik = 993;
end
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4.5 Recombination Mutation

Basing on simulations, we notice that there may be some duplicate individuals
in each generation. These duplicate solutions can induce premature convergence
to local optima, so it is important to maintain the variance of the population.
We propose a recombination mutation operator to increase this variance. After
updating the X value for all individuals, two of them, chosen at random with
equal probabilities from the population, are treated with recombination muta-
tion with a user-defined probability. A random recombination mutation point is
selected from the range [1, 7]. Individuals’ information is exchanged after this
mutation point. Details are shown in figure 2.

Particle I Particle J
Xi = (170, 39, 287, 605, 216, 308, 915) Xj = (93, 762, 900, 416, 153, 320, 676)
Seq. 1 (170,177) TCTGCACG Seq. 1 (93,100) GGGGCGCG
Seq. 2 (39,46) AGAAAATA Seq. 2 (762,769) CGTGTGTT
Seq. 3 (287,294) TCTTGTAA Seq. 3 (900,907) AAAACGAG
Seq. 4 (605,612) CCAATATT Seq. 4 (416,423) CAGAAGAA
Seq. 5 (216,223) AGAAAATA Seq. 5 (153,160) CTGATCAC
Seq. 6 (308,315) AACCCTTC Seq. 6 (320,327) GAATTTGT
Seq. 7 (915,922) GACCATGT Seq. 7 (676,683) TCAACATC
Recombination mutation point=random number from the range [1, 7]=6
Xi’=(170,39,287,605,216,320,676) Xj ’=(93,762,900,416,153,308,915)
Seq. 1 (170,177) TCTGCACG Seq. 1 (93,100) GGGGCGCG
Seq. 2 (39,46) AGAAAATA Seq. 2 (762,769) CGTGTGTT
Seq. 3 (287,294) TCTTGTAA Seq. 3 (900,907) AAAACGAG
Seq. 4 (605,612) CCAATATT Seq. 4 (416,423) CAGAAGAA
Seq. 5 (216,223) AGAAAATA Seq. 5 (153,160) CTGATCAC
Seq. 6 (320,327) GAATTTGT Seq. 6 (308,315) AACCCTTC

Seq. 7 (676,683) TCAACATC Seq. 7 (915,922) GACCATGT

Fig. 2. Recombination mutation. Two particles Xi and Xj represent a set of short
sequence fragments which are extracted from the seven upstream sequences.

5 Experiment Results

In all experiments, the proposed HPSO is run with a population size of 30. The
algorithm is terminated after 500 generations. Three parameters in Eq. (1) are
set to as follows: c1 = c2 = 2, w = 0.6. They are tuned repeatedly with respect to
the known TFBS information and the observation from the experiment results.
In table 2(a), the best solution in all the runs is shown, and it is identical with the
known TFBS motif. Other good solutions are grouped by similar TFBS motif for
all sequences, shown in table 2(b). These putative motifs for each sequence are
slightly different from the known motif. It is reasonable because one transcription
factor can bind to many different sites.
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Table 2. (a - left) The best solution for the Oct sequence set; (b - right) Putative
binding sites discovered by HPSO.

Accession No Location Sequence Motif
C00039 (786,793) ATGCAAAT
C00043 (681,688) ATGTAAAT
C00048 (97,104) ATGTAAAT
C00049 (946,953) ATGCAAAT
C00050 (484,491) ATGCAAAG
C00158 (921,928) ATGTAAAA
C00169 (905,912) ATGCAAAT

Accession No Putative Motif
C00039 CGAGACAG, CGAAGTAA
C00043 TTAGAAAT, TCAGAAGT
C00048 ATGCTGTA, ATGCGCTA
C00049 ATGATTAA, AACAATAT
C00050 ATGCAGCT, ATACAAGA
C00158 ATGTTAAA, ATGTGCAC
C00169 AGCCATGT, AGCCAGAT

Table 3. (a - left) X1=(786,681,97,116,484,384,905); (b - right) X2=(786,681,97,183,
484,921,389).

Accession No Location Sequence Motif
C00039 (786,793) ATGCAAAT
C00043 (681,688) ATGTAAAT
C00048 (97,104) ATGTAAAT
C00049 (116,123) ATGAAAAT
C00050 (484,491) ATGCAAAG
C00158 (384,391) ATGTTAAA
C00169 (905,912) ATGCAAAT

Accession No Location Sequence Motif
C00039 (786,793) ATGCAAAT
C00043 (681,688) ATGTAAAT
C00048 (97,104) ATGTAAAT
C00049 (183,190) ATTAAAAT
C00050 (484,491) ATGCAAAG
C00158 (921,928) ATGTTAAA
C00169 (389,396) TTGAAAAT

Because of many local optima for this problem, any evolutionary algorithm
may converge to such optima from random solutions of low fitness. Two near
optimum solutions (X1 and X2), which our method often converges to, are shown
in tables 3(a) and 3(b), respectively. These binding sites represented by two
particles are identical with the known TFBS shown in table 1 except the motifs
written in bold font. However, capturing information included in these solutions
is as important as capturing the global optimum. These near optimum solutions
can more probably present novel TFBS that are not discovered yet. We notice
that different binding sites for the gene C00049 are found in two solutions. It is
also difficult to find true TFBS motif for the gene C00158 and the gene C00169.
These problems may be overcome by appropriate tuning the several probability
parameters used in our algorithm. In addition, more known TFBS information
should also be incorporated in future experiments.

6 Conclusions

In this paper, we first formulate the identification of TFBS motif as a combinato-
rial optimization problem. Then hybrid particle swarm optimization is proposed
to solve it. We suggest two operators for intensifying the local search and one
recombination mutation operator for increasing the variance of the population
in HPSO. The simulation results show that the proposed algorithm can be suc-
cessfully applied to discover binding sites motif from the upstream region of
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coexpressed genes regulated by Oct. The advantage of this algorithm is that it
runs very fast compared to other evolutionary algorithms and it can get bet-
ter solutions with small search space. This study demonstrates the feasibility of
heuristic methods and provides a new perspective for discovery of transcription
factor binding sites motif.

The problem of TFBS motif identification may be dealt with exhaustive
research method if the sequence length is relative short. But when the sequence
length and the number of sequence increase, the potential search space will
increase exponentially. For the seven sequences with 1000 nucleotides, the search
space of exhaustive method will be nearly 1021 (according to Eq. 3). However,
by using our algorithm, we can get the global optima in the successful run and
get the near optimum solutions in most of the runs with a small search space
about 105. The result is highly encouraging.
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Abstract. A validity of Grid computing with Monte Carlo (MC) dock-
ing simulations was examined in order to execute prediction and data
handling for the computational chiral discrimination. Docking simula-
tions were performed with various computational parameters for the chi-
ral discrimination of a series of 17 enantiomers by β-cyclodextrin (β-
CD) or by 6-amino-6-deoxy-β-cyclodextrin (am-β-CD). Rigid-body MC
docking simulations gave more accurate predictions than flexible dock-
ing simulations. The accuracy was also affected by both the simulation
temperature and the kind of force field. The prediction rate of chiral pref-
erence was improved by as much as 76.7% when rigid-body MC docking
simulations were performed at low temperatures (100 K) with a sugar22
parameter set in the CHARMM force field. Our approach for Grid-based
MC docking simulations suggested the conformational rigidity of both
the host and guest molecule.

1 Introduction

Separation of chiral compounds is of great interest to researchers because the
majority of biomolecules, such as proteins and carbohydrates, are chiral. In na-
ture, these biomolecules only exist in one of the two possible enantiomeric forms,
and living organisms show different biological responses to each pair of the enan-
tiomers in drugs, pesticides, and waste compounds [1]. For effective chiral separa-
tion, numerous kinds of chiral stationary phases (CSP) or mobile phase additives
have been developed since the 1960s. There are five categories of CSPs: Perkle,
Cellulose, Inclusion complex, Ligand exchange, and Protein types. Among these

� Corresponding author.

D. Śl ↪ezak et al. (Eds.): RSFDGrC 2005, LNAI 3642, pp. 446–455, 2005.
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Fig. 1. Chiral guests and host cyclodextrins considered in this work: 1. N-t-Boc-
alanine; 2. N-t-Boc-alanine methyl ester; 3. N-Cbz-alanine; 4. N-Cbz-aspartic acid;
5. N-acetyl-phenylalanine; 6. N-acetyl-tyrosine; 7. N-acetyl-tryptophan; 8. Gly-Phe;
9. mandelic acid; 10. mandelic acid methyl ester; 11. hexahydromandelic acid; 12. 1-
cyclohexylethylamine; 13. 3-bromo-2-methyl-1-propanol; 14. camphanic acid; 15. cam-
phorsulfonic acid; 16. O,O’-toluoyl-tartaric acid; 17. O,O’-dibenzoyl-tartaric acid; 18.
β-cyclodextrin (R = OH) and 6-amino-6-deoxy-β-cyclodextrin (R = NH+

3 ).

CSPs, cyclodextrins (CDs) and their derivatives are one of the most important
inclusion complex forming agents in enantio-separation fields [2].

In this research, we attempted to apply the Grid-based Monte Carlo (MC)
docking simulations method to predict the chiral recognition between a guest
enantiomer and the host CD at a molecular level. These force field-based cal-
culations could be advantageous for analyzing molecular mechanisms as well as
for effective conformational searching because these approaches can reproduce
various ensembles for the enantio-selective conformations induced by the inclu-
sion complexation [3]. Moreover, the molecular MC simulations give us valuable
insights on the physiological biomolecular conformations even though at high-
or low- temperature [4]. In this study, either β-cyclodextrin (β-CD) or 6-amino-
6-deoxy-β-cyclodextrin (am-β-CD) were used as hosts and 17 series of chiral
compounds were used as guests (Fig. 1), since these molecules were experimen-
tally well-validated candidates for predicting the chiral preference [5].

In the chiral recognition process, the enantiomers are identical and have the
same size, the same shape, the same molecular electrostatics, etc.; therefore, they
can only be distinguished when giving rise to slightly different diastereomeric
responses upon associating with another chiral object or environment [6]. The
intermolecular forces responsible for enantio-differentiation are the same as those
in other cases of molecular recognition, but the differences of corresponding
binding free energies are usually much smaller in magnitude.
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This is why enantio-selective prediction is so much more difficult than typical
computational approaches [7]. Recently, numerous attempts to develop predictive
models of enantio-selectivity have been made with traditional molecular model-
ing strategies such as QSAR or neural network types [8,9]. However, these meth-
ods require developing scoring functions based on exact molecular descriptors
for the chiral discrimination process. In contrast, force field-based calculations
did not suffer from the necessity of exact molecular descriptors, although they
do require many computational resources during simulations. These computing
resource problems can be overcome by the use of high-performance computing
equipment, such as the Grid system or parallel machines [10].

In this study, MC docking simulations for chiral discrimination were per-
formed using CHARMM program based on Grid system. The prediction of chi-
ral preference was performed based on binding free energy differences between
each chiral guest and host cyclodextrin. The binding free energies are obtained
using an ensemble average of trajectories extracted from these MC docking sim-
ulations. Such calculations require a very large amount of computing time on a
single computer, which is impossible to handle in practice. In order to address
this challenging computation requirement, we have developed a computational
Grid system, called MGrid, to process a large number of force field calculations
simultaneously. The MGrid system was designed to support remote execution,
file transfers, and standard interface to legacy MPI (Message Passing Interface)
applications to run successful MC docking simulations.

2 MC Docking Simulations and Grid Computing

2.1 Molecular Models and Protocols of MC Docking Simulations

The starting configuration of the β-CD for MC simulations was taken from X-ray
crystal structure, and the am-β-CD was prepared by amino-deoxy modification
for template β-CD using the InsightII/Builder module (version 2000, Accelrys
Inc. San Diego USA). The following missing hydrogen atoms in X-ray coordinates
were built with the InsightII program. The 17 series of chiral guest molecules were
built with the InsightII/Biopolymer module. The initial conformations of each
chiral guest were determined using simulated annealing molecular dynamics (SA-
MD) simulations for geometry optimization. Simulations were performed using
the molecular modeling program CHARMM (version 28b2), with a parm22 all-
atom force field. In SA-MD simulations, temperature was alternated between 300
K and 1000 K and this was repeated ten times. Total time for SA-MD simulation
was 3,000 ps. Ten structures were saved and fully energy-minimized at the end
of each production phase at 300 K, and the lowest-energy conformation among
the ten structures was selected for the initial structure of the next SA-MD cycle.
The starting configurations of guest compounds for the MC docking simulations
were taken from the SA-MD conformations with the lowest-energy value. Their
two-dimensional molecular structures are depicted in Fig. 1.

The MC docking simulations were performed using the “MC” module of
CHARMM. The parameter values for the β-CD were modified according to a
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revised carbohydrate parameter set (carbohydrate solution force field or sugar22
force field) of the CHARMM. The short-range nonbonded interactions were trun-
cated with a 13-A cutoff. An implicit solvent water model was used with a
distance-dependent dielectric constant. The docking process was assumed to be
a 1:1 interaction between each host and chiral guest during the MC runs. The
initial configuration of each host and guest molecule was positioned arbitrarily
within a neighboring distance. Trials to a new configuration were accomplished
by changing each move set of a guest molecule. The MC move set for flexi-
ble docking was composed of rigid translations, rigid rotations, and rotations of
freely rotatable dihedral angles of the guest. For rigid-body docking, dihedral
rotations of the MC move set were interrupted. A single step consists of pick-
ing a random conformer, making a random move, minimizing the energy of a
new conformer, and then checking the energy with a Metropolis [12] criterion.
This process uses a combined methodology consisting of Metropolis criterion
for a global optimization and an energy minimization method for a local opti-
mization. Host CDs were weakly fixed using a harmonic positional restraint of
CHARMM to maintain backbone integrity. The MC-minimized structures were
saved every 20 steps for 20,000 trials. These MC processes produced various
docked structures for each host with its chiral guest.

The MM-PBSA methodology [13], which was originally developed for mole-
cular dynamics simulations by P. A. Kollman et al., was applied to the analysis
of our MC trajectories. The method estimates the free energies of binding by
combining the absolute energies in the gas phase (EMM), solvation free energies
(GPB + Gnonpolar), and entropy changes (TS) for each guest, host, and com-
plex. The interaction energy and the difference of binding free energy between
the R-enantiomer and S-enantiomer complexes are defined as:

ΔΔGbinding = ΔGS −ΔGR (1)

ΔGbinding = ΔG(complex) − [ΔG(host) + ΔG(guest)] (2)

Gmolecule =< EMM > + < GPB > + < Gnonpolar > −TS (3)

EMM = Evdw + Eelec (4)

ΔEinteraction = ΔE(complex) − [ΔE(host) + ΔE(guest)] (5)

where <> denotes an average over a set of snapshots along an MC trajectory.
Evdw and Eelec denote van der Waals and electrostatic energies, respectively. The
polar contribution to the solvation free energy (GPB) was calculated by solv-
ing the Poisson-Boltzmann equation with the “PBEQ” module of CHARMM.
For the PBEQ calculations, the grid spacing was set at 0.5Å, the molecule was
filled with the grid box, and 2,000 iterations were performed to ensure the max-
imum change in potential was less than 2 × 10−6kT/e. The dielectric constant
inside and outside the molecule was 1.0 and 80.0, respectively. The nonpolar
solvation contribution includes cavity creation in water and vdW interactions
between the modeled nonpolar molecule and water molecules. This term can
be imagined as transferring a nonpolar molecule with the shape of the host or
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guest from vacuum to water. This transfer of free energy is described as [14]:
ΔGnonpolar = γA + b,where A is the solvent-accessible surface area calculated
by CHARMM, and γ and b are 0.00542 kcal/mol·Å2 and 0.92 kcal/mol, re-
spectively, derived from the experimental transfer energies of hydrocarbons. The
probe radius was 1.4Å. In eq. (3), S is the entropy change for the host-guest
complexation. The solvent entropy changes caused by polarization and cavity
formation are included in the polar and nonpolar solvation-free energy terms.
The solute entropy changes are almost identical for the structural properties of
each are identical in enantiomers. Thus, in this study the entropy change of each
enantiomeric complex upon binding is assumed to be equal [15].

2.2 Molecular Grid System (MGrid)

In addition to the development of these novel simulation techniques for the pre-
diction of chiral discrimination, we have also constructed a computational Grid
system called MGrid(http://service.mgrid.or.kr) [11]. This computing system is
motivated by the large number of required force field calculations that are, in
practice, impossible to handle with a single computer. The MGrid system is de-
signed to allow us to execute a number of simulation jobs on remote computers
simultaneously and to examine the results in a user-friendly Web-based problem-
solving environment. In addition, MGrid automatically stores these simulation
results in databases for later retrieval and supports various searching methods. A
prototype system was installed and implemented on Konkuk University’s Linux
cluster, which has 30 nodes with dual Xeon 2.0 GHz CPUs. We used the MGrid
system to run the entire MC simulation on a number of computers simultane-
ously and, as a result, were able to reduce simulation time significantly. The
MGrid system also helped us manage a number of jobs and their results in a
simple and secure manner via an easy-to-use Web-based user interface. With
this Linux cluster, it took about 15,000 hours to produce the simulation results
presented in this paper. Currently, the MGrid system is being ported to the test-
bed (http://testbed.gridcenter.or.kr/eng/), which is a cluster of Linux clusters
and supercomputers at a number of universities and research institutes. Once
this porting is finished, the MGrid system will be able to provide much more
computing power and will allow us to tackle more challenging problems.

3 Computational Chiral Discrimination

3.1 Rigid-Body vs. Flexible Docking Simulations

We define chiral prediction rate as percentage of correctly predicted preferences
between R- and S-enantiomers in 30 systems of chiral complexes. We predict
chiral preferences in one pair of enantio-complexes based on the MC docking
simulations. Table 1 lists the binding free energy differences for chiral discrim-
ination and the prediction rate in MC docking simulations based on conjugate
gradient energy-minimization with a carbohydrate solution force field (CSFF).
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Table 1. Binding free energies (kcal/mol) of inclusion complexes of chiral guests with β-
CD or am-β-CD from MC docking simulations based on flexible- or rigid-body docking.
Keys: 1. N-t-Boc-alanine / β-CD; 2. N-t-Boc-alanine methyl ester / β-CD; 3. N-Cbz-
alanine / β-CD; 4. N-Cbz-aspartic acid / β-CD; 5. N-acetyl-phenylalanine / β-CD;
6. N-acetyl-tyrosine / β-CD; 7. N-acetyl-tryptophan / β-CD; 8. Gly-Phe / β-CD; 9.
mandelic acid / β-CD; 10. mandelic acid methyl ester / β-CD; 11. hexahydromandelic
acid / β-CD; 12. 3-bromo-2-methyl-1-propanol / β-CD; 13. camphanic acid / β-CD;
14. camphorsulfonic acid / β-CD; 15. O,O’-toluoyl-tartaric acid / β-CD; 16. O,O’-
dibenzoyl-tartaric acid / β-CD; 17. N-t-Boc-alanine / am-β-CD; 18. N-t-Boc-alanine
methyl ester / am-β-CD; 19. N-Cbz-alanine / am-β-CD; 20. N-acetyl-phenylalanine /
am-β-CD; 21. N-acetyl-tyrosine / am-β-CD; 22. N-acetyl-tryptophan / am-β-CD; 23.
Gly-Phe / am-β-CD; 24. mandelic acid / am-β-CD; 25. hexahydromandelic acid /
am-β-CD; 26. 1-cyclohexylethylamine / am-β-CD; 27. 3-bromo-2-methyl-1-propanol /
am-β-CD; 28. camphanic acid / am-β-CD; 29. camphorsulfonic acid / am-β-CD; 30.
O,O’-dibenzoyl-tartaric acid / am-β-CD.

 Complex Experiment Flexible Docking Rigid-body Docking
ΔGR ΔGS ΔΔG Pobs ΔGR ΔGS ΔΔG Pcal ΔGR ΔGS ΔΔG Pcal

1 -3.54 -3.50 +0.04 R -4.53 -3.98 +0.55 R -6.99 -4.40 +2.59 R
2 -3.85 -3.77 +0.08 R -11.39 -11.57 -0.18 S -12.42 -11.12 +1.30 R
3 -2.96 -2.95 +0.01 R 1.59 -6.13 -7.72 S -6.77 -6.60 +0.17 R
4 -2.52 -2.55 -0.03 S 18.52 16.92 -1.60 S 9.75 18.50 +8.75 R
5 -2.43 -2.49 -0.06 S -3.99 -2.83 +1.16 R -5.02 -5.42 -0.40 S
6 -2.85 -2.88 -0.03 S -2.22 -7.06 -4.84 S -3.12 -1.70 +1.42 R
7 -1.51 -1.68 -0.17 S -6.86 -4.00 +2.86 R -3.90 -3.18 +0.72 R
8 -2.28 -2.36 -0.08 S 0.34 -7.09 -7.43 S -3.25 -4.37 -1.12 S
9 -1.41 -1.29 +0.12 R 2.55 3.00 +0.45 R 2.51 2.52 0.01 -
10 -2.49 -2.53 -0.04 S -7.50 -7.32 +0.18 R -6.99 -6.63 +0.36 R
11 -3.84 -3.79 +0.05 R -1.87 -2.25 -0.38 S -1.95 -1.59 +0.36 R
12 -2.94 -2.93 +0.01 R -7.39 -5.75 +1.64 R -6.44 -6.13 +0.31 R
13 -3.07 -3.16 -0.09 S -8.21 -11.45 -3.24 S -10.70 -10.22 +0.48 R
14 -3.75 -3.67 +0.08 R -7.46 -5.34 +2.12 R -6.94 -4.96 +1.98 R
15 -2.76 -2.70 +0.06 D -1.69 1.85 +3.54 D -1.90 -0.48 +1.42 D
16 -2.06 -1.77 +0.29 D -1.72 4.68 +6.4 D -0.34 0.42 +0.76 D
17 -3.88 -3.78 +0.10 R -6.31 -5.70 +0.61 R -5.69 -2.70 +2.99 R
18 -3.54 -3.47 +0.07 R -10.33 -11.05 -0.72 S -12.23 -12.06 +0.17 R
19 -3.09 -3.05 +0.04 R -6.91 -6.60 +0.31 R -3.58 -2.69 +0.89 R
20 -2.41 -2.58 -0.17 S -3.30 -2.66 +0.64 R -1.99 -5.05 +3.06 R
21 -2.81 -2.90 -0.09 S -1.52 -2.17 -0.65 S -0.05 -1.15 -1.10 S
22 -1.63 -1.94 -0.31 S -0.36 -0.52 -0.16 S 3.94 -1.52 -5.46 S
23 -2.17 -2.21 -0.04 S 0.50 -0.54 -1.04 S -4.26 -4.51 -0.25 S
24 -2.37 -2.25 +0.12 R -1.84 3.47 +5.31 R 4.31 4.28 -0.03 S
25 -4.58 -4.33 +0.25 R -0.61 -1.11 -0.50 S -1.28 0.09 +1.37 R
26 -3.10 -3.12 -0.02 S -0.63 2.08 +2.71 R 5.28 1.51 -3.77 S
27 -2.81 -2.80 +0.01 R -7.21 -7.50 -0.29 S -6.34 -6.55 -0.21 S
28 -3.05 -3.16 -0.11 S -10.11 -4.74 +5.37 R -7.18 -7.38 -0.20 S
29 -3.95 -3.99 -0.04 S -3.71 -5.14 -1.43 S -7.09 -4.26 -2.83 R
30 -2.45 -2.24 +0.21 D 4.90 11.75 -6.85 L 5.52 6.10 +0.58 D

Prediction Rate (%) 56.7 66.7

Experimental and calculated binding free energies were present at the same
order of magnitude in most cases. The error ranges of absolute binding free en-
ergies in the calculated results were reasonable compared with the ones obtained
from the general MM-PBSA (Molecular Mechanics / Poisson-Boltzmann Surface
Area) approach reported in [16]. The binding free energies were calculated from
two different docking approaches: rigid-body or flexible MC docking simulations.
In rigid-body docking, the ligand enantiomers were regarded as rigid solid bod-
ies, so just one conformer with the lowest-potential energy was evaluated for
docking simulations. Flexible docking, on the other hand, allowed the evalua-
tion for multiple conformers of ligands using dihedral angle rotations [17]. The
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backbone integrity of host CD molecules was maintained using a rigid harmonic
constraint. The rigid-body MC docking simulations gave the prediction rate as
66.7%, while flexible docking showed a 56.7% accuracy at room temperature (298
K). The rigid-body docking method might be preferred to the flexible docking
method for the accurate chiral discrimination process. This accuracy might orig-
inate from characteristics of the chiral recognition process, which is driven by
rigid three-point interaction [18]. Based on those results, the rigid-body docking
method combined with an energy-minimization method was adopted as a basic
MC docking protocol for the prediction of chiral recognition by cyclodextrins.

3.2 Acceptance Probability During the MC Simulation

We optimized an acceptance probability, which is defined as the ratio of ac-
cepted moves to trial moves during MC simulations. The acceptance probability
is an important quantity for understanding the efficiency of MC simulations be-
cause the RMSD (root mean squared deviation) and displacements of each MC
move are varied as a function of the acceptance probability [19]. These quanti-
ties should go to zero for a small acceptance probability, since most moves are
rejected, and also for a high acceptance probability, since each trial move is too
small [20]. Thus, acceptance probability is often adjusted during MC simulations
so that about half of the trial moves are rejected [21]. The prediction rates for
the acceptance probability of 0.1, 0.3, 0.5, and 0.7 in our Grid-based MC dock-
ing simulations were estimated to be 63.3, 60.0, 66.7, and 60.0%, respectively.
The accuracy was lowered when the acceptance probability was either higher or
lower than 0.5. Thus, an optimal acceptance probability of 0.5 was selected for
our MC docking simulations for predicting chiral preference.

3.3 Temperature and Parameter Set for the Accurate Prediction

Binding free energies and interaction energies of inclusion complexes of chiral
guests with β-CD or am-β-CD were computed by MC docking simulations using
the CSFF parameter set at 100K, 300K, 500K, and 700K. Criteria based both
on interaction energy (ΔEinteraction) and binding free energy (ΔGbinding) were
examined. In the interaction energy-based prediction, a maximum accuracy of
63.7% was obtained with 700 K of high simulation temperature. In the chiral
prediction based on binding free energy, a maximum prediction rate of 66.7%
was obtained at a temperature of 300 K, where binding free energy was cal-
culated from interaction energy with solvation energy terms. Hard calculations
for solvation energy terms did not affect the prediction rate at any temperature
on the carbohydrate solution force field (CSFF). Since the prediction rate was
not optimized by adjusting the simulation temperature, the CSFF parameter
set used in MC simulations was changed to a sugar22 parameter as an alterna-
tive carbohydrate force field developed for CHARMM. The sugar22 parameter
set used in CHARMM normally supports the increased force constant in the
hydroxymethyl dihedral angle (O5-C5-C6-O6), in contrast to the CSFF parame-
ter. We then examined the temperature effect on the prediction rate based on
interaction energy criterion and binding free energy criterion with this sugar22
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parameter set. In chiral prediction based on interaction energy, the prediction
rate reached a range of 50.0–56.7% without being significantly affected by tem-
perature. However, the accuracy increased to as high as 76.7% in the binding free
energy-based prediction for rigid-body MC docking simulations at 100 K. This
result suggests that the prediction of chiral discrimination could be optimized
at low-temperatures with solvation contribution.

According to the accepted theory for chiral recognition, three simultaneous
interactions between the chiral stationary phase (CSP) and at least one of the
chiral guests are required, and one of these interactions must be stereochemi-
cally dependent [14]. Cyclodextrins can distinguish enantiomers by the presence
or absence of a third intermolecular interaction. Therefore, it is expected that
the conformationally rigid CSP interacts strongly with the guest compound in
the chiral recognition process. At lower temperatures, a large portion of high-
energy structures are rejected while a few are accepted during the Metropolis

Table 2. Summarized results for the predictions rates (%) of the enantiodifferences
of chiral guests with β-CD and am-β-CD from binding energy criterion at different
temperatures

Chiral Guest

CSFF

100 300 500 700

avg.  

Sugar22

100 300 500 700

avg.

N-t-Boc-alanine 91.7 100 100 100 97.9  100 100 100 100 100

N-t-Boc-alanine-Me 50.0 0.0 25.0 41.7 29.2  50.0 16.7 100 41.8 52.1

N-Cbz-alanine 0.0 0.0 0.0 66.7 16.7  58.3 0.0 25.0 0.0 20.8

N-Cbz-aspartic acid 0.0 0.0 0.0 16.7 4.2  0.0 50.0 0.0 66.7 29.2

N-acetyl-phenylalanine 100 83.3 100 83.3 91.7  100 100 100 100 100

N-acetyl-tyrosine 33.3 41.7 91.7 33.3 50.0  100 83.3 100 83.3 91.7

N-acetyl-tryptophan 50.0 50.0 83.3 83.3 66.7  100 41.7 83.3 50.0 68.8

Gly-Phe 100 75.0 58.3 66.7 75.0  50.0 50.0 0.0 66.7 41.7

mandelic acid 100 25.0 41.7 25.0 47.9  100 91.7 100 50.0 85.4

mandelic acid methyl ester 0.0 50.0 0.0 16.7 16.7  0.5 8.3 0.0 16.7 6.4

hexahydromandelic acid 50.0 100 58.3 66.7 68.8  83.3 83.3 0.0 66.7 58.3

1-cyclohexylethylamine 0.0 33.3 83.3 100 54.2  41.7 41.7 33.3 41.7 39.6

3-bromo-2-methyl-1-propanol 91.7 16.7 50.0 66.7 56.3  50.0 100 100 58.3 77.1

camphanic acid 0.0 0.0 16.7 16.7 8.4  0.0 0.0 0.0 8.3 2.1

camphorsulfonic acid 50.0 66.7 50.0 41.7 52.1  100 50.0 91.7 66.7 77.1

O,O’-toluoyl-tartaric acid 66.7 100 100 100 91.7  50.0 50.0 100 50.0 62.5

O,O’-dibenzoyl-tartaric acid 100 100 100 100 100  100 100 100 100 100

Average accuracy (%) 52.0 49.5 56.4 60.3 54.5  63.8 56.9 60.8 56.9 59.7
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MC docking simulations. Therefore, the low-temperature simulations with rigid-
body docking conditions might increase the conformational rigidity of both host
and guest to enhance the chiral recognition process.

Table 2 summarizes results of prediction of the chiral discrimination for each
enantiomeric guest with different ensemble average ranges.

4 Conclusions

Our MC docking simulation method revealed that the conformational rigidity
of both the host and guest plays a key role in chiral discrimination predict-
ing. This is because the rigid-body docking and low-temperature condition with
the sugar22 parameter set resulted in the most accurate prediction of chiral
preference. The CSFF is a specially designed parameter set to describe the cor-
rect hydroxymethyl conformer distribution of glucopyranose residue in water by
decreasing the force constant in the hydroxymethyl dihedral angle (O5-C5-C6-
O6) [22]. That decreases in the dihedral parameters acts as an incentive to more
flexible conformational behavior of cyclodextrins during MC docking simulations
based on the CSFF parameter. This reduction of steric hindrance could cause
increased ambiguity [18] in the computational prediction of chiral discrimina-
tion based on force field calculation. That is why CSFF is less accurate than the
sugar22 parameter set.
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Abstract. In this paper, the linguistic evaluations and time duration
on web pages are characterized as fuzzy variables in the web mining of
preferred traversal patterns. The concept of fuzzy web page preference
function which is a function of fuzzy linguistic evaluations, fuzzy time
duration and access frequency is proposed to replace the traditional con-
cept of confidence. The fuzzy web page preference function can be used as
a judgment criterion to reveal users interest and preference. The struc-
ture of Frequent Link and Access Tree (FLaAT) which stores all user
access information is introduced to avoid the loss of important informa-
tion. Furthermore, an algorithm based on the fuzzy web page preference
function is developed for mining users preferred traversal patterns from
the structure of FLaAT. Finally an example is provided to illustrate the
proposed approach.

1 Introduction

Web mining can be divided into three classes: web content mining, web structure
mining and web usage mining [5]. Web usage mining is an application of data
mining algorithm to web logs to find trends and regularities in web users traversal
patterns. Many algorithms have been proposed to deal with specific aspects of
web usage mining for the purpose of automatically discovering user profiles.
Schechter et al [11] proposed a method of using path profiles for describing
HTTP request behavior to improve web server system performance. Perkowita
and Etzioni [10] investigated adaptive web sites to mine the data buried in web
server logs to produce more easily navigable web sites. Chen et al [2] and Cohen
et al [4] introduced the concept of using maximal forward references to break
down user sessions into transactions for easily mining traversal patterns.

Fuzzy theory provides a natural framework for dealing with uncertainty and
impreciseness. Arotaritei and Mitra [1] provided a survey of the available litera-
ture on fuzzy web mining. In Hong et al [6], the confidence was determined by two
factors, linguistic evaluations and access frequency. The authors adopted fuzzy
set concepts to model linguistic evaluations given by experts. Lo et al [9] used
fuzzy set method to transform the numerical time duration to the corresponding
linguistic values for more easily describing the discovered patterns.

D. Śl ↪ezak et al. (Eds.): RSFDGrC 2005, LNAI 3642, pp. 456–465, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



Web Mining of Preferred Traversal Patterns in Fuzzy Environments 457

In order to make our results more reasonable, fuzzy variables are used to char-
acterize the factors, linguistic evaluations, and time duration on web pages due
to their uncertainties and impreciseness. By their expected values, their fuzzy
features can vividly described. Fuzzy web page preference function, as a function
of linguistic evaluations, time duration, and access frequency, is proposed to be
a judgement criterion replacing preference (considering two factors, time dura-
tion, and access frequency) in Xing [13] to measure users interest and preference
under special web environment. Since linguistic evaluations, time duration, and
access frequency are main factors disclosing the users interest and preference, the
results based on the judgement of fuzzy web page preference function are more
reasonable. And the structure FLaAT which stores all user access information
is provided to replace PNT introduced in Xing [13] to ensure the integrity of
the mined patterns. Finally an algorithm based on the fuzzy web page preference
function is developed for mining preferred traversal patterns from the FLaAT
instead of original web logs. By the analysis of the data given in the example,
our proposed algorithms are feasible and the results are reasonable.

The paper is organized as follows. The concepts of fuzzy variable are intro-
duced in Section 2, while the concept of fuzzy web page preference function is
defined in Section 3. Section 4 presents the algorithm for mining preferred traver-
sal patterns. An example is provided to illustrate the feasibility of the proposed
algorithm in Section 5. Finally, Section 6 draws a conclusion.

2 Fuzzy Variable and Its Expected Value

Let ξ be a fuzzy variable on a possibility space (Θ,P(Θ), Pos), where Θ is a
universe, P(Θ) the power set of Θ, and Pos a possibility measure defined on
P(Θ). The possibility, necessity, and credibility of a fuzzy event {ξ ≥ r} can be
represented by

Pos{ξ ≥ r} = sup
u≥r

μξ(u),

Nec{ξ ≥ r} = 1− sup
u<r

μξ(u),

Cr{ξ ≥ r} =
1
2

[Pos{ξ ≥ r}+ Nec{ξ ≥ r}] ,
(1)

respectively, where μξ is the membership function of ξ.
The credibility of a fuzzy event is defined as the average value of its possibility

and necessity. Thus the credibility measure is self dual. A fuzzy event may fail
though its possibility reaches 1 and may hold even though its necessity is 0.
However, the fuzzy event must hold if its credibility is 1 and fail if its credibility
is 0. It will play an important role in the definition of expected value operator.

Definition 1. (Liu and Liu [8]) The expected value of a fuzzy variable ξ is
defined as

E[ξ] =
∫ ∞

0

Cr{ξ ≥ r}dr −
∫ 0

−∞
Cr{ξ ≤ r}dr (2)

provided that at least one of two integrals is finite.
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Example 1. (Liu and Liu [8]) The expected value of a triangular fuzzy variable
(r1, r2, r3) is defined as follows

E[ξ] =
1
4
(r1 + 2r2 + r3). (3)

Example 2. (Liu and Liu [8]) The expected value of a trapezoid fuzzy variable
(r1, r2, r3, r4) is defined as follow

E[ξ] =
1
4
(r1 + r2 + r3 + r4). (4)

The expected value of a fuzzy variable can characterize this fuzzy variable
by numerical value.

3 Fuzzy Web Page Preference Function

The web page preference is determined by the following three factors, fuzzy
linguistic evaluations, time duration and access frequency of this web page.

Let ξki denote a linguistic evaluation given by the ith expert on the kth web
page, i = 1, 2, · · · ,N, k = 1, 2, · · · , m, respectively. Here the linguistic evaluations
ξki are fuzzy variables. The membership function of ξki can be obtained by adept
experts or from the methods introduced in [3] and [12]. Thus the evaluation Wk

denoting the importance of the kth web page can be defined as

Wk =
1
N

N∑
i=1

E[ξki], (5)

where N denotes the total numbers of fuzzy linguistic evaluations on the kth
web page.

The time duration on a web page is another important factor to measure
users interest and preference. A linguistic term characterized as a fuzzy variable
is used to depict the characteristic of the time duration on a web page. The
method of denoting the time duration on a web page k by a linguistic term
(characterized as a fuzzy variable) is as follows.

Step 1. Assume that the domain of the time duration on all web pages is
divided into l fuzzy regions depicted by l different linguistic terms. Every
linguistic term is characterized as a corresponding fuzzy variable ηj , j =
1, 2, · · · , l.

Step 2. for all time durations t1, t2, · · · , tv on the web page k, calculate the
membership degrees μηj (ti) in every fuzzy region j(j = 1, 2, · · · , l), respec-
tively. Then calculate the scalar cardinality Countj, which definition is as
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Countj =
v∑

i=1

μηj (ti), (6)

Step 3. The fuzzy variable corresponding the largest scalar cardinality
Countk, j = 1, 2, · · · , l is selected to depict the time duration on the web
page k (Without loss of generality, this fuzzy variable is also denoted by ηk).

Assume that Tmax is the given maximal time duration on web pages, then the
relative time duration Tk of the web page k can be described as follows

Tk =
E[ηk]
Tmax

. (7)

The third factor reflecting users interest and preference is access frequency.
Many algorithms adopt the absolute browsing times to determine whether a web
page is preferred [2,6,9]. Xing [13] used the relative browsing times to reflect users
interest and preference which were more reasonable in specific web framework.
Here, we adopt the definition of Xing [13]. The access frequency Sk of the kth
web page is defined as

Sk =
n× Ck

n∑
i=1

Ci

, (8)

where Ck is the absolute browsing times from the parent web page to the kth
child web page. There are n different choices from the parent web page to child
web page.

Based on the above mentioned consideration, the fuzzy web page preference
function Pk of the kth web page is defined as

Pk = Vk × Tk × Sk. (9)

Because the three factors satisfy the relationship of intersection, the style of
product is adopted. According to the above definition, fuzzy web page preference
function embodies integrated influence of the three factors on users interest and
preference. The higher the fuzzy web page preference function is, the more he
prefers.

4 Mining Preferred Traversal Patterns Based on Fuzzy
Web Page Preference Function

This section describes the proposed algorithms of mining preferred traversal
patterns based on fuzzy web page preference function. The preferred traversal
patterns can be mined from a structure of FLaAT using a Depth First Traversal
strategy.
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4.1 FLaAT

FLaAT is a combination of the frequent link and the access tree. Its definition
is as follows.

The structure of an access tree is defined as:

TYPE Nodeptr =ˆ Nodetype;
Nodetype=RECORD

URL: string;
Count: integer;
Selection preference: real;
Fuzzy preference: real;
Next,Child,Younger: Nodeptr;
END.

Frequent Link is a one-dimension array whose structure is:

TYPE FLTYPE=FrequentLink[1..n]: Itemtype;
Itemtype=RECORD

URL: string;
Count: integer;
Fuzzy evaluation:real;
Relative time duration:real;
First: Nodeptr;
END.

URL denotes the name of current visited web page. Count is the absolute access
frequency of current URL. Next is a pointer pointing to next node with the
same URL in the access tree. Child points to a child node, while Younger points
to a brother node in the access tree. First is a pointer in the frequent link
pointing to the first node with the same URL in the access tree. The definition
of the Selection preference, Fuzzy preference, Fuzzy evaluation and Relative time
duration can be seen in section 3.

4.2 Construction of FLaAT

If the user sessions from web logs have already been well identified and stored
in user access database Ds. Then the algorithm is to scan user access database
Ds and to construct a FLaAT.

Algorithm 1. Algorithm for Construction of FLaAT
Input. User access session database Ds

Output. FLaAT
1) Initialize a one-dimension array FL[1..m].
2) Create a root node.

Its Count is the number of user session in Ds.
3) For i = 1 to the number of user session in Ds Do
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4) Let current pointer p point to the root node.
5) For j = 1 to the size of user session Si Do
6) Do case
7) case1: (pˆ .URL==Sij .URL) pˆ .Count++.
8) case2: (pˆ .child==Null)

create pˆ .child; pˆ .child. URL=Sij .URL and pˆ .child. Count=1;
9) otherwise

if URL of a Younger==Sij.URL, the Count of this younger increase 1; else
create pˆ .Younger; pˆ .Younger. URL=Sij .URL; pˆ .Younger. Count=1;
EndIf

10)Endcase
11)Store the gained the fuzzy web page preference function Pk by Eq.9 in the

corresponding item.
12)Let p point to the current node.
13)Search FL, the condition is FL[k].URL= Sij .URL.

If not exists then
compute the fuzzy evaluation and relative time duration by Eq.5 and Eq.7
and store them into the corresponding items;
FL[k].Count=1;
insert this current node (child or younger) into the link of the FL[k].First;
else modify the relative time duration and FL[k].Count add 1;
EndIf.

14)EndFor.
15)EndFor.
16)END.

4.3 Mining Preferred Traversal Patterns from the FLaAT

A node in FLaAT is said to be a preferred node if its fuzzy web page preference
function and count are higher than the given thresholds. A branch is called a
preferred traversal pattern if all nodes in it are preferred. Preferred traversal
patterns could be mined from FLaAT instead of the user session database Ds.

Algorithm 2. Algorithm for Mining Preferred Traversal Patterns Based
on FLaAT

Input. A FLaAT, fuzzy web page preference function threshold (Pthreshold),
support threshold (Sthreshold)
Output. User preferred traversal patterns

Let R be a pointer pointing to the root node of the FLaAT, O an auxiliary
stack and Q an auxiliary queue, PP an auxiliary space to store the preferred
traversal patterns.

1) O=NULL, Q=NULL, PP=NULL.
2) Search the first node whose Count is no less than the Sthreshold in the FL,

then let p point to pˆ .first.
3) While (p	= NULL) and (its Fuzzy web page preference function ≥ Pthreshold)

and (pˆ .Count ≥ Sthreshold)
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Push p into O, insert p into Q, p← Child(p).
EndWhile.

4) p=p←(Younger)p; If p	=NULL goto 3) EndIf.
5) If Q is not the subset of pp then output Q in pp EndIf.
6) pop(O,p); delete(Q); p=p←(Younger)p;
7) If not empty(O) then goto 3) EndIf.
8) Repeat 2)-7) until no new preferred traversal pattern is produced.
9) Search FL;

While exists (FL[k].count≥ Sthreshold) and (FL[k].URL is not included in pp)
mergesameroute();//merge the same sub-paths
if the merged route satisfies the given condition store the route in pp;
search FL;
EndWhile.

10)END.

Xing [13] created a structure of PNT (that is similar to our defined the access
tree) to store all users access information and the mining algorithm is similar to
our algorithm from step 1 to 8. The major difference to our algorithm is that the
same patterns were not merged in Xing [13]. Besides, he proposed a judgement
criteria preference that only considered the two factors, time duration and access
frequency to reveal users interest and preference.

5 An Example

Am example is given to discover users preferred traversal patterns from the web
browsing log data with our proposed algorithms.

We extract browsing sequences from a log data shown in Table 1 to illustrate
the mining process. A web log data is composed of user sessions. The sets of
several (URL, time duration) make up a user session. URL denotes the current
visited web page. Time duration denotes time spending on the current visited
web page.

Here the linguistic evaluations on eight web pages by three experts are shown
in Table 2.

Table 1. Browsing sequences from the log data

Client Id Browsing sequences

1 (A,23), (B,68), (D,98), (E,130)
2 (A,45), (B,89), (D,102)
3 (A,27), (B,56), (F,86)
4 (A,32), (B,87), (D,45), (G,115), (H,118)
5 (A,30), (C,65), (H,78), (C,34), (G,32)
6 (A,78), (C,89), (G,110), (H,123)
7 (A,10), (B,24), (G,45), (H,34)
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Table 2. Fuzzy linguistic evaluations on web pages given by experts

web page manager1 manager2 manager3

A important important important
B important important important
C very important important important
D ordinary ordinary important
E unimportant unimportant unimportant
F unimportant ordinary ordinary
G unimportant unimportant ordinary
H ordinary unimportant unimportant

membership

value

weight

1

0

Very

unimportant

Very

importantimportantordinaryunimportant

0 0.25 0.5 0.75 1

Fig. 1. The membership functions of fuzzy linguistic evaluations

0 20 50 90 120 140

0

1
short middle long

membership

value

time(s)

Fig. 2. The membership functions of the time duration

Assume that the fuzzy linguistic evaluations on web pages are classified into
five different categories by experts, the membership functions of these fuzzy
variables given by experts are depicted in Fig.1.

It is assumed that the membership functions of the time duration on all web
pages given by experts here are shown in Fig.2. And the maximal time duration
is set to be 140s.

According to the Algorithm 1, the constructed FLaAT from Table 1 is shown
in Fig.3, in which the width of the arrow is determined by the fuzzy web page
preference function of the target node.

Assume that the support threshold and fuzzy web page preference function
threshold are set to be 2 and 0.3, respectively. Thus all mined preferred traversal
patterns are {B → D}, {C → G} and {G → H} by the algorithm 2.

In Xing [13], the algorithm was testified superior to previous works. His algo-
rithm used a Depth First Traversal strategy to mine preferred traversal patterns
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Fig. 3. The constructed FLaAT

from PNT by the judgment criteria preference. The mined preferred traversal
patterns in Xing [13] were {B → D} and {C → G}.
(1) Let us consider the web page A. Although the web page A is the most fre-

quently visited page and has higher linguistic evaluations, its time duration
is very short. It is clear that the web page A is an essential page to access
a target page in the special web site frame. Users show little interest and
preference in it. The result is more logical and reasonable.

(2) All possible sensitive factors are considered to reveal users interest and pref-
erence including the linguistic evaluations on web pages, time duration, and
access frequency of web pages. Besides, fuzziness method is applied to process
linguistic evaluation of experts and numeric time duration, which is more
reasonable and similar to human reasoning.

(3) According to the example, the preferred traversal pattern {G → H} can
not be discovered from the algorithm in Xing [13] because the prefixes of the
pattern are different and merging the same route were not considered in [13],
which results in the loss of important information. Therefore, our proposed
algorithm is more accurate.

(4) The expansibility of our algorithm is very good. Once the FLaAT is con-
structed, it doesn’t need to be reconstructed. Only modification to the cor-
responding route is needed. And searching the whole FLaAT isn’t needed.
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6 Conclusions

In this paper, a new concept of fuzzy web page preference function is proposed as a
judgement criterion to replace the traditional confidence when preferred traversal
patterns are mined. The fuzzy web page preference function considers all possible
factors influencing the users interest and preference. Besides, fuzziness method is
applied to deal with uncertain and imprecise factors, linguistic evaluations and
time duration on web pages. According to the proposed judgement criterion an
effective algorithm is developed to mine the preferred traversal patterns from
the structure of FLaAT, from which we can find more integrated and accurate
traversal patterns.
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Abstract. Discovering diverse individual accessing behaviors in web en-
vironment is required before mining the valuable patterns from behaviors
of groups of visitors. In this paper, we investigate the data preparation in
web usage mining, and especially focus on discovering characteristic in-
dividual accessing behaviors and give a systematic and formalized study
on this topic. Based on the target usage patterns, individual user behav-
ior through the web site can be discovered into five different categories:
granular accessing behavior, linear sequential behavior, tree structure
behavior, acyclic routing behavior and cyclic routing behavior. We also
give different algorithms for discovering different kinds of behaviors. The
experimental studies show that our discovery of individual behavior is
very useful and necessary in web usage mining.

1 Introduction

It is necessary to clean and collect usage data for different visitors before mining
usage pattern in web environment. Different web service providers use different
methods to record the tracks of their visitors, such as web server logs, cookies
functions, personalized agents [10] or other interactive scripts. Traditional mining
tools such as association rules, sequential patterns, and classification help much
to find the usage patterns, but there are some other typical web characteristics
that could be revealed from visitors accessing by these tools, such as revisiting
and routing.

Many other experts have made great works on mining characteristic patterns
in web environment. In [9], the user browsing model is built based on classifying
the objects (pages) into content page and auxiliary page. The format of user
browsing model is represented by a sequence, so the main contribution of such
representation is to mine the usage patterns as association rules and frequent
traversal paths. In [7], a maximal forward reference is formed from the start of
an access till the occurring of revisiting a previously visited object by the same
access. And the large reference sequences are used to depict the path traversal
patterns and mined from maximal forward references. In [1,4], web access pattern

D. Śl ↪ezak et al. (Eds.): RSFDGrC 2005, LNAI 3642, pp. 466–476, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



Discovering Characteristic Individual Accessing Behaviors 467

is the sequence of accesses pursued frequently by many visitors which may exist
repeated objects.

Characteristic usage patterns are mined from the personalized individual ac-
cessing behaviors, so it is necessary to investigate individual accessings, which
is far more than the above defined usage patterns. In this paper, we give a new
view on discovering individual accessing behavior in web environment. An in-
dividual accessing behavior is beyond the visited objects and also the routing
process among these objects. Based on the target mined patterns, an individ-
ual accessing behavior can be discovered into five different categories: granular
accessing behavior, linear sequential behavior, tree structure behavior, acyclic
behavior and cyclic routing behavior. In these methods, discovering individual
behaviors are combined in the process of session reconstruction.

Individual accessing behaviors are discovered from reconstructed sessions.
A session is defined as a group of requests made by a single user for a single
navigation purpose [11]. This definition gives a better illustration on ”session”,
but ”session” is firstly refereed to a time concept, which means that a session
must have happened within a couple of time boundaries.

There are different methods to rebuild sessions from web logs. In [2], timeout
method is used to identify different session. In this method, a session shift is
identified between two requests if the time interval between two requests is more
than a predefined threshold. In [9], a single visitor can be identified by IP address,
client information and even the direct links from any of the objects visited by the
same IP and client information. And two timeouts are used to identify individual
sessions from all the objects accessed by each visitor. While in [6], proactive
strategies like cookie-based identification were used to reconstruct session. A
method named maximal forward reference is used in [7]. And in [11], Zhang
used a statistical language modelling to identify sessions from web logs.

In [6], it is showed that there is no best method for session reconstruction.
In our experiments, we refereed the method from [9] to identify different visitors
and different sessions. The problem of session identification is beyond our discus-
sion in this paper, our contribution concerns on recovering individual accessing
behaviors from reconstructed sessions. In this paper, our work is done based on
the assuming that the sessions are already identified.

Different from [9] in session reconstruction, we don’t care if there is hyperlink
between two successively accessed objects, because it is possible for a visitor
to use bookmark or URL hints cached by browser within a session. And also
unrelated information should be removed from sessions. If an object was accessed
continuously within a session, we omit the repeat happenings. The reason for the
continuously repeat happenings of the same object is mainly due to ”reloading
or refreshing the same object” or ”the existence of hyperlink to itself”.

The rest of the paper is organized as follows. In section 2, we present the
necessary terminology and formally define individual behavior. Section 3 gives a
detailed view on the algorithms of discovering individual accessing behavior. We
analysis our experiment results on three different kind of web sites in section 4.
Section 5 provides a conclusion and overview on the future works.
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2 Problem Statements

Let W be the target web site that gives us the web usage logs, and L be the
target cleaned logs. Let V be the set of all visitors identified from L and T be
the set of all time requests recorded in L, and O be the set of possible object
requests in W . An object is a page, media file or a visitor’s action captured by
the web server.

L is a list of actual object requests from V , and each of these object requests
is recorded as a logline entry termed as l. So L can be regarded as a set, but all
the loglines are ordered by the timestamp of their invocation. We use l.visitor to
denote the visitor of the logline l ∈ L, and l.time to denote the request time of l,
and l.url to denote the URL request in l and l.obj to denote the object requested
by l.visitor. It is obvious that for each logline l, l.visitor ∈ V , l.time ∈ T , and
l.obj ∈ O.

A session s is denoted:

s = {l1, . . . , lm} : l ≤ i < j ≤ m, li.visitor = lj .visitor, li.time < lj.time.

And also s should satisfy the following conditions:

∀i(1 ≤ i < m) : li+1.time− li.time ≤ T imeout1, lm.time− l1.time ≤ T imeout2.

T imeout1 and T imeout2 are the two time thresholds needed to identify sessions,
and T imeout1 is the threshold that constraints the time delay between two
continuously accessed objects and T imeout2 aims to constraint the time duration
of a session. As the same definition for logline l, we also denote s.visitor the
visitor of this session, and s.length the number of objects in s.

With the above definition, we can map web logs L into a session set S, for each
logline linL, l belongs to exactly one session, and this ensures that S partitions
L in an order-preserving way.

We give a function to get the ith accessed object in a session s:

Object(s, j) = li.obj : liins.(∗)
(1) The firstly accessed object in a session s:

EntranceObject(s) = l1.obj : l1ins.

(2) The last accessed object in a session s:

ExistObject(s) = ls.length.obj : ls.lengthins.

We call the object objj ”target object” of object obji and objj ”source object” of
objj , if objj is accessed after obji. And we also call the last accessed object ”final
target object” of a session.

(3) The set of repeated objects in a session s:

Repeated(s) = {obj1, . . . , objk}, ∀i(1 ≤ i ≤ k), ∃i′, j′(1 ≤ i′ <> j′ ≤ s.length) :
Object(s, i′) = Object(s, j′) = obji.
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(4) The set of access objects in a session s:

ObjectSet(s) = {obj1, . . . , objk},
∀i, j(1 ≤ i <> j ≤ k), ∃i′, j′(1 ≤ i′ <> j′ ≤ s.length) :
Object(s, i′) = obji,Object(s, j′) = objj , obji <> objj .

(5) An access sequence in a session s:

Sequence(s) = obj1obj2 . . . objk,
∀i, j(1 ≤ i < j ≤ k), ∃i′, j′(1 ≤ i′ < j′ ≤ s.length) :

Object(s, i′) = obji,Object(s, j′) = objj , obji <> objj , obji.time < objj .time.

(6) An access path in a session s:

Path(s) = obj1obj2 . . . objk,
∃i′(1 ≤ i′ < s.length), ∀i, j(1 ≤ i <> j ≤ k) :

Object(s, i + j′) = obji,Object(s, j + i′) = objj , obji <> objj .

From the definition (5) and (6), the difference between accessed sequence and
path is that all the objects in a sequence are accessed in the same time order
as in the original session, while in a path, all the objects must be continuously
accessed one by one as the order in the session. So access path can be seen as the
special access sequence. Even with removing continuously repeatedly accessed
objects in the raw session, it doesn’t affect the final results of finding sequences
and paths in a session.

We use q.length and p.length to denote the lengths of a sequence and a path.
And the definitions for the ith object in a sequence and a path are the same as
in (*), which only the parameter ”s” is replaced by ”q” or ”p”.

Access sequence Seq′ = obj′1obj
′
2 . . . obj

′
k is called a subsequence of access

sequence Seq = obj1obj2 . . . objn and Seq a super-sequence of Seq′, denoted as
Seq′ ⊆ Seq, if and only if there exist 1 ≤ i1 < i2 < . . . < ik ≤ n, such that
obj′j = objij for (1 ≤ j ≤ k). Access path P ′ = obj′1obj

′
2 . . . obj

′
k is called a sub

path of access path P = obj1obj2 . . . objn and P a super-path of P ′, denoted
as P ′ ⊆ P , if and only if there exist a const c, such that obj′j = objj+c for
(1 ≤ j ≤ k).

It is well acknowledged that a web site is a complex graph, and any kind of
information can find its position in this graph. In our study, we take the objects
accessed by visitors as the basic unit, then these objects are the vertices and the
hyperlinks among them are edges in this graph. The relationships among the ac-
cessed objects in a session, such as tree structure, undirected and directed graph,
are hidden in a session which is a form of sequence. Tree structure relationship
is characterized by the nodes that lead to different objects in a session, which
mean divert or different paths after an object. Thus we call this tree structure
relationship ”divert path tracking” in web usage. Furthermore, in the routing on
a graph, it is popular that there is more than one path between two selected
vertices, which looks like a rhombus structure. And we call this relationship
”parallel path tracking” in web usage.
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(7) A circle path in a session s:

CirclePath(s) = obj1 . . . objk,
∃i′(1 ≤ i′ < s.length), ∀i(1 ≤ i ≤ k) : Object(s, i + i′) = obji, obj1 = objk.

(8) The diverged paths in a session s:

DivertPath(s) = {Path(s)1, . . . , Path(s)k},
∀i, j(1 ≤ i <> j ≤ k) : Object(Pi, 1) = Object(Pj , 1).

(9)The parallel paths in a session s:

ParallelPath(s) = {Path(s)1, . . . , Path(s)k}, ∀i, j(1 ≤ i <> j ≤ k) :
Object(Pi, 1) = Object(Pj , 1),Object(Pi, Pi.length) = Object(Pj , Pj .length).

The above definitions reveal the diversities of the usage activities endowed
with the special characteristics in web environment, such as entrance page, hy-
perlinks, backtracking, revisiting and so on. It is possible for an individual ac-
cessing session to be interpreted with one of these definitions or the combination
of several definitions, which is far more than object sets and sequences patterns
as discussed in [4,9]. We use a plain term ”Action” to uniform these 9 different
basic functions, because each of them characterizes the unique activity perfumed
by a visitor on some objects in a session. So an action of a visitor is embodied
with the organization of some objects in a session.

We now give the definition of individual accessing behavior: An individual
accessing behavior is the combination of several actions performed by a visitor
during his session with the web server.

3 Discovery Algorithms

An individual accessing behavior is the combination of actions extracted from a
session and it displays not only the accessed objects and part of site structure,
but also the concept hierarchies and the routing activities on these objects.

Individual accessing behavior can be discovered by using several recovery
techniques. The choice of proper discovering method is decided by what kind of
access patterns we want to mine in the next step. From simple to complex, we
show here some strategies of behaviors discovery. We illustrate this problem by
using a real session reconstructed from our server logs. The objects here are the
web pages, so in the rest of the paper, we replace the term ”object” with ”page”,
and every page is titled with its ID. This session is listed as following:

s = {0, 292, 300, 304, 350, 326, 512, 510, 513, 512, 515, 513, 292, 319, 350, 517, 286}.
0 and 286 were accessed separately as entrance and leaving pages, and

Repeated(s) = {292, 350, 513, 512}. Any piece of session without repeated pages
can form a path, for example:

Path1(s) = 300-304-350-326-512, and Path2(s) = 512-515-513-292.



Discovering Characteristic Individual Accessing Behaviors 471

3.1 Simple Behaviors Discovery

This strategy overlooks all the repeated pages in a session. The behavior of this
visitor can be simply discovered into the largest set of accessed objects, and the
longest access sequence. We also call the largest set of accessed objects ”granular
behavior” and longest access sequence ”linear sequential behavior”. These two
kinds of behaviors are the extensions of the definitions of ”set of access objects”
and ”access sequence” in section 3; and the former is defined as ObjectSetL(s)
and the latter is SeqL(s). To discover the longest accessed sequence, we choose
the first request time as the time for the same repeated pages in a session. For
the above session, we remove the 10th, 12th, 13th, and 15th pages:

ObjectSetL(s) = {0, 286, 292, 300, 304, 319, 326, 350, 510, 512, 513, 515, 517}.
SeqL(s) =< 0−292−300−304−350−326−512−510−513−515−319−517−286 >.

We can see that any sub set of ObjectSetL(s) is one of the sets of accessed ob-
jects by this visitor. Any subsequence of SeqL(s) is one of the accessed sequences
in this session.

Motivated by other data mining applications in [4,9], given a large group of
accessed objects and accessed sequences by different sessions, we can mine the
most popular set of accessed objects and the most popular accessed sequences.

3.2 Tree Structure Behaviors Discovery

The tree structure behavior is characterized by diverged paths in a session defined
in (8). From this definition, some paths in a session can form diverged path
because they share the start accessed object. Though all the accessed objects
are ordered by timestamp in a sequence, we can find those repeated objects that
lead to different target objects. Tree structure behaviors displayed not only the
visiting patterns, but also some conceptual hierarchy on site semantics.

To discover tree structure t from a session s, a pointer pr is used to point
to the last read node in t. Every page is read in the same order as in s and this
page is inserted as the child node of pr if it firstly happens in t ; but if the same
page already exits in t, we do nothing but only setting pr point to this page in t.

The tree structure behaviors for the above session can be discovered with our
strategy as the figure 1.

Based on this algorithm, there is some property in the discovered tree struc-
ture behaviors:
Property 1: Given a discovered tree structure behavior, the nodes that
lead to diverged paths are the repeated objects in this session.

292 300 304 350 326 5120 510

319 517

286

515

513

Fig. 1. Tree Structure Behavior
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The diverged path in this session is:

DivertPath1(s) = {< 292− 300− 304− 350 >, < 292− 319 >},
DivertPath2(s) = {< 350− 326− 512 >, < 350− 517− 286 >},

DivertPath3(s) = {< 512− 510− 513 >, < 512− 515 >}.
Similar from [8], given a large group of discovered individual tree behaviors,

the most popular tree structure access patterns can be mined.

3.3 Acyclic Routing Behaviors Discovery

“Acyclic routing behavior” means that in a session, there exist at least two dif-
ferent pages between which there are at least two different access paths. This
kind of behavior is characterized by the parallel paths in a session. It shows that
a visitor can access the same target object from the same start object but via
different paths. With acyclic routing behaviors, we can further query the short-
est path and most popular path between two pages. Because this discovered
behavior has a lattice structure, we also call it semi-lattice behavior.

The final discovered behavior is like a lattice structure defined as l, and we
used pr pointing to the last read node in l. The pages are read in the same
sequence as in s, and for every page, we check if the same page exits in l. If this
page firstly happens in l, we insert this as a new child node of pr, and let pr
point to this new node. If this page already exits in l, there are four different
relations between this page and the last read page:

– This page is the same as pr :
1. Do nothing.

– This page can be backward tracked from pr :
1. Set pr point to this page.

– This page can be forward tracked from pr :
1. Build new edge directed from pr to this page, if there is not directed

edge from pr to this page,
2. Set pr point to this page.

– This can not be tracked from pr :
1. Build new edge directed from pr to this page,
2. Set pr point to this page.

Figure 2 displays the recovered acyclic routing behavior from the above ses-
sion. It is clear that if an acyclic routing behavior can be discovered from a
session, the session must have the following property:

Property 2: An acyclic routing behavior can be recovered from a ses-
sion s iff there exist obji, objm, objj, objv, objk, objw(1 ≤ i < m < j < v <
w ≤ s.length) in s, and obji==objv; objj==objw; objm <> objk.

The parallel paths in this session are:

ParallelPath1(s) = {< 292− 300− 304− 350 >, < 292− 319− 350 >},
ParallelPath2(s) = {< 512− 515− 513 >, < 512− 510− 513 >}.



Discovering Characteristic Individual Accessing Behaviors 473

292 300 304 350 326 5120 510

319 517

286

515

513

Fig. 2. Acyclic Routing Behavior

3.4 Cyclic Routing Behaviors Discovery

If there are back tracked or revisited objects in a session, directed links will be
built from every revisited objects to one of its source object. From the semantic
level, we call these two object can be mutually heuristically evoked. So in this
situation, the individual behavior can be discovered as cyclic routing behavior
and this kind of behavior is characterized by the circle path hidden in the session.

The strategy for discovering cyclic routing behavior is similar to but more
complicate than discovering acyclic routing. The following figure shows cyclic
routing behaviors discovered from the same example.

292 300 304 350 326 5120 510

319 517

286

515

513

Fig. 3. Cyclic Routing Behavior

The circle paths in this session are:

CirclePath1(s) = 292− 300− 304− 350− 326− 512− 510− 513− 292,
CirclePath2(s) = 512− 510− 513− 512.

4 Experiment Results

Our experiment data was taken from three web sites:www.informatik.uni-trier.de
(INFO), www.hpi.uni-potsdam.de (HPI) and www.tele-task.de (TTK). These
three sites are chosen because of their differences: INFO is a well frame based
site, and TTK is a site dedicated to multimedia lectures and HPI has launched
a new version. The time durations for these logs are one month for INFO and
HPI, and 12 months for TTK because of the small access count.

The distribution of repeated pages is closely related with the web structure.
It is clear that a structure with many pages has more repeated pages than those
with small number of pages. It can be seen from the different distribution that
TTK has a small number of repeated pages than INFO and HPI. But for the
ratio of repeated pages, the simple structure has a higher possibility of repeated
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Table 1. Pages, Sessions and Repeated Pages on INFO, HPI and TTK

INFO HPI TTK
Pages 728 253 52

Sessions 5828 28308 33894
Number of Repeated Pages(Ratio) 29(∼3.9%) 21(∼8.3%) 6(∼11.5%)

happenings than complicate structure; the reason is that a visitor could have
more choices in a site with many pages which could reduce the happening of
repeated visits. Another factor is related site structures, the difference of the
number of repeated pages from INFO and HPI is not as so big as the number of
total pages on this two sites, this is because the a big part of pages from INFO
are those with few links in their contents and are seen as the bottom pages or
the leaf pages on the site graph.

The average of the length of session is 3∼4. It has been discussed in the
previous parts that for every session a granular behavior and linear sequence
behavior can be discovered, but for tree structure behavior there must be re-
peated objects in a session, and for semi-lattice structure behavior, two or more
different objects must be repeated. We compute the number of the sessions with
1 or 2 repeated pages, and also the number of the sessions that can discover tree
and semi-lattice behaviors. We also give the ratio of these numbers with respect
to the session set. The following table gives the statistic results.

Table 2. Statistics of Repeated Pages and Recovered Behaviors

INFO HPI TTK
Sessions with 1 R-Page (ratio) 701(∼12%) 3998(∼14.1%) 1319(∼3.9%)
Sessions with 2 R-Pages (ratio) 350(∼6%) 2493(∼8.8%) 237(∼0.7%)
Sessions with T-Behavior (ratio) 642(∼11%) 3911(∼13.8%) 1085(∼3.2%)
Sessions with L-Behavior (ratio) 72(∼1.2%) 402(∼1.4%) 22(∼0.06%)

From the table2, we found that tree behaviors and semi-lattice behaviors exist
in some sessions, and their hosts are the most valuable visitors for the sites. And
the visiting behavior is closely related with site structure and content. Firstly,
the more complex of the web site, the more complex of the behavior; secondly,
most of the sessions with repeated pages can discover tree behavior, but great
drawdown of semi-lattice behavior from sessions with 2 or more pages, which is
due to the constraints among objects in a lattice behavior. And also, HPI has
more complex link relations than INFO, so in HPI the lattice behavior happens
frequently than in INFO.

Based on the discovered individual behaviors, we further mine the popular
and characteristic web usage patterns. By analyzing the accessing information
of entrance page and exit page, these three different sites have the same access-
ing distribution: the entrance pages concentrate on a very few number of pages,
which have much higher popularities than other pages accessed as entrance page.
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The exit pages concentrated on a number of pages, while the difference on access-
ing popularity is not as violently as on entrance page. This phenomenon gives
us the hint that the exit page plays more important on discriminating visitors
from different interests. The analysis on mining popular co-accessed pages and
popular sequences from discovered simple behavior set is the same as that from
other researchers, so we don’t give the mined examples here. Mining complex
patterns from discovered complex behaviors such as tree behaviors and semi-
lattice behaviors, we build a complex tree structure named DIXT (Double Index
Three-Dimension Tree) to index and agglomerate individual behaviors, and this
will be detailed discussed in another paper. Based on the properties analysis in
the above sections, one required conditions for recovering tree structure behav-
ior is the existence of at least 1 repeated object in a session; and one required
conditions for recovering lattice behavior is the existence of at least 2 different
repeated objects in a session.

We now give some general statistics on the mined popular tree patterns and
parallel patterns on these tree sites separately with different support thresholds.

Table 3. Statistic on Tree Patterns

INFO HPI TTK
Sessions with
T-Behavior 642 3911 1085

Tree Patterns
(sup=0.005) 21 48 23

Tree Patterns
(sup=0.01) 6 11 8

Table 4. Statistic on Lattice Patterns

INFO HPI TTK
Sessions with
L-Behavior 72 402 22

Lattice Patterns
(sup=0.02) 64 7 14

Lattice Patterns
(sup=0.05) 3 0 3

For further analysis, lattice behavior surely includes its corresponding tree
structure if we keep only one incoming connection for a node that is repeatedly
accessed from different nodes. A tree pattern is shared by two individual tree
structure behaviors, if both of them have one same node that connects to at least
two same nodes. If one parallel path in a discovered individual lattice behavior
shares the same start node and also the same end node with another parallel
path in another individual behavior, we call these two behaviors share the same
parallel path, while we don’t care if the middle nodes on separate path for two
parallel path are the same or not. From above two tables about distribution
of tree patterns and parallel patterns, we find that both of them are the rare
patterns, which can be seen as the unexpected patterns in web usage mining;
and also the complexity of such behaviors makes it less possible to find tree
patterns or semi-lattice patterns. We can also further find from these two tables
that the number of semi-lattice patterns is larger than that of tree patterns
while the former support number is also larger than the later, one reason for this
phenomenon is that our constraint for a semi-lattice patterns is less stricter than
that of tree patterns, and the second reason is that more complex of individual
behavior, and more impossible to find dominated popular complex patterns,
although the size of discovered tree behavior set is larger than that of discovered
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semi-lattice behavior set. So the support number on thousands of individual tree
behaviors is set smaller than that of hundreds or less than hundred of individual
semi-lattice behaviors. A circle path is a special sequence, which the start node
is the same as the end node, so mining circle paths is the same as mining the
largest forward paths from other researchers.

5 Conclusion

The bottleneck of enlarging the mining applications in web usage field is the ex-
ploding of web knowledge and the specialities of web environment, which attract
us to deeply investigate the individual access behavior.

In this paper, we discuss the individual access behavior through the web,
and how to discover these behaviors from web logs. The complexity of web
structure and the variety of visitors, and also the target patterns pursued decide
that access behaviors can not be simplified into one category, and we define five
different categories of individual access behavior. Before these behaviors were
given, we also define 9 different basic actions that could be performed during a
session. And individual access behavior is the combination of these basic actions.
The experiment results show that our defined actions and behavior universally
exist in many websites. And they are the necessary for mining the useful usage
patterns with web characteristics in the following mining steps.
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Abstract. One of the most important relevance factors in the Web
search context is the proximity score, i.e., how close the keywords ap-
pear together in a given document. A basic proximity score is given by
the size of the smallest range containing all the keywords in the query.
We generalize the proximity score to include many practically impor-
tant cases and present an O(n log k) time algorithm for the generalized
problem, where k is the number of keywords and n is the number of
occurrences of the keywords in a document.

1 Introduction

When using a search engine, because the number of keywords in the query to a
search engine is usually small, there are a tremendous number of search results
unless the query contains a very specific combination of keywords. For example,
when the query is “apple computer support,” what the user intended is most
likely the customer support page in the Apple computer site. However, some
other documents may contain all three keywords in totally different contexts
(irrelevant results). So the issue for the search engine is to find the relevant
documents and show the relevant ones first. Many heuristics are used to compute
the relevance of a document. Examples include the PageRank model [2] and the
hub and authority model [4], both based on the links between the documents.
Also, the content of a document and the anchor text (the text that appears close
to the link to the document from some other document) are used to determine
the relevance. Some examples are the relative frequency of the keywords and the
location of keywords (in the title or close to the start of a document).

We focus on the textual information, particularly how close the keywords
appear together (i.e., the proximity) in a document, which makes a good measure
of relevance. If the proximity is good, then it is more likely that the keywords have
combined meaning in the document. Proximity score cannot be computed off-
line because we can’t predict all possible combinations of keywords practically.
Therefore, we need to compute the proximity score very efficiently.
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D. Śl ↪ezak et al. (Eds.): RSFDGrC 2005, LNAI 3642, pp. 477–483, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



478 S.-R. Kim and J. Hong

In this paper we define the generalized k-keyword proximity problem and
present an O(n log k)-time algorithm for the problem, where k is the number of
keywords and n is the number of occurrences of the keywords in a document.
Our main contribution is an algorithm that retains the same time complexity
as the best previous result while solving a more general problem. An important
application of our algorthms can be found in computational biology. In biology
context, keywords correspond to motifs and the proximity score gives some hints
on how similar different genes are.

2 Problem Definition

The offset of a word in a document is defined to be the distance from the start of
the document, which is measured by the number of words. A range in a document
is a contiguous portion of the document. The size of a range is the number of
words in it. Given a set of keywords, the basic proximity score is defined to be
the size of the smallest range in the document containing all of the keywords.

In some cases, the basic proximity score is not enough. In the previous “ap-
ple computer support” query, the two keywords ‘apple’ and ‘computer’ has a
stronger combined meaning than ‘computer’ and ‘support.’ So even if the basic
proximity score is similar for two documents, one document might have ‘apple’
and ‘computer’ in close proximity while the other does not. In this case, we have
to give a higher overall score to the first document. This case leads to the defin-
ition of proximity score with partial keyword set where the score is defined to be
the size of the the smallest range in the document that contains k′ (≤ k) distinct
keywords. It can be used in combination with the basic proximity score to refine
overall score for a document.

Consider the query “johnson and johnson.” This is another case the basic
proximity score does not work because the same keyword ‘johnson’ must appear
twice in a range. This leads to the definition of the proximity requiring repetitions
of keywords where we are given the number of required occurrences of each
keyword. The score is defined to be the size of the smallest range in the document
that contains each keyword the specified number of times.

Most search engines use inverted file structures to store documents. In an
inverted file structure, the database is organized first by keywords. The entry
for each keyword contains a list of document IDs that contain the keyword.
Also, there is a list for each document ID that contains the offsets where the

I am Tom. You Are Jane.

I am a boy. You are a girl.

I am a student. You are a researcher.
...

I

am

Tom

you

0, 6, 14, ...

1, 7, 15, ...

2, ...

3, 10, 18, ...
... ...

Fig. 1. A simple example



An Efficient and Practical Algorithm 479

keyword appears in the document. Inverted file structures are useful because we
can find the set of documents that contain all of the keywords very efficiently,
thus reducing the number of documents to consider. Fig. 1 is an example where
a particular document and the lists of offsets are shown. Because search engines
use very complicated ranking algorithms, inverted file structure may not provide
all of the information that a ranking algorithm requires. However, because most
search engines use inverted file structure, we believe that our algorithms have
practical implications.

Because of the inverted file structure we may assume that the sorted lists of
offsets, rather than the whole document, is given as the input. The following is
the definition of the generalized k-keyword proximity problem that combines all
three kinds of proximity scores mentioned above.

Definition 1. Given k keywords w1, w2, . . . , wk, a set of lists K = {K1, K2, . . . ,
Kk} where Ki = {oi1, oi2, . . . , oiji} (1 ≤ i ≤ k) is the sorted list of the offsets
of the i-th keyword wi, and positive integers R1,R2, . . . ,Rk, and k′ (≤ k), the
generalized k-keyword proximity problem is to find the smallest range that con-
tains k′ distinct keywords wi (1 ≤ i ≤ k) that appear at least Ri times each in
the range.

Let n be the total number of offsets given in the input. Note that the generalized
problem becomes the basic score problem when all Ri = 1 (1 ≤ i ≤ k) and k′ =
k. Also it becomes proximity with partial keyword set (respectively, proximity
requiring repetition) when all Ri = 1 for 1 ≤ i ≤ k (respectively, k′ = k).

3 Previous Works

There are some results on finding k keywords within a given maximum distance
d. Gonnet et al. [3] proposed an algorithm for finding two keywords P1 and P2

within distance d in O(m1 + m2) time, where m1 < m2 are the numbers of
occurrences of the two keywords. Baeza-Yates and Cunto [1] proposed the ab-
stract data type Proximity and an O(log n)-time algorithm, but the construction
takes O(n2) time. Manber and Baeza-Yates [7] also proposed an O(log n)-time
algorithm, but it takes O(dn) space. However all of the above does not directly
deal with the problem of this paper because they assume that the maximum
distance d is known in advance. Sadakane and Imai proposed an O(n log k)-time
algorithm for a restricted version of the problem [8]. Their version of the prob-
lem corresponds to the basic proximity score. As far as we know, this is the only
result for the k-keyword proximity problem. Our algorithm achieves the same
time complexity while dealing with a generalized version of the problem.

4 Algorithm

The algorithm consists of two stages. In the first stage, called the preprocessing,
we merge the lists of offsets into a new sorted list. Each offset is labeled with the
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Document A    ?    ?    ?    C    B    A    ?    ?    A    C    ?    B 

Query = "A B C" 

Merged list
ki

0 5 9 104

1 3 2 2

6 12

31 1

offset

Fig. 2. Example merged list (?’s are the places where none of three keywords appear)

keyword index (i if the keyword is wi) during the merge. Because the input lists
are already sorted, it is easy to show that the first stage takes O(n log k) time.
The merged list is denoted by L[0..n − 1]. Each entry in the list has two fields
denoted by L[x].offset (the offset) and L[x].ki (the keyword index). Let (x, y)
be the range starting at L[x].offset and ending at L[y].offset. See Fig. 2 for an
example, where the query consists of three keywords. The second stage is the
main part of the algorithm. The second stage takes O(n) time.

Before describing the main algorithm, we need to define a few terms. Then
we will prove the key lemmas.

Definition 2. A candidate range is a range containing at least k′ distinct key-
words wi (1 ≤ i ≤ k) that appear at least Ri times each in the range.

Lemma 1. The solution to the generalized k-keyword proximity problem is the
smallest of the candidate ranges.

Proof. Immediate from the definition of the problem.

The number of candidate ranges is less than n(n− 1)/2. Now we will reduce the
number of candidate ranges we have to consider. We consider only the minimal
candidate ranges because we want to find the smallest one.

Definition 3. A critical range is a candidate range that does not properly con-
tain other candidate ranges.

Lemma 2. The solution to the generalized k-keyword proximity problem is a
critical range.

Proof. Suppose that the solution is not a critical range. Then the solution prop-
erly contains a smaller candidate range. A contradiction to Lemma 1.

Fig. 3 illustrates the difference between critical ranges and candidate ranges.
Assume that we are given the query“A A B C,”and k′ = k = 3. (A has to appear
at least twice while B and C may appear only once.) Range 1 is a candidate range,
but not a critical range. (Range 1 contains candidate ranges 2 and 3). Ranges
2 and 3 are critical ranges since there are no ways to make them smaller while
satisfying the given condition. Now we bound the number of critical ranges.
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Query = "A A B C" 

Document 

1

2
3

A    ?    ?    ?    C    B    A    ?    ?    A    C    ?    B 

Fig. 3. Critical ranges and candidate ranges. ?’s are the places where none of three
keywords appear. Note that this range does not contain offsets.

Lemma 3. There are at most n critical ranges.

Proof. Two different critical ranges cannot share starting offsets because if they
do, one of the critical ranges is properly contained in the other. Because there
are at most n starting offsets, there are at most n critical ranges.

The algorithm works by maintaining a current range. By Lemma 2 it is enough
to consider only the critical ranges. We find all the critical ranges by scanning
the merged list of offsets from left to right and whenever we find a critical range,
we compare it with the smallest one up to that point. When the scanning is
finished, we have the solution of the generalized k-proximity problem.

We use two position numbers of the merged list to indicate where the current
range is: p� is for the starting offset and pr is for the ending offset of the current
range, respectively. For each keyword wi (1 ≤ i ≤ k), we maintain a counter ci

which indicates the number of times wi appears in the current range. There is
another counter h which indicates the number of ci’s (1 ≤ i ≤ k) larger than or
equal to Ri. Initially p� = h = 0, ci = 0 for all 1 ≤ i ≤ k, and pr = −1.

Whenever we increase a position number by one in the following algorithm,
we modify at most two counters, namely, one of ci is increased or decreased by
one and h is adjusted accordingly, to update the status of the current range.

• Assume that we have increased pr by one and let i be L[pr].ki. Because wi

is added to the current range we increase ci by one. If ci equals Ri at this
point, we increase h by one also.

• Assume that we have increased p� by one and let j be L[p� − 1].ki. Because
wj is removed from the current range we decrease cj by one. If cj equals
Rj − 1, we decrease h by one.

One can easily verify that each ci (1 ≤ i ≤ k) indicates the number of occurrences
of wi in the current range, respectively, and that h corresponds to the number
of keywords wj (1 ≤ j ≤ k) which appear at least Rj times in the current range.
Thus the current range is a candidate range only if h ≥ k′.

Main Algorithm

1. Repeatedly increase pr by one until current range is a candidate range or we
have passed the end of the list.

2. If we have passed end of the list, finish.
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3. Repeatedly increase p� by one until current range is not a candidate range.
4. The range (p�−1, pr) is a critical range. Compare the size of range (p�−1, pr)

with the stored minimum range and replace the minimum range with the
current range if (p� − 1, pr) is smaller.

5. Go to step 1.

Lemma 4. If (x, y) and (x′, y′) are critical ranges and x < x′, then y < y′.

Proof. Obvious from the fact that the critical ranges are not nested.

We show that the algorithm works correctly. All we have to show is that the
algorithm identifies each critical range after step 3. We consider two cases.

• The first case is the initial case and we show that the algorithm finds the
first critical range (x, y), i.e., the critical range with smallest x and y whose
existence is implied by Lemma 4. Note that (0, y′) for y′ < y cannot be a
candidate range because then it would contain a critical range, contradicting
the assumption that (x, y) is the first critical range. Also note that (0, y) is
a candidate range. Thus we have verified that step 1 stops when pr reaches
y. For step 3, note that (x′, y) is a candidate range if x′ ≤ x and it is not,
otherwise. Thus, we have verified that step 3 stops when p� reaches x + 1.

• The other case is searching for the next candidate range after finding one.
Let (x, y) be the critical range we have just identified and let (x′′, y′′) be
the next critical range, i.e., the one with smallest x′′ − x (> 0) and smallest
y′′ − y (> 0) whose existence is implied by Lemma 4. When step 1 starts
p� = x + 1 and pr = y. Note that (x + 1, y′) is not a candidate range if
y′ < y′′ because otherwise, it must contain a critical range, contradicting the
assumption on (x′′, y′′). Also note that (x+1, y′′) is a candidate range. Thus
we have verified that step 1 stops when pr reaches y′′. We can show that
step 3 stops when p� reaches x′′ + 1 in the same way as in previous case.

Example 1. Suppose we have a query “A A B C” and three lists of offsets K1 =
{0, 2, 4, 5}, K2 = {1, 6, 7} and K3 = {3, 8}. Then we have four critical ranges I1,
I2, I3 and I4 as indicated in Fig. 4. The solution is I1, I2 or I3. A dashed arrow
indicates the changes made to pr in one execution of step 1 and a dotted arrow
indicates the changes made to p� in one execution of step 3.

We show that the time complexity of the second stage is O(n). Since the two
position numbers are only increased, they are increased at most n times. Each
time a position number is increased, we access at most two counters. Thus the
time complexity for accessing counters is O(n). Steps 2, 4, and 5 are performed
once for each critical range. Since there are at most n critical ranges by Lemma 3,
they are performed at most n times. The space complexity of the (whole) algo-
rithm is easily shown to be O(n + k) since the only additional space we use are
the k + 1 counters.

Theorem 1. The generalized k-keyword proximity problem can be solved in
O(n log k) time with O(n + k) space.
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0 1 2 3 4 5 6 7 8

BA A C A A B B C

I

I

I

I

1

2

3

4

Fig. 4. Finding the solution for Example 1

5 Conclusion

We presented an O(n log k) time algorithm for the generalized k-keyword proxim-
ity problem. To compute s proximity scores for varying values of R1,R2, . . . ,Rk,
and k′, the preprocessing stage may be performed only once. So, the time com-
plexity is O(n log k + sn). To find m smallest ranges, the time complexity is
O(n(log k + log m)). When k is a constant, the algorithm runs in linear time.
The algorithm has been implemented and is currently being used in the WiseNut
search engine, which is now part of LookSmart Corporation [6]. Our implemen-
tation of the algorithm uses less than 1% of the total query processing time on
the average.

An open problem is to identify a lower bound. We conjecture that the lower
bound is Ω(n log k), i.e., the algorithm given in the paper is optimal.
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Abstract. It is now a leading company strategy to apply competency models for 
identifying and developing capabilities of their managers. However, a 
competency model usually contains too many intended competencies to be 
implemented. Recently, some scholars and experts argue that eight is the 
maximum for managers to assess. Hence, how to simplify the manager 
competency model is becoming an important issue. Well known as data mining 
techniques, the rough sets theory is a relatively new approach and good at data 
reduction in qualitative analysis, so that the rough set approach is suitable for 
dealing with the qualitative problem in simplifying the competency model. The 
aim of this paper is to mining the minimal set of competencies through using 
the rough set approach to help companies for better utilizing the competency 
model. The results show that the “self-management” competency is the most 
indispensable portion to a manager competency model.   

1   Introduction  

In order to meet the impact of existing and future competition advancements, it is 
important to develop manager competency models, and also apply the competencies 
in all major human resource fields, including recruitment, selection, assessment, 
development, appraisal, and rewards [29], [14], [30]. The competency model is a set 
of competencies, namely success factors which include the key behaviors required for 
excellent performance in a particular role [29]. Moreover, the competency model can 
be used to identify the competencies which employees need to improve performance 
in their current job or to prepare for other jobs; in particular, employees' competencies 
may be compared to the appropriate model to detect where the gaps exist, hereby 
individual training and development plans may be developed to bridge the gaps [30].  

However, a competency model usually contains too many intended competencies 
to be implemented. Recently, some scholars and experts argue that eight is the 
maximum for managers to assess [6], [37]. Hence, how to slim the manager 
competency model is becoming an important issue. In addition, dealing with this kind 
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of issue is a qualitative problem. Well known as data mining techniques, the rough 
sets theory is a relatively new approach and good at data reduction in qualitative 
analysis, which was originally introduced by [22] to help for dealing with these 
problems such as inductive reasoning, automatic classification, pattern recognition, 
learning algorithms, etc. The rough sets theory (RST) is particularly useful to deal 
with imprecise or vague concepts [25]. Unlike a conventional data analysis which 
uses statistical inferential technique, whereas the rough sets approach is based on 
data-mining techniques to discover knowledge [9]. The RST has been successfully 
applied in a variety of fields [32], [5], [2], [9], [36]. Since the rough set approach has 
these advantages, it is suitable for solving the problem in simplifying the manager 
competency model.  

The aim of this paper is to mining the minimal set of required competencies 
through using the rough set approach to help companies for better utilizing the 
competency model. The rest of this paper is organized as follows. In section 2, some 
of the prior literatures related to the competency model are reviewed. In section 3, the 
basic of rough sets theory is presented. In section 4, the research design and results 
are illustrated. Finally, based upon the findings of this research, conclusions and 
suggestions are depicted. 

2   Slimming the Manager Competency Model  

In order to be smart for launching competency applications effectively, it is a 
favorable way that focusing on some urgent competencies and implementing them 
with a stepwise mode. The concept of a competency model and the issue of the 
competency implementation are discussed below.  

2.1   Concepts of the Competency Model 

Modern managers are required to possess multiple managerial competencies in order 
to meet the pressing business challenges. The concept of competency has been 
developed by McClelland and the McBer and Company. Especially, McClelland’s 
paper, “Testing for Competence Rather Than Intelligence” [18], started the 
competency movement in 1970s. As most know, competencies are characteristics of 
people that differentiate performance in a specific job or role [15], [18]. Indeed, the 
definition of what a competency is has still not reached unanimity over the years. 
Recently, competencies are commonly conceptualized as a measurable pattern of 
knowledge, skills, abilities, behaviors, and other characteristics (KSAOs) that 
differentiate high from average performance [20], [1], [28].  

The competency model is a set of success factors, which contribute to achieving 
high performance and concrete results. [17] states that a competency model is a 
detailed description of behaviors which requires employees to have the ability to be 
effective in a job. Competency models are often developed by studying what top 
performers do in the defined job context. For developing a competency model, the 
essential data may be collected in a variety of ways, including employee 
questionnaires, focus groups, and interviews with managers and employees [30]. The 
competency model is important because it provides a road map for the range of 
behaviors that produce excellent performance [29].  
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2.2   The Issue of the Competency Implementation  

Concerning the methods for developing competency models, [33] mention that: 
competency studies are most cost-effective when they focus on value-added jobs; full-
scale classic studies are relatively expensive and take two or three months; and expert 
panel based studies are suitable for analysis of large numbers of less critical jobs. 
Moreover, [13] deems that: the classic method is more workable for analysis of 
specific roles, but it requires much effort and expense; and the simple method is more 
suitable for analysis of regular or general roles. Importantly, as [30] emphasize, in 
order to overcome significant barriers and to improve impact of competency 
interventions, there are some important matters to consider with regard to model 
building, such as: it is need to ensure the linkage between competency initiatives and 
organization strategies; and it is better to keep models simple at launch, and leverage 
tools and databases to “quick start” model building. Especially important is that, even 
if competency methods require so much time and cost, there is still no promising that 
it is a “best fit” for organizations with rapidly changing environments. Further, the 
competency models are required to be timely reformed for adapting to the changeable 
environment; the fact is particularly evident to the high-tech companies [1].  

There are several useful manager competency models, such as proposed by [3], 
[33], [27], [12]. But there is no single one which can be suitable for all different types 
of companies because competency models are required to reflect the unique of each 
individual company. Most importantly, some scholars and experts recently argue that 
a competency model usually contains too many intended competencies to be 
implemented [6], [37]. The above competency models, they all contain many detailed 
managerial competencies in each cluster. [37] suggests that it had better implementing 
the competency model gradually and involving less than eight competencies at a time. 
Moreover, [6] emphasizes that too many competencies is unfavorable to implement 
and the six is the maximum. In this sense, how to slim the manager competency 
model for better implementation is becoming an important issue. 

3   The Basics of Rough Sets Theory 

RST was firstly introduced by Pawlak in 1982 [22], [23], as a valuable mathematical 
tool to deal with vagueness and uncertainty [25]. In the Rough Set approach, any 
vague concept is characterized by pair of precise concepts, that is the lower and upper 
concept approximation [25]. Using lower and upper approximation of a set, the 
accuracy and the quality of approximation can be defined, as well as the knowledge 
hidden in the data table may be discovered and expressed in the form of decision rules 
[19]. The basic concepts of rough sets theory and the analytical procedure of data 
analysis are discussed as follows. 

3.1   Information System and Indiscernible Relation 

Rough set-based data analysis starts from a data table called an information system 
which contains data about objects of interest characterized in terms of some attributes 
or features [26]. An information system is used to construct the approximation space. 
The information system can be viewed as an application such that each object is 
described by a set of attributes [25].  
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According to [23], [25], an information system is defined as the quadruple 
( , , , )S U Q V ρ= , where the universe U  is a finite set of objects, the Q  is a finite set of 

attributes, the q Q qV V∈= U  is the set of values of attributes and qV  is the domain of the 

attribute q ; :U Q Vρ × →  is a description function such that ( , ) qx q Vρ ∈  for every 

,q Q x U∈ ∈ .  

It is hard to distinguish objects on the basis of imprecise information is the starting 
point of the rough sets theory [25]. In other words, the imprecise information causes 
the indiscernibility of objects in terms of available data. Moreover, the indiscernible 
relation is used to define two main operations on data, namely, lower and upper 
approximation of a set. By using the lower and upper approximation of a set, we can 
define the accuracy and the quality of approximation [23].  

3.2   Decision Table and the Analytical Procedure 

The decision table describes decisions in terms of conditions that must be satisfied in 
order to carry out the decision specified in the decision table [26]. An information 
system can be seen as the decision table in the form of ( , , , )S U C D V ρ= U , in which 
C D Q=U  and means that condition attributes C  and decision attributes D  are two 
disjoint classes of attributes [11]. Through analyzing the decision table, valuable 
decision rules can be extracted.  

Especially, the Covering Index (CI) is a rather valuable way to evaluate the quality 
of the decision rule [21]. Let the decision attributes D  is a singleton { },D d=  the 
d − elementary sets in S  are denoted by 1 2{ , , , }i mY Y Y Y∈ K  and called the decision 

classes of the classification; let the condition attribute A C⊆  and its domain 
jaV  of 

the attribute .ja A∈  

Then, the CI can be expressed as CI ( , ) ( ) ( )
j ja i a i iV Y card V Y card Y= ∧ , where the 

“ ∧ ” is the operator of conjunction. The CI represents a ratio called the covering ratio 
which indicates the degree of that how many objects with the same attribute value 
matching the decision class in contrast with that how many objects belonging to the 
same decision class. The rough sets theory provides a relatively new technique of 
reasoning from vague and imprecise data; specially, it has several advantages and 
noticeable features [16], [8], [31], [34], [7]. In practice, for the analysis of decision 
table, there are some main steps mentioned by [35]. Similarly, for the data analysis in 
rough set approach, we suggest the three-step analytical procedure: (1) calculating the 
approximation; (2) finding the reducts of attributes and the core of attributes; and (3) 
creating the decision rules. 

4   Research Design and Results  

The study attempted to mining the minimal set of required competencies through 
using the rough set approach, and hereby to achieve the aim of simplifying the 
manager competency model. The survey design, sampling, data analysis, and 
discussions are presented as follows 
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4.1   Survey Design 

For this study, the questionnaire was developed based on the rough set approach to 
collect data of expert judgments. The study was conducted with two stages. In the 
first stage, through an intensive literature review and the significant discussions with 
six experts, the content of the questionnaire was confirmed, including: selection of the 
manager competency model proposed by [12] and design of the measurement scale. 
The manager competency model [12] contains six clusters of manager competency; 
moreover, there are several detailed managerial competencies within each cluster of 
the manager competency model. As shown in Table 1, six clusters of manager 
competency are used as condition attributes, and the detailed managerial 
competencies in each cluster are used as the condition attribute values (alphabetic 
symbols from A to S) for rough set analysis. In addition, the decision attribute in 
terms of the management level are divided into three classes: (1) senior manager, (2) 
middle manager, and (3) first-line manager. 

Table 1. Condition attributes and decision attributes 

The condition attributes: 4. the Strategi c Action competency cluster 
1. the Communication competency cluster 

(A) informal communication  
(B) formal communication   
(C) negotiation 

2. the Planning and Administration competency cluster 
(D) information gathering, analysis, and problem solving  
(E) planning and organizing projects   
(F) time management 
(G) budgeting and financial management 

3. the Teamwork competency cluster 
(H) designing teams  
(I) creating a supportive environment   
(J) managing team dynamics 

(K) understanding the industry  
(L) understanding the organization   
(M) taking strategic actions 

5. the Global Awareness competency cluster 
(N) integrity and ethical conduct  
(O) cultural openness and sensitivity   

6 . the Self Management competency cluster 
(P) cultural knowledge and understanding  
(Q) personal drive and resilience 
(R) balancing work and life demands  
(S) self awareness and development 

The decision attributes:  
(1) senior manager;  
(2) middle manager;  
3) first line manager. 
 

The questionnaire contained two portions: one portion is the basic information, and 
another portion is the serial questions about the topic issue. Data were collected 
through the nominal scale with the values by the alphabetic symbols (from A to S). 
Specifically, the basic information portion was used to ask the respondents about the 
information concerning respondents’ management position and their company profile 
including product category. In the topic issue portion, the respondents were asked to 
indicate which detailed managerial competency is most important within each cluster. 
For example, a question was like that “In the Communication competency cluster, 
which of the following competencies is most significant?”, with answer choices: (A) 
informal communication, (B) formal communication, and (C) negotiation. 

4.2   Sampling 

The science-based industrial park gathering high-tech companies performs as a 
powerful tractor, tugging economic development and industrial innovation. In 
Taiwan, the first science-based industrial park is the Hsin-Chu Science-Based 
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Industry Park (HSIP) introduced in 1980, and it has contributed greatly to the 
development of Taiwan’s high-tech industries. Especially, these enterprises in HSIP 
are representative high-technology industries of Taiwan. In recent years, these 
enterprises in HSIP have been facing competitive price cutting and lower margins, so 
they have a great need to apply competencies in order to optimize utilization of 
human resources for the purpose of enhancing labor productivity, and global 
competitiveness.  

Due to this urgent need of utilizing the competency models, the Taiwan Style 
Competency Study Group (TSCSG) holding 54 members, was established in 2003 to 
promote the use of competency for those companies in HSIP. The TSCSG belongs to 
the Hsin-Chu Human Resource Management Association (HC-HRMA) which is 
mainly composed of HR managers from the HSIP. We targeted the members of 
TSCSG for conducting this research. Through telephone to invite and explain the 
purpose of the research, there are 50 participants willing to join. These participants all 
are HR professionals and have experience in developing competency models for their 
companies. Then, in November 2004 we mailed the questionnaire to those participants 
of TSCSG members. This almost covered the whole TSCSG members in HC-HRMA. 
By December 2004, in total, 43 valid responses were obtained with a response rate of 
86% which is acceptable level for this research. Concerning the position of the 
respondents, there were the senior manager (10), the middle manager (14), and the 
first-line manager (19). The respondents came from such industry categories as: 
Integrated Circuits (13), Computers and Peripherals (8), Telecommunications (5), 
Optoelectronics (11), and other (6). Addition, the majority of respondents were from 
the Integrated Circuits industry and the Optoelectronics industry. 

4.3   Data Analysis 

The implementation of data analysis is performed through our suggested three-step 
analytical procedure with the help of the software ROSE (Rough Sets Data Explorer). 
ROSE is software that implementing basic elements of the rough set theory and rule 
discovery techniques. Before the data analysis, it is required to construct the decision 
table. As shown in Table 2, the decision table contains 43 records characterized by 
one decision attribute (Dec) and six condition attributes (six competency clusters): 
communication (Comm), planning and administration (Plan), teamwork (Team), 
strategic action (Stra), global awareness (Glob), and self-management (Self). Further, 
the seven attributes and their values are denoted as follows: Comm {A,B,C},V =  

Plan {D,E,F,G},V =  Team {H,I,J},V =  Stra {K,L,M},V =  Glob {N,O},V =  Self {P,Q,R,S},V =  and 

Dec {1,2,3,4}.V =   

Step 1: Calculating the approximation. 
The first step of data analysis using rough set theory is to calculate the 

approximations of decision classes. As shown in Table 3, each decision class is well 
describable due to its high accuracy of 1.000 shown in the last column. This is to say 
that all three decision classes are characterized exactly by those data in the decision 
table. In addition, there are totally 36 atoms in the decision table. On the whole, the 
accuracy of the entire classification is 1.000, and also the quality of the entire 
classification is 1.000. 
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Table 2. The decision table 

Object Dec Comm Plan Team Stra Glob Self Object Dec Comm Plan Team Stra Glob Self
1 1 C D J M O S 23 3 C D H K N P
2 2 A D H L N S 24 3 B F J L O Q
3 2 A D H L O S 25 3 A E I K N P
4 1 C D J M O Q 26 3 B E I K N Q
5 1 C D I L O Q 27 3 B E I K O Q
6 1 C D J M O Q 28 3 B E I K N Q
7 1 C D J M O Q 29 3 C G H M O S
8 1 C D J M O Q 30 3 B E I L O R
9 1 C D J L N S 31 3 B F I K O R

10 2 A E H L O S 32 3 B F H K N R
11 2 A E H L O Q 33 3 B F I K N S
12 2 A E H M O Q 34 3 B F J M N R
13 3 C D H M N Q 35 2 B D I L N S
14 1 C D J M O Q 36 3 B F I L N R
15 2 A E H K O S 37 1 A D J L O R
16 2 A E H K O Q 38 2 A E H M O S
17 2 A E H L N S 39 3 B D J K O R
18 1 C D J M O Q 40 3 B D I L O R
19 2 A D J K O S 41 2 A E H L O S
20 3 B F H M N S 42 2 A E H K N S
21 3 B F J M O Q 43 2 C D J K N R
22 3 A D H L O P  

Table 3. The lower and upper approximations 

Class Number Lower Upper 
number of objects approx. approx. Accuracy 

1 10 10 10 1.000
2 14 14 14 1.000
3 19 19 19 1.000

 

Step 2: Finding the reducts of attributes and the core of attributes. 
In this step, the indiscernibility relation method is used for dealing with the 

reduction of attributes and finding the core of attributes, due to all the condition 
attributes are nominal attributes (unordered qualitative attributes) with linguistic 
values. Employing the indiscernibility relation method, it may find all potential 
reducts in the information table. As a result, we obtained four reducts of attributes and 
one core of attributes. These four reducts are: {Comm, Plan, Glob, Self}, {Comm, 
Plan, Team, Stra}, {Comm, Team, Stra, Self}, and {Plan, Team, Stra, Glob, Self}. 
Especially, the core of attributes is the only one, namely the attribute {Self}. This 
means that the attribute “self-management” is the most meaningful attribute among 
those six attributes. 

Step 3: Creating the decision rules. 
The most important step of data analysis is to generate decision rules. In order to 

find the minimal covering rules, the minimal covering method is employed, which 
attempts to find the minimal number of attribute values for a decision rule. As a 
result, 10 rules are created. These 10 exact rules are shown in Table 4, from which we 
can acquire several valuable implications for making decisions. In particular, we can 
find the most important determinant for each decisions class through using the 
covering ratio of Covering Index (CI).  
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Table 4. The exact rules 

Rule The minimal covering rule Covering
number ratio
Rule 1.  (Comm = C) & (Team in {J, I}) & (Stra in {M, L}) => (Dec = 1) 90.00%
Rule 2.  (Comm = A) & (Team = J) & (Stra = L) => (Dec = 1) 10.00%
Rule 3.  (Comm = A) & (Self in {S, Q}) => (Dec = 2) 85.71%
Rule 4.  (Comm = B) & (Plan = D) & (Glob = N) => (Dec = 2) 7.14%
Rule 5.  (Comm = C) & (Self = R) => (Dec = 2) 7.14%
Rule 6.  (Comm = B) & (Glob = O) => (Dec = 3) 36.84%
Rule 7.  (Comm = B) & (Plan in {F, E}) => (Dec = 3) 63.16%
Rule 8.  (Self = P) => (Dec = 3) 15.79%
Rule 9.  (Plan = G) => (Dec = 3) 5.26%
Rule 10.  (Stra = M) & (Glob = N) => (Dec = 3) 15.79%  

For decisions class 1, obviously the rule 1={C, J, I, M, L} holds the higher 
covering ratio of 90.00% than the rule 2={A, J, L} with the covering ratio of 10.00% 
(Table 4). This means that the majority 90.00% of the senior managers considered 
that those competencies are relatively significant in the manager competency model, 
including (C) negotiation, (I) creating a supportive environment, (J) managing team 
dynamics, (L) understanding the organization, and (M) taking strategic actions. 
Similarly, for decisions classes 2, the rule 3={A, S, Q} holds the highest covering 
ratio of 85.71% than both the rule 4 and the rule 5 with the lower covering ratio of 
7.14%. This means that the majority 85.71% of the middle managers considered that 
those competencies were relatively significant in the manager competency model, 
including (A) informal communication, (Q) personal drive and resilience, and (S) 
self-awareness and development. As for decisions classes 3, the rule 7={D, G, K, O} 
holds the highest covering ratio of 63.16% than the remaining classes. The decisions 
classes 3 involved with more the number of rules than the decisions classes 1 and the 
decisions classes 2. This implies that the opinions of the first-line managers were 
highly different than those of the senior managers or the middle managers, concerning 
the question “which competency is most significant?” According to the rule 7, it 
indicates that the 63.16% of the middle managers consider that those competencies 
are relatively important in the competency model, including (D) information 
gathering, analysis, and problem solving, (G) budgeting and financial management, 
(K) understanding the industry, and (O) cultural openness and sensitivity.  

4.4   Discussions 

For reducing the competency model effectively, the rough sets approach is a wise 
option. The rough sets approach is different from the quantitative-oriented statistical 
technique. In contrast to classical statistical techniques such as discriminant analysis, 
the strength of RST is that it requires no underlying statistical assumptions, especially 
the RST can provide rules which cover only subsets of the basic objects or data 
records available [4]. It is not only free from such the unrealistic assumption of 
statistical hypotheses [5], but also it has no need of a huge data. In particular, it can 
directly analyze the original data with either quantitative attributes or qualitative 
attributes, as well as does not need additional information. Hence, using the rough 
sets approach is an advantageous way to solve qualitative problems. Although the 
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RST has been successfully applied to a variety of areas, such as data mining or 
classification in marketing, finance, banking, and manufacturing fields, it is still rare 
to be applied in human resource field.   

Therefore, for solving the problem of reducing the competency model, which 
characterizing complex and multi-attribute, in this study we employ the rough set 
approach to aim at mining the minimal set of required competencies. According to the 
results of the empirical study, we are able to derive many implications about business 
management as follows. 

Firstly, the attribute “self-management” was the core attribute in the manager 
competency model. This reflects that most managers consider the “self-management” 
competency is commonly essential for every manager. It also implies that the “self-
management” competency is the most indispensable attribute to a manager competency 
model. Secondly, four reducts of attributes are obtained through the rough sets 
approach, and these four reducts may regard as four sets of primary attributes that can 
be chose optionally, in terms of constructing a manager competency model. For 
example, if the reduct={Comm, Plan, Glob, Self} is selected, this means that a 
practical manager competency model is required to contain these four competencies 
including the “Communication”, the “Planning and Administration”, the “Global 
Awareness”, and the “Self-Management”. Thirdly, concerning the opinions of which 
detailed competency is most required, it is rather varied due to different management 
level. In view of the covering ratio, if constructing a manager competency model for 
the senior managers, there are some competency elements required to be built inside, 
such as: (C) negotiation, (I) creating a supportive environment, (J) managing team 
dynamics, (L) understanding the organization, and (M) taking strategic actions. 
Similarly, constructing a manager competency model for the middle managers, it needs 
to include essential competency elements, such as: (A) informal communication, (Q) 
personal drive and resilience, and (S) self-awareness and development. As for the first-
line managers, the manager competency model is necessary to comprise these 
competency elements, such as: (D) Information gathering, analysis, and problem 
solving, (G) budgeting and financial management, (K) understanding the industry, and 
(O) cultural openness and sensitivity. 

To sum up, for simplifying the manager competency model, the result of this study 
is satisfactory. By utilizing the advantage features of the rough set approach, the study 
was successfully conducted to mining the minimal set of required competencies, and 
hereby achieved the aim to slim the manager competency model. This study has 
obtained some meaningful facts, but it has the limitation of that the sample size is 
small and lacks great statistical significance. The above findings reflect the situation 
that several Taiwan high-tech companies in HSIP, concerning how they think about 
the important elements of manager competency models. Also, this study is presented 
as a test case to extend practical applications of RST in human resource field. 

5   Conclusions 

The aim to help companies to simplify and better utilize the manager competency 
model, we researched into reducing the manager competency model for Taiwan high-
tech companies in HSIP, and employed the rough set approach for data analysis. 
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Eventually, the result of this study is satisfactory and it brings out many implications 
in terms of the use of the manager competency model. For example, due to the “self-
management” is the core attribute in the manager competency model, this reflects that 
most managers consider the “self-management” competency is commonly essential 
for every manager, and it is the most indispensable attribute to a manager competency 
model. Moreover, there are no published works using the rough set approach to deal 
with the kind issue of the competency model. Hence, this study has contributed to 
extend practical applications of RST in human resource field. Further, using our 
suggested analytical procedure, it can effectively handle any problem of reducing a 
complex and multi-attribute model for mining the minimal set of significant elements. 
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Abstract. Since the Rough Sets Theory was first formulated in 1982, different
models based on it have been proposed to be applied in economic and financial
prediction. Our aim is to show the development of a method of estimation of the
financial risk when a credit is granted to a firm, having into account its countable
status. This is a classical example of inference of classification/prediction rules,
that is the kind of problem in which the adequacy of Rough Sets methods has
been proved. Coming from data concerning industrial companies that were given
to us by the Banks that granted the credits, we have obtained a set of classification
rules to be used to predict the result of future credit operations.

Keywords: Financial risk, Prediction rules, Classification rules, Rough Sets,
Machine Learning, Data Mining.

1 Introduction

When different firms need a credit, they attend to the banks or any other financial enti-
ties. Then, the bank has to choose between to grant or to deny the credit. This is a dif-
ficult choice, because it could happen that some firms will not return the lent sum,thus
producing a negative result for the bank. Financial data of the firms are used to decide
the credit grant, but there is not an infallible formula.

Traditionally, financial analysts’ experience was the unique basis to take a decision,
but later, statistic tools have been used to face the problem. We have used data provided
by the banks about enterprises that were granted a credit, to infer knowledge and to
predict the result of future operations.

There are some ratios calculated from the data, that are the condition variables that
will allow us to classify a firm as “solvent” or “defaulter” (decision categories).

Tools based in Rough Sets Theory allow us to infer rules from data contained in a
decision table.
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The rest of the paper is organized as follows: First section is the state of the art of
Rough Sets applied to “Business failure” prediction. Second section is the statement of
the problem (case under study). In the third section are explained the variables taken
into account. The fundamentals of Rough Sets are explained in the following section.
The two next sections show us how to preprocess data for this particular problem. How
rules are inferred is explained in section eight. Finally, same conclusions are drawn in
section nine.

2 Mining Business Data: A Brief Overview on Financial Prediction
Tools

The application of Data Mining tools to a variety of domains in business has greatly
improved the quality of firm’s decisions. Among these tools, methods based on Rough
Sets Model, have the following advantages:

– The use of external information becomes unnecessary
– They are suitable for analyzing quantitative and qualitative values
– Discovered facts hidden in data, are expressed by means of rules, thus being easy

of understand

Financial organizations need methods for evaluating risk before granting a credit to
a firm.

Dimitras et al [2] gave a complete review of the methods used for this kind of
prediction. In this report, Rough Sets Model appears to be an adequate tool for the
analysis of financial tables describing a set of objects (firms) by means of a set of
attributes (financial ratios).

The application of the Rough Sets approach in business failure prediction was in-
vestigated by Slowinski et al. [7] and Dimitras et al. [3]. In these works, the Rough Sets
approach was compared with three other methods: C4.5 inductive algorithm, discrim-
inant analysis and logit analysis. The study was carried out on a sample of 40 failed
(defaulter) firms and 40 healthy (solvent) firms from 13 different industrial areas, meet-
ing the following criteria:

– Having been in business for more than 5 years
– Data availability

The financial expert selected a set of 12 ratios to compose the information table with
a bi-valued decision attribute:

– 1 (healthy)
– 0 (failed)

They used a distance measure based on a valued closeness relation [7] to decide
which decision class an object belongs to in the case of no rules matching this object.

The decision rules generated from reducts selected by the expert, were applied to
the validation data sets, which were comprised of the previous three years data of the
same firms.
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Having into account the predictive accuracy, Rough Sets approach was found to be
better than the classical discriminant analysis. It also outperformed the C4.5 inductive
algorithm as far as the classification accuracy is concerned.

Rough Sets approach was also better than logit analysis in relation with this predic-
tion problem.

In another comparative study described by Szladow and Mills [8], Rough Sets
Model made 97% of correct predictions (failed firms having into account five finan-
cial ratios). By applying multi-variable discriminant analysis, the percentage was 96%.

Since Rough Sets Theory was first formulated (1982), different models based on
it have been proposed: DataLogic, Dominance relation, Rough Das and Profit, Hybrid
model (for a comparative study, see [10]).

Our study has been carried out by using a tool developed in the University of
Oviedo, that is based on Ziarko’s VPRS Model and allows for the extraction of dis-
crimination rules.

3 Statement of the Problem

Data provided to us by the banks that granted the credits were the starting point of our
work. We have taken into account the following common characteristics:

– Short term credit operations (deadline 1 year)
– Business operations involving each firm and bank under analysis, had a turnover

greater than 150,000 e
– All the firms under analysis, were anonymous or limited companies.

Once reached the corresponding deadline, firms were classified as:

– Solvent, if the nominal value as well as the interests of the credit have already been
paid

– Defaulter, in the opposite case.

4 Variables Taken into Account

Financial experts use up to 34 ratios to grant or to deny a credit. These ratios, in our
Rough Sets approach, are the condition variables that will allow us to classify a firm as
“solvent” or “defaulter” (decision categories). We only will mention how the ratios are
grouped:

– Liquidity (R1-R4)
– Indebtedness (R5-R12)
– Activity (R13,R14)
– Structure (R15-R19)
– Turnover (R20-R24)
– Resource generation (R25-R28)
– Profitability (R29-R34).
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5 Fundamentals of Rough Sets Theory

Rough Sets Theory has been proposed by Z. Pawlak [5]. A further “practical” version,
the Variable Precision Rough Sets Model (VPRS), has been proposed by W. Ziarko [9].

Tools based in this Theory allow us to infer rules from data contained in a decision
table.

We can to infer characterization and/or discrimination rules. A discrimination rule
contains in its antecedent pairs (attribute, value) from the condition set and in its conse-
quent the pair (attribute, value) from the decision, that is the description of the concept.

When dealing with Rough Sets, we consider that all the attributes are monovalued.
A monovalued attribute induces a partition in the universe of objects. Having this into
account, the attribute may be considered as the name of an equivalence relation and
the partition may be seen as the quotient set induced in the universe of objects. Any
combination of monovalued attributes also defines an equivalence relation (the indis-
cernibility relation). Let U be the universe of objects. Let C be the condition set and let
D be the decision attribute. The corresponding quotient sets, are the following:

U/C = {X1, X2, . . . , Xn}
U/D = {Y1, Y2, . . . , Ym} (1)

And the positive region of D:

POSC(D) =
⋃
{Xi ∈ U/C : ∃Yi ∈ U/D, Xi ⊆ Yi} (2)

The dependence degree of D from C, k, is calculated by dividing the number of ele-
ments of the positive region by the number of elements of U , and the corresponding
dependence is C ⇒ kD.

To obtain rules from dependencies the decision table may be binarized. Another
procedure, based on the deletion of superfluous values in the condition set, is described
in [5].

In this work, we have used a tool developed in the University of Oviedo, that is
based on the VPRS Model and allows for the extraction of discrimination rules.

6 Preprocessing Data: Discretization and Estimation of Reducts

6.1 Discretization

For each ratio, the following four intervals were defined:

1. Value <= mean − deviation
2. mean >= Value > mean − deviation
3. mean + deviation >= Value > mean
4. Value > mean + deviation.
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6.2 Estimation of Reducts

Once the table has been discretized, the following step is to simplify it by extracting
a reduct from the set of condition attributes (and deleting the columns labelled by the
remaining ones).

A reduct is a subset of the condition attributes preserving the classification power.
If at least a reduct exits, it usually means the existence of interdependencies in the
previous condition set.

Reducts provide for more simple and “readable” rules. We have obtained the fol-
lowing reduct:

{R2,R4,R10,R13,R20,R24,R33}. (3)

7 More About Discretization Process

When defining intervals for each ratio, we have calculated the mean having previously
deleted some examples (rows) to enforce the “skewness” and the asymmetry coefficient
in such a way that values range between -2 and +2, that is a necessary condition for the
distribution be normal.

A previous discretization was done having into account only a crosspoint defining
two intervals corresponding to “Solvent” and “Defaulter”. This was an excessive sim-
plification that hid the semantic of the problem.

Statistical discretization in four intervals was a noticeable improvement of the
process, especially with regard to the confidence of rules.

7.1 Discretization of R1: A Short Description of the Process

R1 is the solvency ratio and it is perhaps the more general one. In the following, we
will briefly show how the corresponding discretization was done.

Table 1. Statistical data of R1

Mean 1,231167685 Minimum 0,396232383
Characteristic error 0,056358901 Maximum 4,212148567
Median 1,086023543 Sum 162,5141344
Standard deviation 0,64751447 Count 132
Variance of the sample 0,419274989 Greatest (1) 4,212148567
Skewness 8,776575672 Smallest (1) 0,396232383
Asymmetry coefficient 2,676238479 Confidence level (95,0%) 0,111491284
Range 3,815916184

So, we obtained the following classes and the corresponding histogram (see figures
1 and 2).
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To enforce skewness and asymmetry coefficient in such a way the distribution of
the R1 was normal, we have deleted values greater than 2.3806954.

Deletions was 7, that represents only a 9.24% of the sample. All of the deleted
elements, were solvent firms. And these are the new statistical data and histogram:

Table 2. New statistical data of R1

Mean 1.105625283 Minimum 0.396232383
Characteristic error 0.031331007 Maximum 2.3806954
Median 1,054060519 Sum 138.2031603
Standard deviation 0.350291312 Count 125
Variance of the sample 0.122704003 Greatest 2.3806954
Skewness 0.972310681 Smallest 0.396232383
Asymmetry coefficient 0.726057661 Confidence level (95.0%) 0.062012797
Range 1.984463017
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8 Inferred Rules

We have obtained 37 rules, 16 corresponding to solvent firms and 21 to defaulter ones.
Probability ranges from 0.636364 to 1 for solvent firms and from 0.619048 to 1

for defaulter ones. The average probability is 0.801982. Some of the inferred rules are
shown in table 3.

It has been used a method to calculate a way of validation, called Stochastic Valida-
tion, that makes the cross validation with N = 10 for eleven times.

In the first validation it is used for generating rules the method of approaching of
the Rough Sets Theory. In each one of the ten left repetitions it is used the stochastic
approaches method for β values between 0.9 and 0.5 (0.9, 0.95, 0.8, . . . , 0.5) and α =
1− β.

This way of validation has been included to compare the results obtained with the
stochastic approaching using different values for β , with the result of the traditional
method.

For the 10 validations it is used the same random reorganization that the original
data sets.
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Table 3. Inferred rules

(R2, 4) → (SITUACION, 1) Probability: 0.807692 Specificity: 1 Strength: 21 TrMatch: 26
(R20, 4) → (SITUACION, 1) Probability: 0.722222 Specificity: 1 Strength: 13 TrMatch: 18
(R33, 3) → (SITUACION, 1) Probability: 0.687500 Specificity: 1 Strength: 22 TrMatch: 32
(R4, 1) → (SITUACION, 2) Probability: 1.000000 Specificity: 1 Strength: 8 TrMatch: 8
(R2, 1) → (SITUACION, 2) Probability: 0.880000 Specificity: 1 Strength: 22 TrMatch: 25
(R20, 1) → (SITUACION, 2) Probability: 0.700000 Specificity: 1 Strength: 14 TrMatch: 20
(R10, 3) → (SITUACION, 2) Probability: 0.619048 Specificity: 1 Strength: 26 TrMatch: 42

9 Conclusion

Our study has been done by analyzing real data. This provided us for the possibility of
checking our "predictions" with real results.

A research group from the Economics School of the University of Murcia (Spain),
had carried out an analogous study by using classical multidimensional analysis [1].

By comparing both studies, we may state that Rough Sets provide for simple and
good tools for predicting risk in this kind of financial operations.

These results confirm conclusions from Slowinski et al. [7] and from Szladow and
Mills [8].
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Abstract. This paper proposes a hybrid approach that predicts the
failure of firms based on the past business data, combining rough set ap-
proach and worst practice data envelopment analysis (DEA). The worst
practice DEA can identify worst performers (in quantitative financial
data) by placing them on the frontier while the rules developed by rough
set uses non-financial information to predict the characteristics of failed
firms. Both DEA and rough set are commonly used in practice. Both
have limitations. The hybrid model Rough DEA takes the best of both
models, by avoiding the pitfalls of each. For the experiment, the financial
data of 396 Taiwan firms during the period 2002-2003 were selected. The
results show that the hybrid approach is a promising alternative to the
conventional methods for failure prediction.

1 Introduction

Corporate bankruptcy always brings huge economic losses to investors and oth-
ers, together with a substantial social and economical cost to the nation. Nu-
merous researchers have studied bankruptcy prediction over the last decades. As
a result, various theories have evolved in an effort to explain or distinguish be-
tween firms that have failed. Altman [1] used multivariate discriminant analysis
to differentiate between failed and non-failed US firms. Following the study of
Altman, a large number of methods such as logit analysis, probit analysis and lin-
ear programming have been applied to model this problem. These conventional
statistical methods, however, have some restrictive assumptions such as the lin-
earity, normality and independence among predictor or input variables. Consid-
ering that the violation of these assumptions for independent variables frequently
occurs with financial data, these methods can have limitations to obtain the ef-
fectiveness and validity. Recently, a number of new techniques emerging to assist
the failure prediction, such as expert systems, neural networks, rough set the-
ory and genetic programming. A key advantage of these contemporary methods
over their traditional counterparts is that they do not require pre-specification

D. Śl ↪ezak et al. (Eds.): RSFDGrC 2005, LNAI 3642, pp. 503–510, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



504 J.-J. Shuai and H.-L. Li

of a function form, nor the adoption of restriction assumptions concerning the
distributions of model variables and errors. However, most classification systems
lack the ability to systematically conduct sensitivity analysis. Sensitivity analy-
sis in bankruptcy prediction problem has several decision support advantages.
This information, if available, provides substantial decision support advantages
for investors as well as managers. Recently, Troutt et al. [2] and Seiford and Zhu
[3] showed that the DEA model can be used for classification. Pendharkar [4]
showed how to use the sensitivity analysis procedure in DEA model to solve the
inverse classification on bankruptcy prediction. Cielen et al. [5] compared the
bankruptcy classification performance of a linear programming model, a DEA
model and a rule induction (C5.0) model. Paradi et al. [6] use a layered worst
practice DEA technique, where the sequential layers of poor performance are
found with decreasing risk rating. This layering technique enables incorporation
of risk attitudes and risk-based pricing. A limitation of these DEA studies is that
the difficulty to treat qualitative data, therefore all these studies use quantitative
financial data.

On the other hand, rough set theory has been applied to a wide variety
of financial decision analysis problems. A limitation of rough set is that the
continuous data used to derive the rough set rules, have been discretised with
the aid of a selected expert. Rough set analysis produces better results when
the attribute domains for continuous variables are finite sets of low cardinality.
Therefore it is necessary to recode continuous variables, such as financial ratios,
into qualitative terms such as ’low, medium, high’. Using sorting rules developed
by rough sets may lead to a burdensome situation where a new case does not
match any of the sorting or classification rules. In this paper we propose a hybrid
system combining rough set approach and DEA. Our system has two agents: one
is a visual display agent that helps users monitor the risk by placing the distressed
firms on layered frontiers based on how efficient they are at being bad. At the
prediction step, the mining agent apply the rules developed by rough set, and
help users make decision about the risk analysis. The effectiveness of our hybrid
approach was verified with experiments that compared to the worst DEA model.

In the following we briefly present the idea of rough DEA by introduce an
example. Suppose the following financial data is given for five firms (A, B, C, D
and E). Suppose there is one decision rule generated from previous year (if C1=1
and C2 =1 then D = failure.). In Fig.1 the worst practice DEA is illustrated
with two outputs and fixed inputs. The units A and B are on the frontier and
thus the companies have the highest liabilities (Y1) and receivable days (Y2).
When removing these frontier units and running the DEA model again, a second
layer of frontier units, C and D are identified. The companies on the first layer
are the companies with the highest risk and the companies on the second layer
are assumed to have a lower risk rating on DEA. However, the DEA model
contains only quantitative data; with the decision rule generated from rough set
we can identify that firm C also have high risk since the firm changed auditor
and financial manager recently. Information like this can be used to determine
which companies at risk and the risk level.
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Table 1. Rough DEA example

A B C D E Variables
X1: Profit 1 1 1 1 1 DEA input variable
Y1: Liabilities 2 8 3 5 2 DEA output variable
Y2:Receivable days 8 3 4 2 2 DEA output variable
C1:Auditor changed 1 1 1 0 0 Rough condition var.
C2:CFO changed 1 0 1 1 0 Rough condition var.
D :Failure Risk High High High Medium Low Rough decision var.

Fig. 1. The worst practice DEA and the layering technique

The remainder of this paper is organized as follows. Section 2 and 3 review the
rough set and DEA methodology. The details of the proposed hybrid approach
are presented in Section 4. It is followed by the empirical illustration in Section 5.
A summary and conclusions are then given in Section 6.

2 Rough Set

The concept of rough sets theory [7] is based on the assumption that every object
of the universe is associated with some information. Objects characterized by the
same information are indiscernible (similar) in view of their available informa-
tion. The rough sets theory provides a technique of reasoning from imprecise
data, discovering relationships in data and generating decision rules.

Slowinski and Zopounidis [8] first employed rough set approach for a sample
of 39 Greek firms. They used 12 financial ratios and compared rough set ap-
proach with statistical approach for business failure prediction. Dimitras et al.
[9] employed indiscernibility relationships for a sample of 80 Greek firms even
though variables were preference ordered. The comparison of predictive accuracy
with the discriminant analysis also showed that the rough sets approach was a
strong alternative. More recently, Beynon and Peel [10] employed the variable
precision rough sets model to predict between failed and non-failed UK com-
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panies. The results are com-pared to those generated by the classical logit and
multivariate discriminant analysis, together with non-parametric decision tree
methods.

3 Worst Practice DEA

The DEA [11] is a nonparametric approach that does not require any assump-
tions about the functional form of the production function. It is assumed that
there are Decision-Making Units (DMUs), with m inputs and p outputs, while
the efficiency evaluation model of DMU can be defined as following:

maxSk =
p∑

r=1

uryrk (1)

s. t.
p∑

r=1

uryrk −
m∑

i=1

vixik (2)

m∑
i=1

vixik = 1, k = 1, 2, ...., m (3)

ur ≥ ε ≥ 0, r = 1, 2, ..., p; vi ≥ ε ≥ 0, i = 1, 2, ..., m. (4)

Where, xik is the ith input value for kth DMU, yrk is the rth output value
for the kth DMU, ur and vi are the virtual multiplier of the output and input,
respectively, and is a very small positive value. Where Sk is the efficiency value
for kth DMU. DEA does not use common weight, as do multiple criteria decision
models. In DEA, the weights vary among the units: this variability is the essence
of DEA. The worst practice DEA uses the same model formulation, but instead
of picking out the good performers, the goal is to identify the bad performer.
This is achieved by select variables reflect poor utilization of resources as output.

4 The Structure of Rough Set DEA System

The proposed system solves failure prediction problem in a hierarchical frame-
work, as illustrated in Fig. 2.

4.1 Data Collection

In the analysis, we are considering data for the year prior to failure, that is the
2002 data for the companies that went bankrupt during 2003 and their control
group, 2003 data for the 2004 bankruptcies. For DEA analysis, 9 financial ratios
were selected because they proved to be efficient to predict bankruptcy in prior
research. For the rough set analysis, four variables (conditional attributes) were
collected for potential rule generation. Table 2 contains the variable definitions
and the corporate attributes they refer to.
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Input Data and        
decision rules

Quantitative data Qualitative data

Visual agent use DEA to 
display distress firms  

Rough set generate decision 
rules for classification 

Mining Agent generate rules for  
firms with different risks levels

Corporate  failure risk evaluation result

Fig. 2. The proposed rough set DEA system

Table 2. Definition of variables

Attribute Description Variables value DEA
Financial structure
C1 Liabilities/assets ratio (%) output

Solvency
C2 Current ratio (%) input
C3 Quick ratio (%) input

Management Quality
C4 Average accounts receivable collection days output
C5 Average inventory days output
C6 Fixed assets turnover (times) input
C7 Total assets turnover (times) input

Profitability
C8 Operating income to paid-in capital (%) input
C9 Return on shareholders’ equity (%) input

Non-financial Qualitative data for Rough set analysis
C10 1 if abnormal changed CEO in previous year
C11 1 if changed financial manager in previous year
C12 1 if auditor qualified audit report, 0 otherwise
C13 1 if changed auditor in previous year, 0 otherwise
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4.2 Visual Agent Use DEA to Display Distress Firms

By using a worst practice DEA model, financial ratios with a positive correla-
tion to a healthy firm are defined as input factors. The financial ratios with a
negative correlation are defined as output factors. The companies that make up
the frontier in this analysis are those with the lowest of those good inputs while
having the highest level of the bad outputs. This approach is an ideal fit for the
failure risk evaluation, where it is the worst companies that need to be clearly
identified. Using the layering technique, the firms on the frontier are removed,
after which the model is run a second time resulting a new set of frontier units
and so on. Thereby sequential layers of worst performance can be found which
have changing risk rating.

4.3 Rough Set Generate Decision Rules for Classification

The rough set is used to provide a set of rules able to discriminate between
healthy and failing firms in order to predict business failure. The four variables
(C10-C13) described in Table 2 relate to various non-financial corporate at-
tributes which have been found to be associated with corporate failure. The first
two variables (C10, C11) are binary in nature and relate to the management
quality and fraud detection since several Taiwanese firms declare bankruptcy
after the abnormal change of chief executive and/or financial officers. The fi-
nal two variables (C12, C13) are related to auditor characteristics. The first is
the auditor opinion signaling for going-concern problems. The second is whether
or not a company had changed its auditor the previous year. Previous stud-
ies have reported that failing firms are more likely to switch auditor, largely in
consequence of disputes between auditors and managers over disagreements in
respect of audit opinions/qualifications. In this study, data are analyzed using
Rough Set Data Explorer (ROSE) system [12].

4.4 Mining Agent Generate Rules for Firms with Different Risks
Levels

Using the layering technique enables a more flexible approach to classification
which can take into managerial judgment and risk attitude. The more risk aver-
sion the institution is, the more layers in the worst practice models should be
considered. The decision rules generated by rough set can identify potential risky
firms for each risk level as well as get the change curve with multi period com-
parison.

5 Experiments

A large number of firms which failed in Taiwan in the year 2003-2004 were col-
lected. We drew a state-based sample instead of a pure random sample. A pure
random selection would lead to a very small sample of failed companies and
inaccurate parameter estimation in the models. The resulting sample comprises
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Table 3. Out of sample bankruptcy and non-bankruptcy classification accuracies

Bankruptcy Classification Non-Bankruptcy Classification
Layer 1 Layer 2 Layer 3 Layer 1 Layer 2 Layer 3

(%) (%) (%) (%) (%) (%)
Worst DEA 38 54 82 80 85 100
Rough DEA 67 92 100 87 93 100

Table 4. Decision rules deducted from rough set

Rule
1 (CFO = same) & (opinion = unqualified) ⇒ (failure = no)
2 (CEO = same) & (auditor = unchanged) ⇒ (failure = no)
3 (CEO = same) & (CFO = changed) & (opinion = unqualified)

& (auditor = unchanged) ⇒ (failure = no)
4 (CFO = changed) & (opinion = qualified) ⇒ (failure = yes)
5 (opinion = qualified) & (auditor = changed) ⇒ (failure = yes)

396 annual reports broken down in two subsets running: 352 and failed: 44. The
best classification results are achieved when combining the rough set with the
worst practice DEA model. This gives an impressive 100% bankruptcy classifi-
cation accuracy as well as 100% non-bankrupt classification accuracy as shown
on Table 3. The decision rules generated by rough set for the first level worst
practice firms are shown in Table 4.

6 Conclusion

We used a hybrid rough DEA model instead of the traditional methods. This
gives the user the opportunity to view and evaluate the potential failure risk
of firms. Inclusion of non-financial characteristics in the financial prediction has
already been recommended in several other studies in order to improve the va-
lidity of the decision rules model. The rough DEA approach adapts very easily
to this need since it accepts both qualitative and quantitative attributes. Exper-
imental results demonstrated the applicability and effectiveness of the proposed
approach.

References

1. Altman, E.I.: Financial ratios, discriminant analysis and the prediction of corporate
bank-ruptcy. Journal of Finance 4 (1968) 589–609

2. Troutt, M.D., Rai, A., Zhang, A.: The potential use of DEA for credit applicant
acceptance systems. Computers and Operations Research, 23 (1996) 405–408

3. Seiford, L.M., Zhu, J.: An acceptance system decision rule with data envelopment
analysis. Computers and Operations Research, 25 (1998) 329–332



510 J.-J. Shuai and H.-L. Li

4. Pendharkar, P.C.: A potential use of data envelopment analysis for the inverse
classifica-tion problem. Omega (2002) 243–248

5. Cielen, A., Peeters, L., Vanhoof, K. : Bankruptcy prediction using a data envelop-
ment analysis. European Journal of Operational Research, 154 (2004) 526–532

6. Paradi, J.C., Asmild, M., Simak, P.C. : Using DEA and worst practice DEA in
credit risk evaluation. Journal of Productivity Analysis. 21 (2004) 153–165

7. Pawlak, Z.: Rough sets. International Journal of Computer and Information Sci-
ences 11 (1982) 341–356

8. Slowinski, R., Zopounidis, C. : Business failure prediction using rough sets. Inter-
national Journal of Intelligent Systems in Accounting, Finance and Management
4 (1995) 27–41

9. Dimitras, A.I., Slowinski, R., Susmaga, R., Zopounidis, C.: Business failure pre-
diction using rough sets. European Journal of Operational Research, 114 (1999)
263–280

10. Beynon, M.J., Peel, M.J. : Variable precision rough set theory and data discre-
tisation: an application to corporate failure prediction, Omega: (2001) 561–576

11. Charnes, A., Cooper, W.W., Rhodes, E. : Measuring the efficiency of decision
making units. European Journal of Operational Research 30 (1984) 1078–1092

12. Predki, B., Slowinski. R., Stefanowski. J., Susmaga. R., Wilk. S.Z. : ROSE - soft-
ware implementation of the rough set theory. In: Polkowski L, Skowron A. (eds.):
Rough sets and Current Trends in Computing, Lecture Notes in Artificial Intelli-
gence, Berlin Heidelberg New York, Springer-Verlag, (1998) 605–608



Intrusion Detection System
Based on Multi-class SVM

Hansung Lee, Jiyoung Song, and Daihee Park

Dept. of computer & Information Science, Korea Univ., Korea
{mohan, songjy, dhpark}@korea.ac.kr

Abstract. In this paper, we propose a new intrusion detection system:
MMIDS (Multi-step Multi-class Intrusion Detection System), which al-
leviates some drawbacks associated with misuse detection and anom-
aly detection. The MMIDS consists of a hierarchical structure of one-
class SVM, novel multi-class SVM, and incremental clustering algorithm:
Fuzzy-ART. It is able to detect novel attacks, to give detail informations
of attack types, to provide economic system maintenance, and to provide
incremental update and extension with a system.

1 Introduction

Recently threat elements and criminal behaviors against computer and infor-
mation resources on networks appears to increase and communize rapidly to
the extent harming on household computers. Threat elements against computer
resources are expanded to a variety of types of attack ranging from simple intru-
sion by use of scripts to misuse of computers by use of malware equipped with
multiple functions, and the scale of damage also increases rapidly [1]. Hence, it
is necessary to develop more effective intrusion detection algorithms in order to
detect malicious behaviors and intrusions being expanded to a variety of range.

Intrusion detection is the art of detecting unauthorized, inappropriate, or
anomalous activity on computer systems. There are two major paradigms for
intrusion detection methods according to general strategy for detection: misuse
detection and anomaly detection. The misuse detection model establishes a rule
base by way of a detail analysis on the attack type, and performs the detection
on the basis of it. This model has an intrinsic disadvantage that the rule base
should be manually updated for new types of attack in order to deal with them.
The anomaly detection model detects attacks by determining data deviated at
a great extent from the profile including normal behavior as abnormal behavior.
This model is useful to detect new types of attack, but has an unavoidable limit
that it can not take a proper action against the intrusion because it lacks detail
information about the detected type of attack [2].

According an investigation on latest research literatures, there are many on-
going attempts to apply data mining and machine learning techniques to the
intrusion detection systems in order to design more intelligent intrusion detec-
tion model. Recently, the support vector learning method, featuring superior
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performance at some issues such as pattern classification and function approxi-
mation, has grown up as a viable tool in the area of intrusion detection systems.
The intrusion detection model based on SVM (support vector machine) is mainly
classified into three types. The first type [3] divides data into normal data and
attack data using characteristics of the binary classifier SVM, and the second
type [4] implements an anomaly detection model using one-class SVM. All of
both methods described above, however, can not offer additional information
about detected type of attack, only but distinguish normal data and abnormal
data. Finally, the third type [5] establishes multi-class SVM at the form of com-
bining many binary classifiers, namely, SVMs and divides data into normal data
and four types of attack data. Since this type has many problems including that
system performance of which is completely dependent on the quality of training
data and training time of which take a long time, it can not be used as prac-
tical intelligent intrusion detection system although it is more advanced one in
comparison with other two methods.

In this paper, we propose a novel intrusion detection model, which keeps
advantages of existing misuse detection model and anomaly detection model
and resolves their problems. This new intrusion detection system, named to
MMIDS (Multi-step Multi-class Intrusion Detection System), was designed to
satisfy all the following requirements by combining one-class SVM, proposed
novel multi-class SVM and Fuzzy-ART that is a incremental clustering algo-
rithm, hierarchically: 1)Fast detection of new types of attack unknown to the
system; 2) Provision of detail information about the detected types of attack;
3) cost-effective maintenance due to fast and efficient learning and update; 4)
incrementality and scalability of system.

The organization of this paper is as follows. Section 2 explains the new-
proposed multi-class SVM, and Section 3 describes the proposed intrusion de-
tection model: MMIDS. The experimental results are given in Section 4, and
conclusions are made in Section 5.

2 Multi-class SVM Based on One-Class SVM

Recently, the support vector learning method has grown up as a viable tool in
the area of intelligent systems. It shows an excellent performance at the pat-
tern classification and function approximation by ensuring global optimum for a
given problems. However, it is difficult to apply SVM at real world applications,
most of which are as to the multi-class classification, because it has a struc-
tural limit of the binary classifier. How to effectively extend it for multi-class
classification is still an ongoing research issue. Currently, there are three major
types of approaches for multi-class SVM: one-against-all, one-against-one, and
DAGSVM [6].

As for the intrusion detection, the volume of data necessary for the training
varies depending on each type of attack. Hence, the training result for a type of
attack may be affected by other types of attack data owing to the unbalanced
size of training data. In addition, it can not be said that current training data
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represents for the whole class, because new types of attack, included in one attack
class, are increasingly emerged. So, the binary classifier SVM may be subject to
misclassification for novel attack data by creating decision boundary including
unobserved area. It is preferable, therefore, to select the decision boundary using
one-class SVM [8] that expresses only the corresponding class independently. In
this paper, we propose a multi-class SVM that can classify various types of attack
on the basis of one-class SVM.

Given K-data set of Nk patterns in d-dimensional input space, Dk = {xk
i ∈

Rd|i = 1, . . . ,Nk}; k = 1, . . . , K, multi-class SVM to classify each class is defined
as a problem to obtain a sphere that minimizes the volume with it including the
training data, and it is formalized through the following optimization problem.

min L0(R2
k, ak, ξk) = R2

k + C

Nk∑
i=1

ξk
i (1)

s.t. ‖xk
i − ak‖2 ≤ R2

k + ξk
i , ξk

i ≥ 0, ∀i.

Where, ak is the center of the sphere that expresses k-th class, R2
k is the square

value of sphere radius, ξk
i is the penalty term that shows how far i-th training

data xk
i pertained to k-th class is deviated from the sphere, and C is the trade-off

constant.
By introducing a Lagranger multiplier for each inequality condition, we ob-

tain the following Lagrange function:

L(R2
k, ak, ξk, αk, ηk) = R2

k + C

Nk∑
i=1

ξk
i (2)

+
Nk∑
i=1

αk
i

[
(xk

i − ak)T (xk
i − ak)−R2

k − ξk
i

]
−

Nk∑
i=1

ηk
i ξ

k
i

where αk
i ≥ 0, ηk

i ≥ 0, ∀i.
From the saddle point condition, the equation (2) has to be minimized with

respect to R2
k, ak and ξk

i and maximized with respect to αk and ηk [7,8]. The
optimal solution of (1) should satisfy the following:

∂L

∂R2
k

= 0 :
∑
i=1

Nkak
i = 1. (3)

∂L

∂ξk
i

= 0 : C − αk
i − ηk

i = 0 ∴ αk
i ∈ [0,C], ∀i.

∂L

∂ak
= 0 : ak =

∑
i=1

Nkαk
i xk

i .
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With substitution of the above into Lagrange function L, we obtain the fol-
lowing dual problem:

minαk

Nk∑
i=1

Nk∑
j=1

αk
i αk

j < xk
i , xk

j > −
Nk∑
i=1

αk
i < xk

i , xk
i > (4)

s.t.

Nk∑
i=1

αk
i = 1, αk

i ∈ [0,C], ∀i.

Since, each class can express more complex own decision boundary in re-
spective feature space F [7,8], training of the system is done with solving the
following QP problem by considering independency of the feature space to which
each class is mapped.

minαk

Nk∑
i=1

Nk∑
j=1

αk
i αk

j Kk(xk
i , xk

j )−
Nk∑
i=1

αk
i Kk(xk

i , xk
i ) (5)

s.t.

Nk∑
i=1

αk
i = 1, αk

i ∈ [0,C], ∀i.

When the gaussian function is chosen for the kernel, we always have
K(x, x) = 1 for each x ∈ Rd. Thus, the above problem can be further sim-
plified as follows:

minαk

Nk∑
i=1

Nk∑
j=1

αk
i αk

j Kk(xk
i , xk

j ) (6)

s.t.

Nk∑
i=1

αk
i = 1, αk

i ∈ [0,C], ∀i.

Note that in this case, the decision function of each class can be summarized
as follows

fk(x) = R2
k −

(
1− 2

Nk∑
i=1

αk
i Kk(xk

i , x) +
Nk∑
i=1

Nk∑
j=1

αk
i αk

j Kk(xk
i , xk

j )
) ≥ 0 (7)

Since the output fk(x) of one-class SVM that is defined on different feature
space means absolute distance between corresponding data and decision bound-
ary in each feature space, it is not recommended to determine pertained class by
comparing absolute distances on different feature spaces. Accordingly, we calcu-
late the relative distance f̂k(x) = fk(x)/Rk by dividing the absolute distance
fk(x) on the feature by the radius Rk of the sphere that is defined on the feature
space, and decide the class having maximum relative distance as one to which
the input data x is pertained.

Class of x ≡ arg maxk=1,...,kf̂k(x) (8)

where f̂k(x) = fk(x)/Rk
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Remark: To show its effectiveness, we compare the proposed method with
other methods with respect to complexity analysis. Let’s assume k classes and
n training data per class in order to compare the multi-class SVM that we
propose and conventional methodologies. For one-against-all, total number of
data for the training is nk2 because the number of SVMs to be trained is k and
each SVM has to train data amounting to nk. For one-against-one and DAG,
the number of SVMs to be trained is k(k − 1)/2 and 2n data contributes to
the training of each SVM. Total number of data to be trained is, therefore,
nk2 − nk. For the proposed method, with total number of data involved in the
training being nk because k SVMs are trained and n data per SVM is involved,
the proposed algorithm delivers a faster training speed. If one new class is added
into the multi-class SVM that has already been trained, k + 1 SVMs should be
trained newly for one-against-all and k SVMs should be trained again for one-
against-one, respectively. In the case of DAG, not only k SVMs should be trained
again but also additional cost for reconstructing the graph is required. Whereas,
the proposed algorithm is very cost-effective in terms of system reconstruction
because it trains only added SVM. The Complexity Analysis of conventional
Multi-Class SVMs and proposed method are summarized in Table 1.

Table 1. Complexity Analysis of Multi-Class SVMs

The number of The number of The number of The number of
training SVMs training data training SVMs test SVMs

per SVM when a class
is added

one-against-all k nk k + 1 k

one-against-one k(k − 1)/2 2n k k(k − 1)/2
DAG k(k − 1)/2 2n k + DAG k

Proposed Method k n 1 k

3 MMIDS (Multi-step Multi-class Intrusion Detection
System)

In this section, we propose a new intrusion detection model, which keeps advan-
tages of existing misuse detection model and anomaly detection model as they
are and resolves their problems. The new intrusion detection system, named to
MMIDS, is designed to satisfy all the following requirements: 1) Fast detection
of new types of attack unknown to the system; 2) Provision of detail information
about the detected types of attack; 3) cost-effective maintenance due to fast and
efficient learning and update; 4) incrementality and scalability of system.

As shown in Figure 1, MMIDS consists of three main components; one-class
SVM that distiguishes normal data and attack data; multi-class SVM classifies
the attack data into one of DOS (denial of service), R2L (remote to local), U2R
(user to root) and Probing attacks; Fuzzy-ART that carries out detail clustering
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Fig. 1. The Architecture of MMIDS

for each type of attack. There are three phases in the procedure of intrusion
detection for the test data. We take a look at them closely here.

Phase 1: One-class SVM that has been trained by normal data classifies normal
data and attack data at the first stage. The training process requires only normal
data without need to prepare attack data, ensuring a faster training speed. The
one-class SVM, as an anomaly detection model, detects novel attack without
additional process for normal data on the system operation. When attack data
is detected, it generates first alarm to the intrusion response system and steps
into the phase 2.

Phase 2: The multi-class SVM classifies the attack data detected at phase 1
into one of DOS, U2R, R2L and Probing, and provides the intrusion response
system with additional information about the type of attack. For the update of
the novel attack data to the system, only classifier of the corresponding class
rather than whole system is retrained. It allows the maintenance cost on the
on-site system operation to be reduced.

Phase 3: If more detail information about incoming attack is required, Fuzzy-
ART performes clustering for each type of attack. Detail data for each attack is
not much enough to train classifiers such as SVM, and it is difficult to predict its
type as well. Thus it is recommended to carry out classification by attack using
the unsupervised learning, namely, clustering.
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4 Experimental Results

To evaluate the effectiveness of the intrusion detection system, MMIDS, KDD
CUP 1999 data [10] were used for the experiments. In order to make accu-
rate analysis on the experiment result, we used only Corrected-labeled data set
among KDD CUP 99 data which was collected through the simulation on the
U.S. military network by 1998 DARPA Intrusion Detection Evaluation Program,
aiming at obtaining the benchmark data set in the field of intrusion detection.
The used data amounting to 311,029 consists of 9 symbolic attributes and 32
numeric attributes. The data is mainly divided into four types of attack: DOS,
R2L, U2R and probing, and subsidiary types of attack by main attack amounts
to 37 including 6 Probing attacks such as ipsweep and saint.

4.1 Comparison with Other Intrusion Detection Algorithms

Because many research results of intrusion detection have been reported recently,
we compare our performance with other Intrusion Detection Algorithms. Table
2 shows classification capability of each research for normal data and 4 types
of attack. The multi-class classifier proposed in this paper has superior classi-
fication capability to conventional researches as a whole, as shown in Table 2.
It should be observed that all research results show considerable inferior per-
formance only at the classification capability as to R2L and U2R. As shown in
Table 2, our method can provide superior performance in separating these two
patterns. In particular in the comparison between this experiment and Amb-
wani [5] that used one-against-one multi-class SVM targeting at same data as
ours, the experiment results of this methodology shows much enhanced perfor-
mance. It can be explained as follows;

Note that R2L and U2R are host-based attacks which exploit vulnerabilities
of operating systems, not of network protocol. Therefore, these are very similar to
the“normal”data in the KDD CUP 99 data collected from network packets. And
depending on type of attack, the size of data available for the training is quite
different. The size of U2R or R2L attack data, for example, is smaller than that
of other types of attack. Hence at the conventional multi-class SVM that trains
decision boundary for each class after mapping all classes into the same feature
space, the class, size of which is relatively larger, may deliver more impact on the
training result than others. It can be said, therefore, that the strategy of multi-
class SVM employed in this paper, that is to enhance classification performance

Table 2. Comparison with Other Intrusion Detection Algorithms

Bernhard W. Lee Y. Liu Kayacik Ambwani MMIDS
[10] [11] [12] [13] [5]

Normal 99.5% - - 95.4% 99.6% 96.74%

DOS 97.1% 79.9% 56% 95.1% 96.8% 98.24%

R2L 8.4% 60.0% 78% 9.9% 5.3% 35.00%

U2R 13.2% 75.0% 66% 10.0% 4.2% 85.23%

Probing 83.3% 97.0% 44% 64.3% 75.0% 98.27%
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for own-class and minimizes the effect from unbalanced size of training data (see
Eq. 6), is turned out to be very efficient.

4.2 Clustering of Attack Data

In addition, we performed the clustering for each of 4 types of attack using Fuzzy-
ART in order to verify detailed separation capability corresponding to phase 3
of MMIDS. Table 3 shows the results from the Probing attack. According to
the experimental results of Table 3, detailed separation capability of MMIDS is
relatively good.

Table 3. Experimental Results of Probing Attack

Attacks Detection Ratio Attacks Detection Ratio
ipsweep 95.0% satan 91.7%
saint 17.2% mscan 88.2%

portsweep 96.0% nmap 20.0%

5 Conclusions

In this paper, we proposed a new intrusion detection model so that it keeps
advantages of existing misuse detection model and anomaly detection model
and resolves their problems. This novel intrusion detection system, named to
MMIDS, was designed to satisfy all the following requirements by combining one-
class SVM, proposed multi-class SVM and Fuzzy-ART that is an incremental
clustering algorithm, hierarchically: 1) Fast detection of new types of attack
unknown to the system; 2) Provision of detail information about the detected
types of attack; 3)cost-effective maintenance due to fast and efficient learning
and update; 4) incrementality and scalability of system.

Comprehensive researches that consider organic relationship between two sys-
tems: IDS and response system, including the method of utilizing detail infor-
mation about attacks detected by the intrusion detection system for establishing
policy of intrusion detection system, may be required for future works.
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Abstract. Information can be leaked, changed, damaged and illegally
used regardless of the intension of the information owner. Intrusion De-
tection Systems and Firewalls are used to protect the illegal accesses in
the network. But these are the passive protection method, not the ac-
tive protection method. They only react based on the predefined pro-
tection rules or only report to the administrator. In this paper, we
develop the intrusion detection and protection system using Netfilter
framework. The system makes the administrator’s management easy and
simple. Furthermore, it offers active protection mechanism against the
intrusions.

1 Introduction

Rapid growth of network and Internet market comes along with the positive as-
pects in the perspective business area based on the information communications,
but with the negative aspects in the harmful intrusion into the network systems.
The information can be leaked, changed, damaged and illegally used regardless
of the intension of the information owner [1].

The Security Systems have been developed to prevent these harmful hazards,
but it is not sufficient to solve the problems. Monitoring the information systems,
the Intrusion Detection System (IDS) analyzes and detects the trials of attacks
on real time. However, it is hard for IDS to do the session-based detection which
uses multiple packets [2]. Network IDS can detect the real-time packets coming
from the outer world, but it is also problematic that the network IDS is lack of
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the blocking the attacks. Because the IDS can detect the packets on the network,
but can’t block the attacks, almost packets may go to the destined victims and
be successful to penetrate the systems. Further, the intrusion detection systems
and firewalls which are used to protect the illegal accesses in the network are the
passive protection method, not the active protection method. They only react
based on the predefined protection rules or only report to the administrator [3].

To compensate for the IDS and firewalls’ limitations with speeding up the
prompt reactions to the attacks, and to supply the administrators with conve-
nient management environments, we developed a real-time packet-blocking sys-
tem using Netfilter framework. Our intrusion detection and protection system
can block the incoming packets as soon as the attacks are detected without the
intervention of the administrator. The proposed system makes the administra-
tor’s management easy and simple. Furthermore, it can make a rapid response
actively on the intrusions. The structure of this paper is as follows: in section 2,
we analyzed the existing Intrusion Detection System and Intrusion Protection
System. In section 3, we explained the system design and described the princi-
pals of the system processes. Finally, we will give a conclusion of the work in
section 4.

2 Related Works

This section describes an overview of the existing techniques which are necessary
for the development of intrusion detection and protection system.

2.1 Intrusion Detection System (IDS)

Intrusion is an action to attack the integrity, confidentiality and availability of the
system resources. IDS is to detect the unprivileged access and keep the system
from the illegal access effectively. It monitors, analyzes, detects and responds to
the intrusions to the information systems [4].

Limitations of IDS: Some limitations may take place because of a design
oriented only to detection. Misdetection and failure-of-detection can occur. As
the attack-trails increased, it became difficult for network IDS or host IDS to
detect the attacks with a limited capability [5].

Further, the IDS cannot prevent the attacks in real-time. The reason is that
it can detect the suspicious packets, but not prevent those packets. Almost sus-
picious packets may come to the victim system before the system blocks them.
Many systems tried to compensate for those limitations. But misdetection, a
bulky log and real-time prevention problems have not been solved easily.

2.2 Intrusion Protection System (IPS)

This type of system (also called firewall) is a device which controls the internal
networks and external networks to prevent the illegal access or hackers’ attack
[6]. It establishes the gate between two networks and then controls that commu-
nication route. By locating the IPS at the bottleneck point of the bidirectional
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traffics, the internal networks can be protected from the exposure of system’s
weak points to the outer world. When we install the router or application gate-
way having the firewall function on the boundary of the internal network and
outer Internet, all the data communications can go only through these devices.

Limitations of IPS: The principle of firewall is to block the packets coming
from the outer network based on the predefined rules. IPS has passive charac-
teristics such that is can prevent only the predefined rules and filter some kinds
of packets [7]. So the firewall has following limitations:

– It should open some inevitable service ports.
– It has deficiency of active prevention.
– It can prevent restrictively the known attack types.
– It can not detect the attacks started from the inner site.
– It does not have a capability of attack-reports.

2.3 Netfilter

Netfilter is a framework for packet mangling. It resides at the outside of the
standardized Berkeley socket interface, in the Linux kernel internals. It provides
the extensible NAT and packet filtering functions [8].

In the packet filtering function, the packet header is inspected first and the
reaction is decided whether the packet will be dropped, accepted, or treated for
the other purposes. The kernel has an initial filter table having the fundamental
three chains: INPUT, OUTPUT and FORWARD.

The Process of Packet Filtering: Netfilter inspects the packet header and
decide the next action to the packet. The packet can be denied (DROP), accepted
(ACCEPT), or may be treated according to the other purposes.

– ACCEPT: proceed the packet
– DROP: deny the packet
– STOLEN: steal the packet. That is, the packet is not forwarded.
– QUEUE: send a packet to the queue.

Kernel has three fundamental chains in ’filter’ table: INPUT, OUTPUT and
FORWARD chain. In figure 1, three circles show three fundamental chains. When
a packet comes to a chain, its next action is decided on that chain. If a chain
decides to ’DROP’, then that packet is deleted on that spot. Or if a chain decides
to ’ACCEPT’, then that packet is transferred to the next step. In a chain, more
than one rule(s) can be assigned. Each rule specifies the condition that the pack-
ets should meet. And it also describes the (target) actions when the condition
is satisfied. If a packet does not meet one rule’s condition, then it references the
next rule. If the rule is the last one, then the filtering process decides the next
step of the packet based on the packet’s default policy. Basically, the existing
rule should not be eliminated.
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Incoming packets to the filtering system pass through the ’INPUT’ chain,
and out-going packets from the system pass through the ’OUTPUT’ chain. The
packets flowing in one inner network pass through ’FORWARD’ chain.

If the command to insert the rules to the chain is executed, then the new
rules are appended at the bottommost of the chain.

 

Fig. 1. Basic Three Chains

iptables: ’iptables’ is a user tool to insert and/or delete the filtering rules
into/from the Packet Filtering Table in the kernel [9]. ’iptables’ is not a packet
filtering tool itself. It is just a command tool of the Netfilter imported in the
kernel, and we should use this tool to make rules to reflect current intrusion as-
pects. The commands used for the operation of iptables are shown in table 1 [10].
The system accepts or prevents packets with these iptables commands. When it
configures the iptables for the web-server (port range: 1 65535), it sets a port of
21 to be open for ftp, 22 for ssh, 23 for telnet, 80 for http and 111 for portmap
(NFS) as following.

– iptables -A INPUT -p tcp –dport 21 -j ACCEPT
– iptables -A INPUT -p tcp –dport 22 -j ACCEPT
– iptables -A INPUT -p tcp –dport 23 -j ACCEPT
– iptables -A INPUT -p tcp –dport 80 -j ACCEPT
– iptables -A INPUT -p tcp –sport 111 -j ACCEPT

The results of these commands are shown in figure 2.
To block all the packets from specific IP address, for example, 203.247.42.156,

the following command is used, and the result is shown in figure 3.
iptables -A INPUT -s 203.247.156 -j DROP
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Table 1. iptables commands

Command Description
N Create new chain
X Delete an empty chain
P Change the basic principle of already existing chains
L List the rule items
F Eliminate all the rules in chain
A Decide if the rules of chain will be applied or not when

it choose the result as one of INPUT, OUTPUT, FOR-
WAND

I Apply the newly inserted rule earlier than other existing
rules

R Relocate the existing rule to another position
D Delete a rule
s Specify a source IP address
d Specify a destination IP address
p Specify one protocol among TCP, UDP, and ICMP pro-

tocols
i Specify input interface
o Specify output interface
j Decide how manages the packet. Generally, the choices is

one of ACCEPT (an option to accept a packet option),
DENY (an option to bounce a packet without accepting
a packet), and DROP (an option to discard a packet)

 

Fig. 2. Configuration of Web-Server iptables
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Fig. 3. Configuration to prevent packets from a specific IP address

3 The Development of Intrusion Detection and
Protection System

3.1 Algorithm Design

The intrusion detection and protection system consists of three modules in a
large abstract view. One is the Analysis Module for Input Packet module.

This module collects and filters the input packets. Another is the Detection
Module for Intrusion Packet module. This module classifies the input packets
and analyzes if it is suspicious or not. And the other is the Management Module
for Intrusion Protection module. This module operates a management process
by setting the rules for intrusion protection and recording the log. The overall
algorithm design is shown in figure 4.

 

Fig. 4. The Algorithm Design



526 M.W. Kil et al.

3.2 System Module Design

Figure 5 shows an overall block diagram of system modules and figure 6 is a
detailed system configuration. The proposed intrusion detection and protection
system is located between the internal network and external networks. Packets
coming from the external networks are classified and analyzed according to the
protocols in the Analysis Module for Input Packet module. The Detection Mod-
ule for Intrusion Packet module detects the existence of intrusions by comparing
the decomposed packets with the Rule DB. If this module detects some suspi-
cious packet, then it sends an ”Information of Protection Establishment” to the
Management Module for Intrusion Protection module. The Management Module
for Intrusion Protection module sets the rules for intrusion protection based on
the configuration information passed from the Detection Module for Intrusion
Packet module and records the log to the corresponding packet. The Information
of Protection Establishment informs if the intrusion should be blocked or not, if
the log should be recorded in the warning message, and how the level of reaction
should be decided.

The detailed descriptions of each module are following in the subsections.

Analysis Module for Input Packet: This module decomposes the packet into
each layer’s header and analyzes the packets according to the network interface
layer, internet layer, transport layer and application layer. The related functions
are Analyze Ethernet packet(), Analyze IP Packet(), Analyze TCP Packet(),
Analyze UDP Packet(), and Analyze ICMP Packet().

– Analyze Ethernet Packet(): Cast the type of input packet to the Ethernet
structure. Store the hardware address and upper layer protocol identification.

– Analyze IP Packet(): Cast the type of input packet to the IP structure. Store
the IP header contents. Analyze the packets based on the one of upper layer
protocols: TCP, UDP and ICMP.

 

Fig. 5. Block Diagram of the System Modules
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Fig. 6. A Detailed System Configuration

– Analyze TCP Packet(): Analyze the TCP Packet Header
– Analyze UDP Packet(): Analyze the UDP Packet Header
– Analyze ICMP Packet(): Analyze the ICMP Packet Header

Detection Module for Intrusion Packet: The Detection Module for Intru-
sion Packet module detects the existence of intrusions by comparing the de-
composed packets with the Rule DB. If this module detects some suspicious
packet, then it sends an Information of Protection Establishment to the Man-
agement Module for Intrusion Protection module. The related functions are
Parse Rule DB() and Check Rule().
– Parse Rule DB(): Read the rules line by line from the Rule DB and store

the type of attack information into the inner structure.
– Check Rule(): Detect the attacks by comparing the header information of

the input packet with the type of attack information.
Management Module for Intrusion Protection: The Management Module
for Intrusion Protection module sets the rules for intrusion protection based on
the Information of Protection Establishment passed from the Detection Module
for Intrusion Packet module and records the log to the corresponding packet.
The Decision for Intrusion Protection module decides if the intrusion should be
blocked instantly or not, if the log should be recorded in the form of warning
message, and how the level of reaction should be activated. And the level infor-
mation how seriously the system will react against the attacks is also decided.
This module uses a libiptc library to interact with a Netfilter framework. libiptc
is a library to set the packet filtering function in the Netfilter framework. The
related functions in this module are Set-Intrusion Detection() and log().
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Fig. 7. A reaction code for intrusions

– Set Intrusion Detection(): protect the attacks according to the Information
of protection Establishment. libiptc is used in this function. The Information
of Protection Establishment includes the source IP address and port number.

– Log(): record logs for the packets classified and analyzed by an upper layer
protocol. And the Information of Protection Establishment is also recorded
as a log.

According to the information from the Information of Protection Establish-
ment, the Decision for Intrusion Protection module updates intrusion status
information and creates rule for intrusion protection. This rule is inserted into
Packet Filtering Table to activate protection process. Figure 7 is a part of reac-
tion code for intrusions. It creates new protection rule for the Packet Filtering
Table automatically.

4 Conclusions

In this paper, we develop the intrusion detection and protection system which
uses Netfilter to improve the stability and safety in network environment. This
system performs the detection and protection functions simultaneously based
on the Rule DB. When the intrusion detection module detects some possibility
of new attacks, it records some rules, and the protection module uses those
rules on real-time without administrator’s intervention. This means that the
system becomes to have active protection mechanism and real-time protection
functionality by virtue of prompt and automatic updates for the protection rules.

The proposed system will be the basis for the secure, stable and reliable
services. It will also improve the packet processing capability, and makes the
administration easy and simple.

The proposed system runs at the application level. So the speed and perfor-
mance of the collecting and analyzing the packets may be worse than that of the
kernel-mode systems. So porting the intrusion detection and protection system
into the kernel level is required as a further work.
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Abstract. This study develops a group decision-making model based on
Variable Precision Rough Set, which can be used to adjust classification
error in decision tables consisting of risk-evading level (REL) of soft-
ware project bidding. In order to reflect experts’ ability, impartiality and
carefulness roundly during the course of group decision-making, a weight
is endowed with each expert. Integrated risk-evading level (IREL) of
projects and risk indices are computed. Then, risk-evading measures, the
rank of risk-evading strength and risk-evading methodology are
discussed.

1 Introduction

Risk evasion, including risk identification, risk assessment, risk analysis, risk re-
duction and risk monitoring, is an approach to prevent and remove the risk in
software project bidding, and its purpose is to achieve the success of the bid-
ding. Based on the experts’ experience, subjective judgement and sensibility, risk
evasion is a complex, unstructured or semi-structured decision-making process.
Risk-evading level (REL) of software project bidding is the experts’ evaluation
on risk-evading strength project and indices needed. Because of evaluating error,
practical risk-evading strength is always different from that which the projects
really need: If bidders’ risk-evading strength is too high, they will refuse to bid
for software projects with lower risk than their evaluation, or it will cost more to
develop and implement the software projects. On the other hand, if their risk-
evading strength is too lower, bidders will erroneously accept software projects
with higher risk than expected, which causes the failure of projects without
precaution. In the same way, improper risk-evading measures also result in the
bidding failing. In this study, successful bidding refers to not only achieving the
contract but also the profitable development and implementation of software
projects. As a matter of fact, risk evasion is a prerequisite of successful bidding,
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which needs proper risk-evading measures and strength. Therefore, a group de-
cision pattern is adopted to gain comprehensive and precise decisions, since this
makes the best use of experts’ knowledge and experience.

With the development of communication, computation and decision support
in information technology, related demand accelerates the study in the field of
group decision support system, and facilitates expert groups with different knowl-
edge structures and experience to work together in the process of unstructured
and semi-structured decision-making problems [1,2]. Integrated risk-evading level
(IREL) is the aggregation of all expert’s evaluation of REL. As a rule, IREL of
risk indices decides the strength of corresponding risk-evading measures. The
IREL of a project decides the risk-evading strength of the project.

Under a group decision pattern, experts score the REL that software projects
and the indices need, based on which decision tables are established. This paper
makes use of VPRS [3,4] as a data mining tool to process the data in deci-
sion tables, remove noise in the data by setting an approximate precision factor
β(0.5 < β ≤ 1), and endows each expert with a weight. Then, REL of experts is
aggregated into IREL. Relationship among IREL, risk-evading measures, risk-
evading strength and risk-evading methodology are discussed.

2 Group Decision-Making Model

Suppose C, D ⊆ A are the condition attribute set and the decision attribute set
respectively, and A is a finite set of attributes, U is the object set. Then with
Z ⊆ U and P ⊆ C,Z is partitioned into three regions:

POSβ
P (Z) =

⋃
Pr(Z|Xi)≥β{Xi ∈ E(P )}

NEGβ
P (Z) =

⋃
Pr(Z|Xi)≤1−β{Xi ∈ E(P )} (1)

BNDβ
P (Z) =

⋃
1−β<Pr(Z|Xi)<β{Xi ∈ E(P )}

where E(·) denotes a set of equivalence classes, i.e. the condition classes based
on P . The significance of P to D, also the quality of classification, is defined as

γβ(P, D) =
card(POSβ

P (Z))
card(U)

(2)

where Z ∈ E(D) and P ⊆ C.
Suppose there are m experts, n risk factors, which are independent with

each other, in the risk index system. Pi denotes the ith risk factor in the system,
i = 1, 2, . . . , n. Decision table is established based on the experts’ score of the
REL of each software project bid (see Table 1). From formula (2), the significance
of Pki to D is

γβ(Pki, D) =
card(POSβ

Pki
(Z))

card(U)
(3)

where Pki is the score that the kth expert (k = 1, 2, . . . , m) evaluates the REL
of Pi.
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Generally, experts’ weight is assumed same for convenient. In this paper,
we divide experts’ weight into subjective weight sk and objective weight ok.
sk is endowed according to the advantages of the experts, such as competence,
speciality, fame, position, etc. ok is decided according to the score of experts [5].
As subjectivity and randomness exists in sk, this study mainly discusses using
distance matrix theory to decide experts’ ok.

Combining AHP [6] and VPRS, from formula (3), taking expert k as an
example, we construct judgment matrix B as follow.

B =

⎡⎢⎢⎢⎣
b11 b12 b13 . . . b1n

b21 b22 b23 . . . b2n

...
...

...
...

bn1 bn2 bn3 . . . bnn

⎤⎥⎥⎥⎦
We can see that bij is the element of the ith row and jth column in judgment
matrix B, and it denotes the relative significance between risk indices Pi and Pj .

bij =
γβ(Pki, D)
γβ(Pkj , D)

=
card(POSβ

Pki
(Z))/card(U)

card(POSβ
Pkj

(Z))/card(U)

=
card(POSβ

Pki
(Z))

card(POSβ
Pkj

(Z))
(4)

As bij × bjk = bik, B is a matrix with complete consistency. Obviously,
the judgment matrix is always complete consistency when VPRS and AHP are
combined to compute the weight of attributes.

We obtain a priority vector for each expert after processing the data in deci-
sion table (Table 1). A distance matrix [7,8] is constructed to reflect difference
between the score of experts, and we obtain ok. According to the REL of the
risk indices scored by expert k, the geometric mean is used to obtain priority
vector Wk. After normalization, the weight of Pki is defined as

Wki =
(

n∏
j=1

bij)
1
n

n∑
i=1

(
n∏

j=1

bij)
1
n

(5)

where Wki is the weight of Pi decided by expert k, so the priority vector con-
sisting of the weight of n risk indices is

Wk = (Wk1, . . . , Wki, . . . , Wkn)T (6)

Repeat formula (4)-(6), priority vector of each expert is computed. And the
distance between two experts’ priority vectors, for example, Wa and Wb(a, b =
1, 2, . . . , m) is defined as

d(Wa, Wb) =

√√√√1
2

l∑
i=1

(Wai −Wbi)2 (7)
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where d(Wa, Wb) indicates the difference between the decision-making of expert
a and that of expert b. To reflect the judgment difference from one expert to the
others, we construct distance matrix D as

D =

⎡⎢⎢⎢⎢⎢⎣
0 d(W1, W2) d(W1, W3) . . . d(W1, Wm)

0 d(W2, W3) . . . d(W2, Wm)
0 . . .

. . .
symmetry 0

⎤⎥⎥⎥⎥⎥⎦
Let dk =

m∑
j=1

d(Wk, Wj), where dk denotes the difference in degree between Wk

and other priority vectors. The objective weight of expert k shows the evaluating
difference of expert k from other experts, and ok decreases in dk. Based on this
theory, ok is defined as

ok =
1/dk

m∑
k=1

(1/dk)
(8)

In particular, when dk = 0, this means that all experts’ evaluation is exactly
the same. However, this result seldom happens, but if it does, the experts should
be reorganized to evaluate the REL once again, and go on the procedure.

The weight of expert k is defined as

γk = csk + dok (9)

where c+d = 1.We let subjective weight of experts sk a constant in this paper.By
changing the values of c and d, we can adjust the proportion of sk and ok within
the weight of experts, which means that the model can be applied to different

kinds of group decision patterns. Clearly,
m∑

k=1

sk = 1,
m∑

k=1

ok = 1,
m∑

k=1

γk = 1.

According to above analysis, experts score the REL of all bidding projects
(decision attributes) and their indices (condition attributes). After processing
the data in decision table consisting of REL, we obtain the IREL of software
projects and their indices. The IREL of index Pi is defined as

Ui =
m∑

k=1

PkiγkWki (10)

The IREL of project i is defined as

Vi =
m∑

k=1

Dkiγk (11)

where Dki is the REL of the ith project that expert k scores. Ui and Vi integrate
the evaluation of all experts. Ui decides the risk-evading strength of correspond-
ing risk-evading measures, while Vi indicates the risk of the project and is used
to decide whether bidders should bid for the projects or not.



534 G. Xie, J. Zhang, and K.K. Lai

According to above analysis, the algorithm is designed as the following 12
steps:

– Experts are invited to evaluate the REL and decision table is established.
– Choose the variable precision factor β.
– Compute γβ(Pki, D) for each risk index Pi, if γβ(Pki, D) = 0, then remove

the indices that meet γβ(Pki, D) = 0 and define Wki = 0.
– Compute relative significance bij between risk indices for the same expert.
– Establish judgment matrixes based on bij .
– Compute the significance of each risk index.
– Create priority vectors of all experts.
– Construct the distance matrix.
– Compute the objective weight ok of expert k: if dk = 0, return to the first

step.
– Establish the weight of expert k according to some proportion of sk and ok.
– Compute the IREL of projects and their indices.
– Sort the risk-evading strength adopted to corresponding risk-evading mea-

sures.

Some literature discusses risk-evading measures in bidding [9]. Generally
speaking, risk-evading measures of software project bidding can be summarized
as follows:

– (i) mechanism. According to software engineering and experience, a good
mechanism is established to improve efficiency of software development and
implementation.

– (ii) offer. If the competition is serious, reduce the offer, or else, if the risk of
project management is serious, enhance the offer or do not take part in the
bid.

– (iii) service. By improving service such as by upgrades, maintenance frees
and so on, bidders reinforce their competitiveness to win the bidding.

– (iv) contract. The contract regulates the force majeures and the obligations
of each side involved in software projects. So when the force majeure comes
into play, bidders do not respond with damages. What is more, the contract
can prevent the risk from clients who do not fulfil their obligations.

– (v) outsourcing. Risk can be evaded by outsourcing some part of software
projects that bidders are not accomplished in.

– (vi) cooperation. If the project is too large for any one company, bidders
may cooperate with other IT companies to finish part or whole of a soft-
ware project. Complementing each others’ advantage, they coordinate to
pool their risk.

3 Example

An IT company lists 10 software projects from those are inviting public bids as its
bidding objects. Four experts are invited to evaluate the REL of the projects and
their indices. The expert team analyzes the risk existing in the software project
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bidding, and establishes the index system, which includes 5 main risk indices:
client risk P1, ability risk P2, market risk P3, development and implementation
risk P4, technology risk P5. The score includes four levels: 1, 2, 3, 4, where 1
denotes light, 2 denotes moderate, 3 denotes some serious, 4 denotes serious.
After assessment of REL, decision table is established (see Table 1).

Table 1. Decision table consisting of REL

E1 E2 E3 E4

U
P1 P2 P3 P4 P5 D P1 P2 P3 P4 P5 D P1 P2 P3 P4 P5 D P1 P2 P3 P4 P5 D

1 1 2 1 1 1 1 2 2 2 1 1 2 1 1 1 2 1 1 2 1 2 1 2 2
2 1 2 2 1 1 2 1 2 1 1 1 1 1 1 3 1 2 2 1 2 1 1 1 1
3 1 1 2 2 3 2 1 1 1 1 1 1 2 1 1 1 1 2 1 2 2 1 2 2
4 1 1 1 2 3 1 1 1 1 2 1 1 2 2 1 2 2 2 2 1 1 2 1 1
5 2 2 1 1 3 2 2 2 1 2 3 2 2 3 2 2 1 3 1 2 2 1 1 2
6 2 3 1 1 2 2 3 2 2 2 3 3 2 3 2 2 2 3 2 2 2 2 2 2
7 2 2 1 3 2 3 2 2 2 2 3 3 3 3 2 3 2 3 2 2 2 3 2 3
8 3 4 3 4 3 3 3 3 4 4 3 4 4 4 3 4 4 4 3 3 4 4 3 4
9 3 4 3 3 4 3 3 3 3 4 2 4 4 3 4 2 3 3 4 3 3 4 3 3
10 4 3 3 3 4 4 4 3 3 3 3 4 4 4 4 2 3 3 3 4 4 4 4 4

Here, m = 4, n = 5, let c = d = 0.5, sk = 0.25, β = 0.8. Based on Ta-
ble 1 and the algorithm, the objective weight of the four experts are: o1 =
0.247, o2 = 0.328, o3 = 0.231, o4 = 0.194, then we get the weight of experts:
γ1 = 0.2485, γ2 = 0.289, γ3 = 0.2405, γ4 = 0.222, respectively. So the IREL of
software project bidding is as follows in Table 2.

Table 2. IREL, risk-evading measures and strength sorting

U P1 P2 P3 P4 P5 D
measures and strength

(descending)
1 0.334 0.386 0.515 0.206 0.086 1.511 (ii) (iii) (vi) (iv) (i) (v)
2 0.220 0.399 0.518 0.153 0.112 1.489 (ii) (iii) (vi) (iv) (i) (v)
3 0.234 0.271 0.523 0.184 0.086 1.711 (ii) (iii) (vi) (iv) (i) (v)
4 0.276 0.324 0.322 0.306 0.112 1.241 (vi) (ii) (iii) (i) (iv) (v)
5 0.398 0.582 0.528 0.261 0.108 2.241 (vi) (ii) (iii) (i) (iv) (v)
6 0.514 0.644 0.582 0.275 0.162 2.530 (vi) (ii) (iii) (i) (iv) (v)
7 0.455 0.554 0.582 0.405 0.162 3.000 (ii) (iii) (vi) (iv) (i) (v)
8 0.675 0.850 1.169 0.612 0.256 3.752 (ii) (iii) (vi) (iv) (i) (v)
9 0.717 0.783 1.033 0.474 0.198 3.289 (ii) (iii) (vi) (iv) (i) (v)
10 0.838 0.825 1.172 0.420 0.230 3.760 (ii) (iii) (vi) (iv) (i) (v)

4 Discussion

From above analysis, we continue our discussion about IREL, risk-evading
strength, risk-evading measures and risk-evading methodology.
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4.1 IREL

REL is the evaluation on the risk-evading strength of projects and their indices
by each expert. In order to enhance the precision of software project bidding
risk evasion, group decision-making pattern is used, under which knowledge of
multi-expert is integrated, to form IREL.

4.2 Risk-Evading Strength

Risk-evading strength of measures is implemented according to IREL to reduce
the risk. According to the experts’ experience, the software projects are divided
into 3 types and 3 corresponding IREL intervals respectively. In Type I, IREL
∈ (1,1.5], the projects have low risk. Type II, IREL ∈ (1.5,3.5], are middle risk.
Type III, IREL ∈ (3.5,4.0], are high risk. The intervals can also be adjusted
according to the detail situation.

From Table 2, we see that for projects of type I, for example, projects 2 and
4, the IREL is on the low side. Hence, they need the least risk-evading strength,
and the cost of risk evasion can be reduced on this type of project. The IREL
of type III projects is very high (for example, projects 8 and 10) and therefore
they need the highest risk-evading strength. It is difficult to accomplish the type
III projects, and to work out which will most probably have the largest budget
deficits. We should reject these types of projects, i.e. not bid for them. A majority
of projects have normal IREL, such as projects 1, 3, 5, 6, 7 and 9, and these are
type II projects. The IREL of some indices is low (such as P4 and P5) which
indicates that the indices are less important in the system, i.e. the impact of
these indices on the risk-evading strength is low. On the other hand, some of the
indices have the greater IREL (for example P3) which indicates that this index
is the most important in the system and it influences the risk-evading measures
and their strength most.

4.3 Risk-Evading Measures

Each risk index corresponds to some kind of risk-evading measures. The risk-
evading measures are mainly implemented to the projects of type I and II. The
study shows: Client risk (P1) is caused by the tenderee, such as by lack of manage-
ment support, improper demand orientation, financial crisis and uncoordinated
personnel, and the risk-evading measure can be (iv). Capability risk (P2) in-
cludes bidders’ assets, relative experience and understanding of clients’ demand,
and (vi) is a good measure. When there are many bidders, market risk (P3) is
serious, and risk-evading measures (ii) and (iii) are appropriate, i.e. adjusting
the offer and improving service. Development risk (P4) always occurs because
of a lack of a good mechanism, and risk-evading measure (i) is needed to im-
prove the situation. If technology risk (P5) appears, it may cost too much time
to continue the project through learning or cooperation, so (v) is a proper risk-
evading measure. For a software project, there may be many other risk-evading
measures. While, the measures are not always used separately, if all of them
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are used, their strength should be different. Thus, the risk-evading strength of
the measures is sorted, which will help managers know the significance of the
measures in practice (see Table 2).

4.4 Risk-Evading Methodology

Patterson and Neailey [10] consider that the project risk management is a circu-
lar procedure. The risk management system consists of various tools, techniques
and methods underlying the process. They construct the risk register database
system within risk reduction stage, and this risk register can be updated as an on-
going and dynamic process. Based on the methodology, the intellectualized risk-
evading system (IRES) can be established using expert group decision-making
pattern. The IRES can monitor the whole circular process of risk evasion, and
process correlative information continuously. As a part of the system, experts
make their decisions on the five stages online. Data is updated according to ex-
perts’ decision-making in each stage within a new circulation, and new knowledge
is mined in databases, which means that the decision-making is always the opti-
mal within the context of the current knowledge background. The methodology
is a mechanism that system owns the ability of self-study and intellectualised
information process.

5 Conclusion

VPRS is a good tool to remove the data noise in the information system, which
improves the precision of decision-making. Under the pattern of expert group
decision-making, experts are endowed with a weight, which can reduce the neg-
ative effect caused by differences in experts’ subjectivity and ability difference.
The risk-evading strength of the measures increases in IREL of corresponding
risk indices, while the risk-evading strength of a project increases in IREL of
the bidding project. Sometimes, software projects have too high risk-evading
strength to bid for since the IREL is too high and no surplus is expected. Gener-
ally, if proper risk-evading measures and strength are implemented for software
projects with corresponding IREL, the efficiency of risk evasion will be improved
greatly.
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Abstract. Effective network security management requires assessment
of inherently uncertain events and circumstances dynamically. This pa-
per addresses the problems of risk probability assessment and presents
an alternative approach for estimating probability of security risk asso-
ciated with some interaction in ubiquitous computing. A risk probability
assessment formula is proposed, and an estimating model adopting the
Fuzzy C-Means clustering algorithm is presented. An experiment based
on DARPA intrusion detection evaluation data is given to support the
suggested approach and demonstrate the feasibility and suitability for
use. The practices indicate that fuzzy clustering technique provides con-
cepts and theoretical results that are valuable in formulating and solving
problems in dynamic security assessment.

1 Introduction

Managing network security associated with the growing reliance on information
technology is a continuing challenge. Ubiquitous computing is widely believed
to be the Internet’s next evolutionary stage, and the ubiquity of processing and
communicating power will bring a great deal of risk [1]. It is no wonder that
security is so difficult to manage. As an essential element of security management,
security assessment provides the means by which information systems risks are
identified and assessed in order to justify safeguards [2].

Currently, most traditional security risk assessment procedures follow a fairly
static process and cannot satisfy the requirements of the ubiquitous computing
environment [3]. Yong Chen et al. have proposed a new mechanism for estimat-
ing the risk probability of a certain interaction in a given environment using
hybrid neural networks [3, 4], which helps avoid subjective judgments as much
as possible.

A more flexible, dynamic risk probability assessment is needed. The objective
of this study is to introduce the algorithms for solving problems of estimating
risk probability, and to analyze the applicability of our approach to dynamic
security assessment in ubiquitous computing. A brief introduction to challenges
in risk probability assessment is presented in Section 2. A general formulation
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and definition of risk probability is proposed in Section 3. And a two-phase
estimating model adopting the Fuzzy C-Means clustering algorithm (FCM) is
presented in Section 4. Section 5 discusses the experiment used the approach
to estimate the risk probability. Finally, conclusions deriving from the effort are
presented and future work is discussed in Section 6.

2 Problems in Risk Probability Assessment

Effective security risk assessment requires typically addressing two dimensions:
how likely the uncertainty is to occur (probability), and what the effect would
be if it happened (impact). While unambiguous frameworks can be developed
for impact assessment, probability assessment is often less clear [5].

However, proper assessment of risk probability is critical to the effectiveness
of security assessment, for the following reasons: If risk probability assessment
is faulty, the accuracy of risk prioritization will be affected, leading to a poten-
tial failure to select inappropriate responses results in failure to manage security
effectively. Conversely if assessment of risk probability is sound, then the result-
ing understanding of each assessed risk will be more accurate, supporting better
decisions in terms of response selection and security management strategy [5].
Therefore, it is important to be able to assess risk probability with some degree
of confidence.

Assessing the probability of risks is a much more complex issue. There are a
number of reasons for this.

The first problem in assessing the probability of risks is the term itself [5].
“Probability”has a precise statistical meaning, for example“A number expressing
the likelihood that a specific event will occur, expressed as the ratio of the number
of actual occurrences to the number of possible occurrences.” [6] However its
general usage is less clear, including its use within the security management
process.

Setting aside the terminology issue of “probability”, there is another set of
problems with assessing risk probability. Ubiquitous computing itself exhibits
inherent characteristics such as complexity and uncertainty, which have a sig-
nificant influence over assessment of risk probability. Risk probability is always
associated with some degree of uncertainty in ubiquitous computing environment
where the goals, the constraints and the consequences of the possible actions are
not known precisely. Consequently assessment of risk probability tends to be
influenced by a wide range of unknown and unconscious factors, making it even
less reliable. The use of fuzzy set theory has become increasingly popular in ad-
dressing imprecision, uncertainty and vague-ness. In this paper, fuzzy clustering
algorithm has been used.

A further problem with assessing risk probability is that risks are possible
future events that have not yet occurred, and as such their probability of oc-
currence cannot be measured but can only be estimated [5]. It is therefore not
possible to measure any characteristic of a risk since it is not present in reality.
It is only possible to estimate when the risk would arise.
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Consequently, we present an alternative approach of estimating risk prob-
ability in an attempt to solve some problems for dynamic security assessment
in ubiquitous computing. Historical data and unconscious relations have been
investigated and explored as the realistic and useful approach of risk probability
estimating is made.

3 Risk Probability Assessment Formula

To estimate the risk probability associated with an interaction in ubiquitous
computing, we assume that any interaction in ubiquitous computing environ-
ments can be expressed as a feature vector and that the vector elements are
comparable. The features must be able to describe an interaction precisely and
completely.

To estimate the risk probability of a certain interaction in the feature vec-
tor space with n dimensions, the following general risk probability assessment
formula is presented.

P i = F (Xi) + Zi (1)

where P i is the risk probability of the interaction i(i ∈ N), Xi = (xi
1, x

i
2, ..., x

i
n) is

the feature vector of the interaction i, andxi
j(j = 1, 2, ..., n)are its elements which

consist of known parameters for this interaction. The feature elements specify the
context of the interaction, participants and relevant historical memory as pre-
cisely as possible. Their values are derived from observation and collected data.
Ziis the random disturbance factor, and normally we assume it to be zero [3].
F maps the current context and interaction features to the risk probability. Its
specific format may be known or unknown depending on different applications.

When the map F is known, which might be a linear or non-linear function,
estimating P i is not difficult. However, in fact, the map F is often unknown and
the dimension of the features vector is very high. For this kind of situation, F is
just like a black box passing the current data and historical data as inputs and
outputting a risk value [3]. It is worthwhile to note that the historical data is
necessary for estimating the risk of the current interaction. However, even for
the historical interactions, we only know whether the result of each interaction is
unexpected or not. The risk probability associated with the interactions remains
unknown. If the historical features vector with confirmed risk probability were
known to us, there would be means to find the map F and predict the risk
probability for a new interaction.

In order to find the risk probability for each interaction, we present a general
risk probability definition [4]. As any interaction is expressed as a feature vector
X with multiple variables, an interaction could be seen a point in the n-dimension
feature vector“space”Rn. The similar feature points gather round in vector space
and the corresponding interactions occur closely together. Accordingly, the risk
of some point depends upon its cluster and unexpected points in its neighborhood
[4]. Therefore, we define a general risk probability of the cluster as follows:



542 F. Liu et al.

Pr(Xi) ≈ U(Nr(Xi))
‖Nr(Xi)‖ (2)

where Pr(Xi) is the risk probability of the cluster with Xi among it. Nr(Xi)
is an r-neighborhood of point Xi,i.e. Nr(Xi) :

{
Y| ρ(Xi,Y) ≤ r

}
.
∥∥Nr(Xi)

∥∥ is
the number of all the points in this neighborhood. U(Nr(Xi))is the number of
unexpected points in this neighborhood. Based on formula (2), Pr(Xi) is also
the risk probability of average feature vector X̄ in this cluster.

4 Risk Probability Estimating Model

In order to ensure the most robust assessment of risk probability, a two-phase
solution is recommended.

4.1 Pre-processing Phase

Factor Analysis
As the history information is usually multitudinous, the need for powerful algo-
rithms is paramount when reducing the data to meaningful quantities. Principal
Component Analysis (PCA) technique from multivariate statistical analysis has
been employed. It is often used to reduce the dimension of a data set, replac-
ing a large number of correlated variables with a smaller number of orthogonal
variables that still contain most of the information in the original data set [7].
The principal components can be shown to be the eigenvectors of the variance-
covariance matrix and the eigenvalues give the amount of variation for each
component. The first principal component is the eigenvector associated with the
largest eigenvalue and so explains the largest amount of variation. Ideally, a small
number of principal components will explain most of the variation in the original
data. Examining the eigenvalues will give an indication of how many components
are needed to give a reasonable representation of the data [7]. So we expand our
approach [4] to integrate PCA technique to reduce the data dimensionality and
improve the estimation performance.

Fuzzy C-Means Clustering
According to our risk probability definition, when a cluster is confirmed, the
number of unexpected points in this cluster could be collected from historical
data, from which the risk value is easy to calculate. So clustering historical
interactions according to patterns is necessary as a kind of pre-processing in
which distinct subclasses of patterns are discovered whose members are more
similar to each other than they are to other patterns. Differently, fuzzy clustering
formulation assumes that a sample can belong simultaneously to several clusters
albeit with a different degree of membership [8].

Fuzzy clustering methods seek to find fuzzy partitioning by minimizing a
suitable (fuzzy) generalization of the following loss cost function. The goal of
minimization is to find centers of fuzzy clusters, and to assign fuzzy membership
values to data points [8].
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L =
m∑

k=1

n∑
i=1

[uk(xi)]
b

‖xi − ck‖2 (3)

where x1, ..., xn are the training samples, m is the number of fuzzy clusters as-
sumed to be known (pre-specified), ck is the center of a fuzzy cluster Ik, uk(xi) is
the fuzzy membership of sample xi to clusterIk, and where the parameter b > 1 is
a fixed value specified a priori. Parameter b controls the degree of fuzziness of the
clusters found by minimizing (3). Typically the value of b is chosen around two [8].

Fuzzy C-Means (FCM) clustering algorithm uses the following constraints on
the fuzzy membership function uk(xi),

m∑
k=1

uk(xi) = 1, i = 1, ..., n (4)

where the total membership of a sample to all clusters add up to 1. The goal
of FCM is minimize (3) subject to constraints (4). We can formulate necessary
conditions for an optimal solution [8],

∂L
∂ck

= 0, ∂L
∂ui

= 0 . (5)

Performing differentiation (5) and applying the constraints (4) leads to the nec-
essary conditions,

ck =
∑

i [uk(xi)]2xi∑
i [uk(xi)]2

(6)

uk(xi) =
(1/dki)∑m

j=1 (1/dji)
, dki = ‖xi − ck‖ (7)

An iterative application of the conditions (6)(7) leads to a locally optimal
solution. This is known as the following FCM algorithm [8].

– Set the number of clusters m and parameter b.
– Initialize cluster centers ck.
– Update membership values uk(xi) via (7) using current estimates of ck.
– Update cluster centers ck via (6) using current estimates of uk(xi).

The two last steps are repeated until the membership values stabilize; namely
the local minimum of the loss function is reached. Specifically, the algorithm
alternates between estimating the cluster membership values (for the given values
of cluster centers) and estimating the cluster centers (for the given membership
values).

Average Risk Rate
For each cluster, the rate between the number of unexpected results of some
interactions and the numbers of elements in the cluster is the risk probability
of average vector X̄, defined as the Average Risk Rate P (X̄). We aim to make
up risk probability for each vector in this cluster by P (X̄). Intuitive idea is to
see how close each vector X is to the average vector X̄ in the cluster. In our
experiment, we give the measure of the similarity for two vectors is,
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sim(X i, X̄) =

n∑
j=1

xi
j × x̄j√

(
n∑

j=1

xi
j
2)(

n∑
j=1

x̄2
j )

(8)

Essentially, this is Euclidean distance between two vectors. As the principal
components analysis has been applied firstly for data reduction, the above for-
mula can account for what we aim to achieve in our risk probability estimation.

Summary
We briefly summarize the pre-processing procedure as follows:

– Abstract the features from the historical data to generate the features vec-
tors;

– Using PCA as factor analysis technique, reduce the matrices of data to their
lowest dimensionality. Then get the feature vector set Cn ⊂ Rn;

– Using the feature vectors as input vectors, start the fuzzy clustering proce-
dure. And get l cluster, i.e. Cn = {I1, I2, ...Il};

– After clustering, select every cluster set from the clustering results, for exam-
ple: Ij = {X1

j ,X
2
j , ...X

k
j }((j = 1, ..., l)). Here Xi

j(i = 1, 2, ..., k) is the feature
vector in cluster Ijand k is the number of the features vector. From next
step to the end, calculate risk probabilities for every vector in this cluster.
Do the same for other clusters.

– Calculate the average risk rate of cluster Ij((j = 1, ..., l)), i.e. P (X̄j)

P (X̄j) =

k∑
i=1

E(X i
j)

|Ij | (9)

where |Ij | means the number of elements in Ij . E(Xi
j) = 1, if the result of

interaction associated with Xi
j is unexpected. Otherwise, E(Xi

j) = 0.
– Calculate the similarity rate between any vector and the average vector

sim(Xi
j , X̄j) using Euclidean distance.

– Calculate risk probability for every feature vector Xi
j

P (X i
j) ≈ sim(X i

j, X̄j)× P (X̄j). (10)

4.2 Predicting Phase

Since we can make up risk probability for each vector of historical data, the
algorithm is also able to apply to new input. The prediction procedure then
comprises of following steps:

– Abstract the features from the current data to create a new vector Xp;
– New feature vector as the input vector. Start clustering procedure;
– After clustering, Xpshould be in one of clusters, for exampleXp ∈ Ik.
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– Calculate similarity rate of between Xp and the average vector sim(Xp, X̄k)
using Euclidean distance.

– Calculate risk probability for this feature vector Xp,

P (Xp) ≈ sim(Xp, X̄k)× P (X̄k) (11)

where P (X̄k) is the average risk rate of cluster Ik.

In order to make the prediction more precisely, each (Xi, P i), i ∈ N could
be a pair (input vector, response) with proper network behavior for BP neural
network (P iis the response of vector Xi). Then BP neural network should be
trained firstly by all the history data, which is for predicting the new vector Xj .

5 Experiments

The experiments are based on DARPA Intrusion Detection Evaluation Data.
In the 1998 DARPA intrusion detection evaluation program, an environment
was set up to acquire raw TCP/IP dump data for a network by simulating a
typical U.S. Air Force LAN. The LAN operated like a real environment, but
being blasted with multiple attacks. For each TCP/IP connection, 41 various
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Fig. 1. Distribution of the Clustering Data
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Fig. 2. Distribution of the Clustering Data

quantitative and qualitative features were extracted. The raw training data was
about 4 gigabytes of compressed binary TCP dump data from 7 weeks of network
traffic. This was processed into about five million connection records. Similarly,
the two weeks of test data yielded around two million connection records [9].

We perform an experiment to verify the above approach, using a subset of
the data which contains almost 10% of all records. These 494,021 vectors belong
to a 41-dimensional space. We apply the linear PCA technique to data sets. And
16 principal components have been extracted which cover 89.179% of the total
variation in the data. The result of factor analysis is given in Figure 1.

The 494,021 pieces of data are divided into 18 clusters using Fuzzy C-Means
clustering algorithm. And the distribution for the data is given in Figure 2.

Each record is transformed according to the extracted 16 principal compo-
nents and therefore every feature vector has 16 elements. Only 7 clusters con-
tain unexpected connections (attacks), and the other 11 clusters are all normal
connections sets with average risk rate P (X̄) = 0. The largest cluster has al-
most 54% connections while it contains no attacking connection. The risk prob-
ability of connections in this cluster is 0 that means a big part of connections
are normal. And similarly, we can get the risk probability of new interactions
dynamically.

A true understanding for the subject can only be obtained through practical
experience. Therefore the material presented here is only an introduction rather
than a complete set of works.

6 Conclusion and Future Work

This paper introduces an alternative approach of estimating risk probability
that follows will enhance the credibility and ultimately lead to more reliable
information security assessment. The proposed approach could respond to new
information interactions dynamically and avoid subjective assessment. It is also
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an extension of our previous work [4, 10]. We are encouraged by the initial results
that show the proposed approach can be a significant tool in information security
practice.

Further research would be conducted to investigate how clustering algorithm
may affect the risk probability estimation. And the potential future work in-
cludes conducting sensitivity analysis to evaluate the estimating results of risk
probability.
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Abstract. This paper contributes strategies that minimize the number
of values which should be hidden in an Information System to guaran-
tee that values of attributes containing sensitive information cannot be
reconstructed by either Distributed or Local Chase within a Distributed
Information System (DIS). The notion of the hidden attribute recon-
struction by Knowledge Discovery and corresponding obstruction strat-
egy was introduced in [1] where a minimal number of attribute values are
additionally hidden to block the reconstruction of sensitive data by the
rules extracted from DIS. The problem is particularly troublesome when
locally generated rules restore those additionally hidden attribute values,
and form a cycle of implications. The strategies in this paper complement
existing Distributed Chase obstruction and work over widely used infor-
mation systems.

1 Introduction

One of the frequently encountered tasks in knowledge discovery system is to
protect sensitive information while providing necessary and useful knowledge.
An example is that a hospital shares medical information with other health care
providers to discover hidden knowledge, but would not wish to reveal sensitive
patient record. The task is particularly difficult when we aim to preserve the
accuracy of the knowledge. As we improve the protection on sensitive information
by (1) hiding or (2) modifying the contents of the information system, more
knowledge obtained through the discovery process may not reflect the actual
figures. The trade-off is inevitable in most cases, and minimizing the inaccuracy
is an important requirement. Between those two protection methods, hiding
information from a Knowledge Discovery System is generally accepted as safer
and more suitable because it is less prone to incorrect answer for critical decision
problems due to the differences between the original and modified information.

In this paper, we assume that sensitive information is contained in an at-
tribute, and the initial protection is provided by hiding the attribute. Addition-
ally, the information system is a part of Distributed Information System (DIS)
[9]. DIS is constructed by connecting a number of information systems using
network communication technologies. Further assumptions include that these
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systems are autonomous and incomplete. Incompleteness [3] is understood by
having a set of weighted attribute values as a value of an attribute. The defi-
nition of a weighted attribute value and Distributed Information System were
proposed by Ras in [7] and used later by Ras and Dardzińska in [8] to talk about
semantic inconsistencies among sites of DIS from the query answering point
of view. Finally, any meta-information in DIS is described by one or more on-
tologies [5][6][8]. Inter-ontology relationships can be seen as a semantic bridge
between autonomous information systems so they can collaborate and under-
stand each other. Under such assumptions, let’s consider the following example.

Suppose an attribute d has to be hidden in an information system S =
(X,A, V ), where X is a set of objects, A is a finite set of attributes, and V is
a finite set of their values. We construct Sd by hiding d, and user queries are
responded by Sd in replace of S. The question is whether hiding the attribute d is
enough. In order to reconstruct d, a request for a definition of this attribute can
be sent from site Sd to some of its remote sites involved in DIS. These definitions
extracted or stored in the Knowledge Base (KB) can be used by Distributed
Chase algorithm [4] to impute missing values for a number of objects at Sd. If
this is the case, additional values of attributes for all these objects should be
hidden. Hiding such attribute values in Sd is still not sufficient in cases where
null value imputation by Local Chase [2] algorithm can reveal them. This results
in the reconstruction of d for a substantial number of objects in X . In this
paper, we examine such issues and present efficient strategies that minimize the
number of values which should be additionally hidden in Sd to guarantee that
values of attribute d can not be reconstructed by Distributed and Local Chase
for any x ∈ X .

2 Related Work

Various authors expanded on the idea of secure multiparty protocol [10] to find
globally supported rules from Distributed Knowledge Discovery System. Clifton
and Kantarcioglou employed a variety of privacy preserving distributed data min-
ing strategies [11][12] to achieve secure association rule mining in such a way that
each site extracts globally supported association rules without revealing its own
input to other participants. Their works include both vertically and horizontally
partitioned data. Du et al, [13] pursued a similar idea, using what they termed
“Commodity Server”. They observed that it can be preferable to send data to
a 3rd party server to improve performance which does not have to be trusted.
Lindell et al, [14] discuss privacy preserving data mining for ID3 algorithm us-
ing secure multiparty protocol. They focused on improving the generic secure
multiparty protocol to achieve better performance on decision tree problems.
Another important aspect of research into secure knowledge discovery is sensi-
tive rule hiding by transforming an information system from D to another D′

while minimizing side effects. In [15] authors suggested a solution to protecting
sensitive association rules in the form of “Sanitization Process”. In their work,
protection is achieved by hiding selective patterns from the frequent itemset.
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Finally, there has been an interesting proposal for hiding sensitive association
rules [16]. They introduced the interval of minimum support and confidence value
to handle the degree of sensitive rules. The interval is specified by the user and
the rules found in such interval are considered to be removed. None of the previ-
ous works had addressed the problem of hiding sensitive attribute in Distributed
Information System with incomplete data, which we aim to solve in this paper.

3 Chase and Security Problem of Hidden Attributes

In this section, we present a strategy that minimizes the number of values which
should be additionally hidden from an information system to guarantee that
values of a sensitive attribute can not be reconstructed by Distributed and Local
Chase. We present our strategy using an incomplete information system system
S = (X,A, V ) of type λ = 0.3 shown in Table 1 as an example. An incomplete
information system and its λ value [8] have the following three conditions:

– aS(x) is defined for any x ∈ X , a ∈ A,
– (∀x ∈ X)(∀a ∈ A)[(aS(x) = {(ai, pi) : 1 ≤ i ≤ m}) → ∑m

i=1 pi = 1],
– (∀x ∈ X)(∀a ∈ A)[(aS(x) = {(ai, pi) : 1 ≤ i ≤ m}) → (∀i)(pi ≥ λ)].

Assuming that attribute d needs to be hidden, the corresponding system Sd

by applying our strategy is given in Table 2. Attribute values marked with a
star character in Sd represent the attribute values that have been additionally
hidden in Sd by applying our strategy. A few empty slots in S are filled in Sd

by Local chase before the strategy is applied. This will ensure that maximum
number of Distributed Chase rules are identified. We begin with hiding attribute
values against Distributed Chase in the next subsection.

3.1 Hiding Attribute Values Against Distributed Chase

Suppose the set of rules obtained by Distributed Chase is defined as RDC = {r =
[t → dc] : c ∈ d} ⊆ KB (See Table 3). The first step is to look for all rules in RDC ,
and identify objects where the value of its hidden attribute can be reconstructed.
For example, assuming that d(x) = d1 for x in S, if the object x does not support
any rule predicting d1 it is ruled out because d1 cannot be reconstructed precisely.
The object supports a set of rules, it can be either Rs(x) = {r1 = [t1 → d1], r2 =
[t2 → d1], ..., rk = [tk → d1]} where the rules imply a single decision attribute
value, or {r1 = [t1 → d1], r2 = [t2 → d2], ..., rk = [tk → dk]} where the rules
imply multiple decision values. If we denote support and confidence of rule ri

as [si, ci], and the weight of the attribute value in a slot as pi, for i ≤ k, the
confidence for attribute value d′ ∈ Vd for x driven by KB is defined as

ConfSd
(d′, x, KB) =

∑{[pi] · si · ci : [1 ≤ i ≤ k] ∧ [d′ = di]}∑{[pi] · si · ci : 1 ≤ i ≤ k}
When d(x) = dj and λ is the threshold for minimal confidence in attribute values
describing objects in Sd, there are three cases in hiding attribute values.



Ensuring Data Security Against Knowledge Discovery in DIS 551

Table 1. Information System S

X A B C D E F

x1 (a0,0.3)(a1,0.7) (b1,0.7)(b2,0.3) c1 d1 (e1,0.5)(e2,0.5) f1
x2 (a2,0.4)(a3,0.6) (b1,0.3)(b2,0.7) d2 e1 f2
x3 a1 b2 (c1,0.5)(c3,0.5) d2 e3 f2
x4 a3 c2 d1 (e1,0.7)(e2,0.3) f2
x5 (a1,0.7)(a3,0.3) (b1,0.5)(b2,0.5) c2 e1 f2
x6 a2 b2 c3 d2 (e2,0.3)(e3,0.7) f3
x7 a2 b1 (c1,0.3)(c2,0.7) d2 e2 f3
x8 a3 b2 c1 d1 e3 f1
x9 a2 b3 d1 e3 f2
x10 (b1,0.3)(b2,0.7) d2 e1 f2
x11 a2 b2 (c1,0.5)(c3,0.5) e3 f4
x12 a4 c2 d1 (e1,0.7)(e3,0.3) f4
x13 (a1,0.7)(a2,0.3) (b1,0.5)(b2,0.5) c2 d1 e1 f1
x14 a3 b2 c1 d2 (e1,0.3)(e2,0.7) f3
x15 a1 b2 (c1,0.3)(c3,0.7) d1 e3 f2
x16 (a3,0.5)(a4,0.5) b1 c2 e3 f2

Table 2. Information System Sd

X A B C D E F

x1 (a0,0.3)(a1,0.7) (b1,0.7)(b2,0.3) c1 (e1,0.5)(e2,0.5) f1
x2 (a2,0.4)(a3,0.6) (b1,0.3)(b2,0.7) c2 e1 f2
x3 a1 b2 (c1,0.5)(c3,0.5) e3 f2
x4 a3 c2* (e1,0.7)(e2,0.3) f2*
x5 (a1,0.7)(a3,0.3) (b1,0.5)(b2,0.5) c2 e1 f2
x6 a2 b2 c3* (e2,0.3)(e3,0.7) f3
x7 a2 b1 (c1,0.3)(c2,0.7) e2 f3
x8 a3 b2 c1 e3 f1
x9 a2 b3* e3 f2*
x10 (b1,0.3)(b2,0.7) c2 e1 f2
x11 a2 b2 (c1,0.5)(c3,0.5) e3 f4
x12 a4 b1 c2* (e1,0.7)(e3,0.3) f4
x13 (a1,0.7)(a2,0.3) (b1,0.5)(b2,0.5) c2* e1 f1
x14 a3 b2 c1 (e1,0.3)(e2,0.7) f3
x15 a1 b2 (c1,0.3)(c3,0.7) e3* f2*
x16 (a3,0.5)(a4,0.5) b1 c2 e3 f2

Table 3. Rules extracted from DIS by Distributed Chase algorithm

RDC in KB

r1 = b3 → d1 (sup = 0.15, conf = 0.90) r5 = b2 · e2 → d1 (sup = 0.12, conf = 0.90)
r2 = a2 · c3 → d2 (sup = 0.15, conf = 0.91) r6 = c2 · e1 → d1 (sup = 0.12, conf = 0.95)
r3 = a3 · c2 → d1 (sup = 0.15, conf = 0.92) r7 = f2 → d1 (sup = 0.12, conf = 0.90)
r4 = b2 · e1 → d2 (sup = 0.12, conf = 0.95)
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1. if ConfSd
(dj , x, KB) ≥ λ and (∃d 	= dj)[ConfSd

(d, x, KB) ≥ λ], we do not
have to hide any additional slots for x.

2. if ConfSd
(dj , x, KB) ≥ λ and (∀d 	= dj)[ConfSd

(d, x, KB) < λ], we have to
hide additional slots for x.

3. If ConfSd
(dj , x, KB) < λ and (∃d 	= dj)[ConfSd

(d, x, KB) ≥ λ], we do not
have to hide additional slots for x.

Example 1. No additional slot is required to be hidden for x8 because x8 does
not support any rule that predicts d1. Object x4 supports three rules, {r3, r6, r7},
that predict only d1. This indicates that (∃d 	= d1)ConfSd

(d, x4, KB) is zero.
Because ConfSd

(d1, x4, KB) = 1 ≥ 0.3 we need to hide an additional slot for
x4. In x14, {r5} can reconstruct d1, and {r4} can reconstruct d2. The value of
ConfSd

(d1, x14, KB) = ([1 ·0.7]·0.12 ·0.90)/0.109 is 0.68, that is greater than the
threshold. However, ConfSd

(d2, x14, KB) = ([1 · 0.3] · 0.12 · 0.95)/0.109 = 0.32 is
also greater than 0.3 which makes it difficult to reconstruct d1 precisely. We do
not need to hide any additional slot in x14.

Let R′
DC be the set of rules implying the actual decision attribute value in

Sd. Then, at least one attribute value from the minimal set of attribute values
covering all terms {t1, t2, ..., tk} ∈ R′

DC(x) has to be additionally hidden to
block the reconstruction of hidden attribute by Distributed Chase. If we sort
the attribute values v ∈ R′

DC(x) by overlap frequency between rules, and start
hiding them from the largest value of overlap until ConfSd

(dj , x,R′
DC) < λ, d(x)

cannot be reconstructed. This strategy is efficient in minimizing the number of
hidden attribute values against Distributed Chase.

Example 2. The minimal set of attribute values covering the conditional part
of {r3,r6,r7} is {a3, c2, e1, f2} in x4. Clearly, if we hide c2 (largest overlap) in
object x4, d1 cannot be predicted by two rules, {r3, r6}. Hiding f2 will remove
one prediction by {r7}.

3.2 Hiding Attribute Values Against Distributed and Local Chase

Now, let’s consider the rules extracted by Local Chase that restore the hidden
attribute values in the previous step. In order to examine the influence of Local
Chase, we first slightly modify the definition of L(D) in [1] in such a way that
the set of rules extracted from Sd by Chase is defined as RLC = {(t → vc) : c ∈
A− {d}} ⊆ KB. That is, we are not only identifying the rules that reconstruct
null values, but all the rules that can reconstruct attribute values in each column.
The set of rules RLC(x) = {(t → vc) : c ∈ R′

DC(x)} contains the minimal number
of rules that imply the conditional part of the global rules in x. Table 4 shows
some of RLC extracted by Local Chase algorithm with support = 10% and
confidence = 90%. The minimum support and confidence values for RLC should
be carefully chosen in order to ensure protection of the information against
the rules not generated by Local Chase algorithm. The most reasonable solution
would be setting them to the minimum value predefined in Knowledge Discovery
engine of DIS. We also assume that the owner of the database has the control
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Table 4. Rules extracted from Local Information System

RLC

Rules supported by x4
r1 = a3 · f2 → c2 (sup = 0.15, conf = 1) r2 = e1 · f2 → c2 (sup = 0.23, conf = 1)

Rules supported by x15

r1 = b1 · f2 → c2 (sup = 0.13, conf = 1) r2 = e1 · f2 → c2 (sup = 0.23, conf = 1)
r3 = b2 · c2 → e1 (sup = 0.15, conf = 1)

over support and confidence value that users can use, and only some Knowledge
Discovery packages are allowed to run to extract rules.

In Example 2, two additional attribute values {c2, f2} are hidden in x5. When
Local Chase algorithm using the rules in Table 4 is applied to x4, c2 is re-
constructed by {r1, r2}. This means that two more hidden attribute values are
needed to block the reconstruction of d1. The total number of hidden attribute
values by hiding c2 becomes four. What if we had hidden {a3, e1} instead of
c2? No additional attribute value is required to be hidden. The total number
of hidden attribute value remains at three. Hiding the best attribute values for
Distributed Chase does not always yields the optimal outcome when Local Chase
is considered.

Before we discuss an algorithm that includes both global and local Chase
rules, there are two important issues to be addressed when hiding attribute values
from an information system. As the number of hidden attribute values increases,
the number of local rules are most likely decreased. Several strategies have been
proposed for hiding sensitive rules from information systems by hiding attribute
values. Using the method presented in [15][16] we may reduce the number of
hidden attribute values further. However, following such strategy does not always
leads to a positive consequence for our problem because we only have to block the
local rules from the objects where global rules reconstruct the hidden attribute.
In fact, blocking all such local rules from the information system requires hiding
more attribute values, and that is not necessary. Another issue is the number of
attribute values to be hidden from a rule. Some attributes might have a unique
value throughout the objects. Hiding such attribute values in the rules does not
provide high level of protection against Chase. Clearly, incrementing the number
of hidden attribute values in the rule decreases the possibility of reconstructing
hidden attribute by replacing the hidden slot with unique value. If this is the
case, security administrator with domain knowledge needs to set a minimum
number of attribute values to be hidden in the rules.

Let Vc(x) = V
′
c (x)∪V

′′
c (x), where V

′
c (x) is the minimal set of attribute values

covering the conditional part of the terms in {t1, t2, ..., tk} ∈ R′
DC(x), and V

′′
c (x)

is the minimal set of attribute values covering conditional part of the term in
RLC(x). For each attribute value vc

i ∈ Vc(x), we use the notation |vc
i | to denote

the number of occurrence that vc
i is a part of conditional attribute values. Then,

|vc
i | represents the number of overlaps between conditional part of the rules. Let

Vd(x) be the minimal set of attribute values covering decision attribute values
in RLC(x). We denote |vd

i | as the number of overlaps between decision part of the
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rules. In order to determine the most advantageous attribute values in x, each
attribute value vi is evaluated with the following weight function.

ω(vi) = |vc
i | − |vd

i |

Based on the weight, our strategy is presented in Figure 1. From V (x) = V ′
c (x)∪

V
′′
c (x), we start hiding vi that has the maximum w and is contained in the

conditional part of R′
DC(x). This removes the largest number of local and global

rules from the object. Rules that include vi are removed from R(x) = R′
DC(x)∪

RLC(x). When two or more vi has the equal weight, we select one in a consistent
manner. (e.g. alphanumeric order of attribute). When all the rules in R′

DC(x)
are removed, yet reconstruction by Local Chase still exists, hide attribute values
contained in RLC(x). We continue hiding attribute values until no rule in R(X)
reconstructs the hidden attribute values in V (x), and all the rules in RDC(x)
are removed.

Input: R′
DC , RLC(x)

output: hiddenAttList

hiddenAttList = φ
begin

R(x) := R′
DC ∪ RLC(x)

get Vc(x) = V
′

c (x) ∪ V
′′

c (x) from R(x)
loop

if V
′

c (x) �= φ then
V (x) := V (x) - (vmax = max(w(vi)), for vi ∈ V

′
c (x)

else
V (x) := V (x) - (vmax = max(w(vi)), for vi ∈ V

′′
c (x)

end if
R(x) := R(x) − {r1..rn}, where vmax ∈ {r1..rn}
get new Vc(x) = V

′
c (x) ∪ V

′′
c (x) from R(x)

hiddenAttList := hiddenAttList.add(vmax)
exit when r ∈ R(x) does not chase v ∈ hiddenAttList & R′

DC(x) = φ
end loop

end

Fig. 1. Chase obstruction algorithm for an object x

Example 3. R(x) for x4 is {a3 · c2 → d1, c2 · e1 → d1, f2 → d1, a3 · f2 →
c2, e1 · f2 → c2}. The initial V (x) is {a3, c2, e1, f2}, and w(vi) is{1, 2, 1, 3} as
shown in Figure 2. We first remove f2 from V (x) because it has the maximum
weight among the rules in RDC(x4). Also all the rules that f2 is a part of the
conditional attribute are removed from R(x4), which result in removal of all Local
Chase rules from R(x). Now, two Distributed Chase rules remain unblocked.
From the newly generated V (x4) = {a3, c2, e1} with weight = {1, 2, 1}, we hide
c2, that blocks all the remaining rules.
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e1  f2 -> c2

a3  f2 -> c2

f2 -> d1     

c2 e1 -> d1

a3 c2 -> d1

R(x) = R'DC RLC in x4
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e1  f2 -> c2

a3  f2 -> c2

f2 -> d1     

c2 e1 -> d1

a3 c2 -> d1

R(x) = R'DC RLC in x4

e1  f2 -> c2

a3  f2 -> c2

f2 -> d1     

c2 e1 -> d1

a3 c2 -> d1

R(x) = R'DC RLC in x4

Fig. 2. An example of Chase obstruction algorithm

4 Implementation

To check what is the percentage of attribute values which have to be additionally
hidden in Sd in order to guarantee that a randomly hidden attribute d can not
be reconstructed by Distributed and Local Chase, we use sampling data table
containing 8,000 objects described by 10 attributes. These objects are extracted
randomly from a complete database describing customers of an insurance com-
pany. To build DIS environment as simple as possible (without problems related
to handling different granularity and different semantics of attributes at differ-
ent sites and without either using a global ontology or building inter-ontology
bridges between local ontologies), this data table was randomly partitioned into
4 equal tables containing 2,000 tuples each. One of these tables is called a client
and the remaining 3 are called servers. All of them represent sites in DIS. Now,
for all objects at the client site, we have hidden values of one of the attributes
which was chosen randomly. This attribute is denoted by d. At each server site,
we learn descriptions of d using ERID. ERID is the algorithm for discovering
rules from incomplete information systems, presented by Dardzińska and Ras in
[3] and used as a part of Chase algorithm in [9]. We also used ERID to learn de-
scriptions of unhidden attributes at client site. All these descriptions, in the form
of rules, have been stored in KB of the client. Distributed Chase was applied to
predict what is the real value of a hidden attribute for each object x at the client
site. Local Chase was applied to find rules that restore the hidden attribute val-
ues by Distributed Chase. A DIS with threshold value λ = 0.3, confidence value
of 85%, and support value of 3% of the rows was used in our example. Total
number of attribute values required to be hidden was 1969 (9.845% of attribute
values at client table).
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5 Conclusion

The sensitive information contained in an attribute cannot be protected by sim-
ply hiding the attribute from an information system in DIS due to the Chase
algorithm using Knowledge Base. The strategy presented in this paper mini-
mizes the number of values which should be additionally hidden to guarantee
that values cannot be reconstructed by either Distributed or Local Chase. We
believe that our strategy is well suited to the environment in which a number of
information systems participate in a Distributed Knowledge Discovery System.
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Abstract. The inference problem is an unauthorized disclosure of sen-
sitive information via indirect accesses. It happens when generic users
can infer classified information from the data or relations between data
in a dataset available to them. This problem has drawn much attention
from researchers in the database community due to its great compro-
mise of data security. Unlike previously proposed approaches, this paper
presents a new scheme for handling inference problems, which considers
both security and functionality of a dataset. The scheme uses two main
tools. One is the application of rough sets to form a minimal set of deci-
sion rules from the dataset. The other is the use of entropy, an important
concept from information theory, to evaluate the amount of information
contained in the dataset. By analyzing the changes of confidence in de-
cision rules and in the amount of information, an optimal solution can
be decided. The scheme is explicit and also easy to be implemented.

1 Introduction

The inference problem is an unauthorized disclosure of sensitive information via
indirect accesses, usually via performing inference. A common representation of
this problem is that the generic users infer sensitive information from data or
relations between data contained in the dataset available to them. Depending on
the level of accuracy by which the sensitive information is revealed, full disclosure
or partial disclosure may occur.

A conventional way to deal with the inference problem is to prevent infer-
ence channels (An inference channel is a minimal set of attributes or relations
between attributes needed to perform an inference) from forming. Thus at least
one attribute in an inference channel should be trimmed off from the dataset
for generic users. Papers considering the inference problem are often classified
into two categories. One is to detect and remove the problem during database
design (See [1][6][7][8][12] [13][19][20][22]). Methods in this category analyze at-
tributes and relations between attributes. Once an inference channel is identi-
fied, one or more attributes are raised into a higher security classification, such
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that the generic user cannot access them without being granted extra autho-
rizations. These techniques often result in over-classification of data, and con-
sequently reduce the availability of data. Methods in the other category deal
with the inference problem in the stage of query processing (See [5][9][14][15][10]
[23][24][25][26]). Advocators of this category believe that this problem can be
most effectively prevented since the generic users usually perform inference from
the results of queries. Therefore, for a long time users’ query history is inten-
sively involved in these methods. Although these techniques allow increased data
availability, an obvious weakness of them is that the system has to set up a query
history for each user, and the query history of each user is infinitely growing. In
other words, they are computationally expensive. In [4][21], accessing key distrib-
ution schemes are used to deal with the inference problem. Though the problem is
processed in query time, both data availability and response time are considered.

In methods mentioned above, when an attribute is removed from the dataset,
all the values of that attribute are hidden from the generic users. Here comes
a challenge for the DBAs (database administrators). If only some values of the
sensitive attribute are classified, and consequently should be hidden for the sake
of security, while the others should be released for the reason of performance
and functionality, then how to protect the classified values from unauthorized
disclosure? The inference problem exists in this case because the relation between
attributes is exposed to the generic users due to the exposure of some values in
the sensitive attribute. The generic users can conclude rules from the available
dataset, and then infer the missing data by applying those rules. Therefore, in
most cases not only the sensitive values, but some non-sensitive values should be
trimmed off from the released dataset in order to prevent the generic users from
forming rules. We can easily see that there is a trade-off between functionality
and security, which means more data should be released as long as the classified
data is well protected. Previous efforts[2][3][11] give us inspiration for developing
our scheme. In [2], decision trees analysis is used to form decision rules from
dataset, and in [3], Bayesian networks is used for the same purpose. But none of
them presents an integrated solution like ours in this paper. Our scheme provides
explicit computational methods to evaluate both security and functionality of
the dataset.

The structure of this paper is as follows. In section 2, we give an outline of
our scheme. In Section 3, we show how to use rough sets to form decision rules
from the dataset and to apply for inference problem. Section 4 discusses how
to evaluate the amount of information of a dataset using entropy. Conclusion is
given in section 5.

2 Our Scheme

In this section, we are going to present our scheme. Before getting into it, we feel
worthy to dedicate some space to explain the idea of trade-off between security
and functionality, which is the main motivation of our scheme.

Let’s see an example, which is modified from [16]. In Table 1, attribute a rep-
resents“age”with values of“1: young, 2: pre-presbyopic, 3: presbyopic”; attribute
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Table 1. Original Database

U a b c d e U a b c d e
1 1 1 2 2 1 21 1 2 1 1 3
2 1 2 2 2 1 22 1 2 1 1 3
3 1 2 2 2 1 23 1 2 2 1 3
4 1 2 2 2 1 24 2 1 1 1 3
5 2 1 2 2 1 25 2 1 1 1 3
6 3 1 2 2 1 26 2 1 2 1 3
7 3 1 2 2 1 27 2 2 1 1 3
8 1 1 1 2 2 28 2 2 1 1 3
9 1 2 1 2 2 29 2 2 1 1 3
10 1 2 1 2 2 30 2 2 1 1 3
11 2 1 1 2 2 31 2 2 2 1 3
12 2 1 1 2 2 32 2 2 2 2 3
13 2 1 1 2 2 33 3 1 1 1 3
14 2 2 1 2 2 34 3 1 1 1 3
15 3 2 1 2 2 35 3 1 1 2 3
16 3 2 1 2 2 36 3 1 2 1 3
17 1 1 1 1 3 37 3 2 1 1 3
18 1 1 2 1 3 38 3 2 1 1 3
19 1 1 2 1 3 39 3 2 2 1 3
20 1 1 2 1 3 40 3 2 2 2 3

b means “spectacle” with values of “1: myope, 2: hypermetrope”; attribute c is
“astigmatic” with values of “1: no, 2: yes”; attribute d is “tear production rate”
with values of“1: reduced, 2: normal”; attribute e is “the optician’s decision”with
values of “1: hard contact lenses, 2: soft contact lenses, 3: no contact lenses”.

Suppose for the reason of security, the value of e of patient 13 is classified
as sensitive for the generic users, and the other values are not (See Table 2, in
which the classified value is replaced by a question mark).

Now we examine Table 2, is the classified data actually hidden from the
generic users? Obvious, this is not the case. Because among the other 39 complete
records, record 11 and 12 have the same values in attributes a, b, c, d as record
13. Moreover, values of attribute e for both record 11 and 12 are the same, which
is “2”. Thus the generic users conclude that the value of e of patient 13 is also“2”,
which means that patient wears soft contact lenses. The rule can be formalized
as a2b1c1d2 → e2 (subscript represents the value of the attribute).

The example shows that hiding only the sensitive data sometimes can not
meet the requirement of security. To protect the sensitive data from inference
attack, more values should be trimmed off. One option is to hide all the relative
values, in our example, all information about records 11 and 12, so that no rule
could be concluded from the available dataset (In fact, we will see later that
hiding records 11 and 12 will not completely eliminate the inference problem).
However, in this case the generic users can no longer access any information
about records 11 and 12, that reduces the availability of data, or in other words,
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Table 2. Modified Database

U a b c d e
1 1 1 2 2 1
. . . . . .
9 1 2 1 2 2
10 1 2 1 2 2
11 2 1 1 2 2
12 2 1 1 2 2
13 2 1 1 2 ?
14 2 2 1 2 2
15 3 2 1 2 2
. . . . . .
40 3 2 2 2 3

the functionality of the database. We called this dilemma the trade-off between
functionality and security.

It can be seen that the optimal solution for this problem should maximize
both the security and the functionality. For this purpose, we propose a new
scheme. We will use rough sets and entropies for explicit computations of the
security and the functionality. Based on these computations, we can obtain an
optimal solution. Using our scheme, the procedure of handling the inference
problem can be described as follows.

1. Identify and trim off sensitive information from the dataset for generic users.
This step depends on the types of database and the users. We will not discuss
this in details in this paper.

2. Evaluate the security of the dataset.
Use rough sets theory to form a set of decision rules R from the dataset (See
section 3). If the the sensitive information cannot be inferred by employing
the decision rules, in other words, there is no inference problem existing in
the dataset, end the procedure. Otherwise, go to step 3.

3. Find out all the possible values which will course inference problem.
From decision rules in 2 and the sensitive values identified in 1, find out all
the possible candidates which may cause the inference problem. Note that
usually, there will be different choices of these values. We will discuss that
in section 3.1.

4. Choose the values to be hidden.
Decide the values need to be hidden for reducing the inference problem.
We will use entropy functions to compute the functionality of the modified
dataset and find out the right values to be hidden. The details are discussed
in section 4.1

5. Reevaluate the security of the modified dataset.
Use rough sets to get a new set of decision rules for the modified dataset. This
would end in two possible cases. One is that the new decision rules are differ-
ent from the old rules, such that the sensitive information can no longer be
inferred, which means the sensitive information is well protected. The other
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case is that the generic users may still infer the sensitive information by ap-
plying the decision rules, but the probability of conducting a right inference
is reduced. In case that the decreasing is not satisfied, go back to step 3.

6. Evaluate the modified dataset.
Considering the change in security and in functionality according to the re-
quirements of real application. If it is viewed as balanced, end the procedure.
Otherwise, repeat the procedure from step 3.

Since we want our scheme to be computational explicit, the main point is
to quantify the security and the functionality of a dataset. For this purpose,
we introduce rough sets and information theory to estimate these two aspects
respectively. By analyzing the changes in them, the optimal solution is able to
be computed.

In the next two sections, we are going to show some details of our scheme.

3 Making Decision Rules

In this section, we explain how to use rough sets to deduce decision rules from
a dataset. For the definition of rough set and its application to data reasoning,
readers are referred to [16].

For the sake of simplicity, we continue to use the example in section 2. We
use the 39 complete records in Table 2 to form decision rules. Table 2 can be
viewed as a decision table in which {a, b, c, d} are condition attributes, whereas
{e} is the decision attribute. The aim is to compute the minimal set of decision
rules associated with this decision table. To do that, we first simplify the decision
table by eliminating duplicate rows. Since all condition attributes in the table
are different, according to rough sets theory in reasoning about data, we say that
there is a total dependency between the condition attributes and the decision
attribute, i.e. the dependency {a, b, c, d}⇒ {e} is valid.

Then we need to compute the reduction of the set of condition attributes
necessary to define the decision attribute. We can do that by removing one
condition attribute at a time from the table, and check if the reduced table
becomes inconsistent. It is readily checked that in this example none of condition
attributes can be removed. Hence the set of condition attributes is e-independent.

Now we need to check whether we can eliminate some superfluous values of
condition attributes. To this end, we have to find out which values of condition
attributes are indispensable in order to discern the values of the decision at-
tribute. We know the value core (see [16]) is the set of all indispensable values
with respect to e. To check whether a specific value is dispensable or not, we
have to remove it from the table and see if the remaining values in the same row
uniquely determine the decision attribute value in this row. If not, this value
belongs to the core. All core values of each decision rule are given in Table 3.

Knowing all the core values, we can easily compute reducts of each decision
rule by adding to the core values of each decision rule such values of condition
attributes of the rule, that the predecessor of the rule is independent and the
rule is true. Reducts of each decision rule are listed in Table 4.
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Table 3. Core Values of Decision Rules

U a b c d e U a b c d e
1 - - 2 2 1 13 - - - 1 3
2 1 - 2 2 1 14 - - - 1 3
3 - 1 2 2 1 15 - - - 1 3
4 - 1 2 2 1 16 - - - 1 3
5 - - 1 2 2 17 - - - - 3
6 - - 1 2 2 18 2 2 2 - 3
7 2 - 1 2 2 19 - - - - 3
8 - - 1 2 2 20 3 1 1 - 3
9 - 2 1 2 2 21 - - - 1 3
10 - - - 1 3 22 - - - 1 3
11 - - - 1 3 23 - - - - 3
12 - - - 1 3 24 3 2 2 - 3

Table 4. Reducts of Decision Rules

U a b c d e U a b c d e
1 x 1 2 2 1 13 x x x 1 3
1′ 1 x 2 2 1 14 x x x 1 3
2 1 x 2 2 1 15 x x x 1 3
3 x 1 2 2 1 16 x x x 1 3
4 x 1 2 2 1 17 x x x 1 3
5 1 x 1 2 2 17′ 2 2 2 x 3
6 1 x 1 2 2 18 2 2 2 x 3
6′ x 2 1 2 2 19 3 1 1 x 3
7 2 x 1 2 2 19′ x x x 1 3
8 2 x 1 2 2 20 3 1 1 x 3
8′ x 2 1 2 2 21 x x x 1 3
9 x 2 1 2 2 22 x x x 1 3
10 x x x 1 3 23 x x x 1 3
11 x x x 1 3 23′ 3 2 2 x 3
12 x x x 1 3 24 3 2 2 x 3

It is easy to find the minimal set of decision rules now. We can get it by
removing superfluous rules from Table 4. Thus the final result can be written as:

a1c2d2 → e1; b1c2d2 → e1

a1c1d2 → e2; a2c1d2 → e2; b2c1d2 → e2

d1 → e3; a2b2c2 → e3; a3b1c1 → e3; a3b2c2 → e3

Combining all decision rules for one decision class, we get the following deci-
sion rules:

Rule 1 : (a1 ∨ b1)c2d2 → e1

Rule 2 : (a1 ∨ a2 ∨ b2)c1d2 → e2

Rule 3 : d1 ∨ (a3b1c1) ∨ ((a2 ∨ a3)b2c2) → e3
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3.1 Find Out Inference Values

Now we come back to the inference problem. Our purpose is to hide the rule
Rule h : a2b1c1d2 → e2. To do that, we use the decision rules obtained to
“decompose”the hiding rule as follows. Basically, we consider the“and”for Rule h
and the decision rules of the dataset.

From Rule 1 and Rule h we obtain a rule: Rule h1 : b1d2 → e1 ∨ e2.
From Rule 2 and Rule h we obtain a rule: Rule h2 : a2c1d2 → e2.
From Rule 3 and Rule h we obtain a rule: Rule h3 : a2 ∨ b1c1 → e2 ∨ e3.

The decomposition gives us strong information that the rule a2c1d2 → e2

causes inference problems. This rule involves records 11,12, and 14. For each of
these three records, at least one value of the attributes a, c, d or e should be
hidden. At this point, we still cannot decide which value to be hidden. We will
discuss how to choose the values to be hidden in the next section.

After the chosen values are hidden, we repeat the above process to make the
decision rules for the modified dataset. If there is some conflict in making decision
rules or the new rules cannot decompose Rule h into a meaningful solution, then
we solve the inference problem.

In Table 5, 3 more values are hidden from Table 2. Using the same method
to compute the decision rules, we will find that the Rule h1 and Rule h3 are
unchanged, but Rule h2 is changed to: c1d2 → e2. Therefore it is difficult to find
Rule h from the modified dataset.

4 Quantifying Information in Database

In this section, we show how to use “entropy” to evaluate the amount of infor-
mation contained in a database. In [17][18], entropy was defined as a measure
of the amount of information contained in an information source. The entropy
function is defined as:

H(p1, . . . , pn) = −∑n
i=1 pi log pi

Where (p1, . . . , pi) is a probability distribution (using base 2 logarithms).
Intuitively, a table containing some missing values provides less information

than a table without any missing values. We can use the probability to measure
the availability of data. Suppose we select a random entry in a table. What is the
probability that the value is not missing? If the table has no missing value, then
the probability is 1. Otherwise, we can compute the probability by counting the
missing values. However, since we are under the circumstance of databases, it is
more complicated than tables or regular information source. We have to consider
the distribution of missing values in rows and in columns. Therefore, we need to
evaluate the amount of information with respect to both rows and columns. We
use Hr and Hc to represent them respectively. If there are r rows in the dataset,
then define Hr = −∑r

i=1 pi log pi, where pi is the probability of availability of
ith row. If no value is missing, then pi = 1

r for each i. If some value is missing
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Table 5. Further Modified Database

U a b c d e
1 1 1 2 2 1
. . . . . .
9 1 2 1 2 2
10 1 2 1 2 2
11 ? 1 1 2 2
12 2 1 ? 2 2
13 2 1 1 2 ?
14 2 2 1 ? 2
15 3 2 1 2 2
. . . . . .
40 3 2 2 2 3

in ith row, then pi < 1
r . Hc is defined in a similar way. For instance, we decide

to trim the database Table 2 into Table 5.
The entropies of the Table 2 are:

Hr = 39× 1
40 × 5

5 × log (40
1 × 5

5 ) + 1
40 × 4

5 × log (40
1 × 5

4 ) = 5.302
Hc = 4× 1

5 × 40
40 × log (5

1 × 40
40 ) + 1

5 × 39
40 × log (5

1 × 40
39 ) = 2.318

The entropies of Table 5 are:

H ′
r = 36× 1

40 × 5
5 × log (40

1 × 5
5 ) + 4× 1

40 × 4
5 × log (40

1 × 5
4 ) = 5.242

H ′
c = 1

5 × 40
40 × log (5

1 × 40
40 ) + 4× 1

5 × 39
40 × log (5

1 × 40
39 ) = 2.304

The entropy function has the property that the value of the function in-
creases when the probability becomes evener. For instance, if we hide the value
of attribute a of record 12 and 14 instead, then the H ′

c of Table 5 would be 2.303.
Finally, we define the information rates of the database as IRr = Hr/ log r

and IRc = Hc/ log c, which reflects the availability of information in a database,
i.e. the functionality of a database. Therefore, IRr = 0.996 and IRc = 0.998,
while IR′

r = 0.985 and IR′
c = 0.992.

4.1 Hiding Values

In section 3.1 we find more values should be hidden from the generic users in
order to protect the classified information. So we face the challenge of how to
choose those values?

We will use information rates to decide the missing values. For each of the
possible choices, we compute the information rates of the modified dataset. We
will choose one modification which keeps the information rate as large as possible,
in other words, the modification that has the largest entropies. We know that the
entropy function has the property that the evener the distribution, the larger
the entropy. Let’s take a look at the Table 2, from section 3.1, we decide to
hide one value of attribute a, c, d or e in record 11, 12 and 14. There are 64
(P 1

4 P 1
4 P 1

4 ) ways to do that. Among those choices, there are 24 (P 1
4 P 1

3 P 1
2 ) even

distributions, Table 5 shows one of them. We already computed that IRr = 0.985
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and IRc = 0.992. If we hide uneven distributed values in this example, we will
find that the value of IRc slightly smaller.

In real applications the importance of different attributes usually varies. So
in practice, we can also consider that factor in determining hiding vales. By
employing our method and considering the importance of attributes, an optimal
solution can be decided.

5 Conclusion

In this paper, we present an integrated, computational solution for the inference
problem. The solution contains two main parts. First we use rough sets to deduce
the minimal set of decision rules from dataset. Then we use information rates
to measure the amount of information contained in the dataset. By quantifying
both security and functionality, we are able to analyze the possible changes in
them. Depending on these analysis, we suggest a practical way to decide the set
of values to be hidden which solves the inference problem.

Our scheme to handle the inference problem is the first one to propose com-
putationally feasible methods for both security and functionality of a dataset.
Although some other techniques, such as decision trees and Bayesian networks,
were used to form decision rules, we feel that rough sets have some advantages
in reasoning about data. For example, rough sets use decision tables to repre-
sent data when forming decision rules. Tabular form of representation allows us
for easy computation of truth of decision rules, and consequently provides an
easy way to simplify the rules. A disadvantage is that inconsistent records are
abandoned when deducing decision rules in the beginning. This may cause some
useful data excluded because of a small number of noisy data. One possible so-
lution for that is to give some weight to the rules according to the number of
same records.
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Abstract. Nowadays, computer systems consist of many components
such as servers and clients, protocols, services, and so on. Systems con-
nected to network have become more complex, with research focused
on performance and efficiency. While most of the attention in system
security has been paid to encryption technology and protocols for se-
curing data transactions, a weakness (security hole) in any component
may comprise the whole system. Security engineering is needed for elim-
inating such holes. This paper outlines some novel challenges of security
engineering, as well as their relations to other areas of scientific research.

1 Introduction

With increasing society reliance on information, its protection constantly gains
importance. Many products, systems, and services are designed to protect infor-
mation. The focus of security engineering has expanded from a primary concern
of safeguarding classified government data to broader applications including fi-
nancial transactions, contractual agreements, personal information, and the In-
ternet. These trends have elevated importance of security engineering [1].

ISO/IEC TR 15504, the Software Process Improvement Capability Determi-
nation (SPICE), provides a framework for the assessment of software processes,
but it considers security issues incompletely [2]. They are better expressed by the
evaluation criteria ISO/IEC 21827, the Systems Security Engineering Capability
Maturity Model (SSE-CMM), and ISO/IEC 15408, Common Criteria (CC) [3].

The main interest of customers and suppliers may lay not in improvement of
security but rather in performance and functionality. However, if we realize that
a security hole can comprise the whole system, some cost-up will be appropriate.
Otherwise, the resulting end product, even if well engineered, may not meet the
objectives of its anticipated consumers. The IT products like firewall, intrusion
detection systems, or virtual private networks, provide special functions related
to security. However, they are not enough to assure global security of developed
products – broader understood methodology is required.

Security engineering can be applied to software and middleware of application
programs, as well as to security policies of organizations. Appropriate approaches
are needed for product developers, service providers, system integrators and
system administrators even though they are not security specialists. Generally,
security engineering is focused on security requirements for software or related
systems. Its scope is very wide and encompasses:

D. Śl ↪ezak et al. (Eds.): RSFDGrC 2005, LNAI 3642, pp. 568–574, 2005.
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– security in a complete lifecycle: concept definition, analysis of customer’s re-
quirements, high level design and low level design, development, integration,
installation and generation, operation, maintenance end de-commissioning;

– requirements for product and systems developers and integrators, as well
as both commercial and academic organizations that develop software and
provide computer security services and solutions.

Security engineering may be applied to all kinds of organizations, dealing both
with high-level issues (e.g., operational use or system architecture), and low-
level issues (e.g., mechanism selection or design). Next sections illustrate various
aspects of the usage of security engineering techniques.

2 Security Assurance

Software or product developers may use security engineering to gain an under-
standing of the customer’s security needs. Optionally, the product-marketing or
another group can model a hypothetical customer, if required. The main objec-
tive of security engineering here is to provide assurance about the software or
system to customer. Assurance level may be a critical factor influencing purchase.

Fig. 1. Categorization of existing assurance methods

Assurance methods are classified in Fig.1 [6,7]. Depending on method’s type,
gained assurance is based on the assessed aspect and the lifecycle phase. Assur-
ance approaches may examine different phases of the deliverable lifecycle or the
processes producing the deliverables. Assurance analysis includes facility, devel-
opment, analysis, testing, flaw remediation, operational, warranties, personnel,
etc. The following novel approach using so called countermeasures is crucial for
providing the customers with security assurance control.
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3 Security Countermeasures

In general, threat agents’ primary goals fall into three categories: unauthorized
access, unauthorized modification or destruction of important information, de-
nial of authorized access. Security countermeasures are implemented to prevent
threat agents from successfully achieving these goals. It is especially important
for storing and processing valuable data. Consider an example of an IT system
for web-based support of decision-making. The main problem here occurs when
a decision maker cannot trust the display screen or back data reported. In fact,
a threat agent might comprise some components and replace some data. The
owners of IT systems define security countermeasures to cope such cases.

Fig. 2. Security countermeasure design

Although the way of building countermeasures cannot be universal because
of differences between IT systems, a general methodology may be proposed, as
in Fig.2 above. Let’s consider more detailed case study:

1. Determining information value: Information may have different value levels.
For instance, invest plan or financial status are very critical. Security engi-
neers may not understand such value. Therefore, it should be decided by the
information owners – customers.

2. Calculating threat level: Many people, including rival companies, want to get
valuable or critical information. Then, threat agents prepare more high-tech
machines and high-quality attacking tools. The level of threat is escalated.
It must be calculated by security engineers.
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3. Robustness (level of security countermeasures): Evaluation Assurance Level
(EAL), as well as Strength of Mechanism Level (SML) for technology, oper-
ation and personnel, should be set up high to protect critical information.

4. Localization: Countermeasures cannot be implemented in all places of a sys-
tem. Moreover, their implementation requests money. Discussion between
the customers and security engineers is needed to locate countermeasures.
In this study, imagine that we select enclave boundary.

5. Characteristics: We should select the main characteristic of the countermea-
sure. Here, most attacks will target information stored in databases. There-
fore, we may select access control.

6. Implementation: In case of access control, we can use firewall or guard sys-
tems. But security systems are not perfect solution. All the systems must be
operated by proper security policies and procedures. Firewall systems may
be implemented by technical part (product and technology) and operated
by non-technical part (operation policy and operator).

4 Software Engineering

The first objective of software development is perfect implementation of cus-
tomer’s requirements. However, if a software component has some critical secu-
rity holes, the whole system becomes vulnerable. Developers and analyzers must
consider some security-related factors and append security-related requirements
to the customer’s requirements. Fig.3 depicts the idea of the process of defining
security-related requirements in combination with implementation of software
itself [6,7,8]. This approach can be used, in particular, to include previously
designed security countermeasures in the development process.

Fig. 3. Append security-related requirements
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5 System Maturity

Higher quality products can be generated more cost-effectively by emphasizing
maturity of the organizational practices involved [7,8]. Efficient processes are
required, given the increasing cost and time required for the development of
secure systems and trusted products. Maintenance of secure systems relies on
the processes that link people and technology. Fig.4 presents generally accepted
levels of system maturity with respect to its security capabilities.

Fig. 4. Generally accepted levels of system maturity with respect to security

It is worth noting that considerations on system maturity should also include
security countermeasures. Some base practices related to their performance and
efficiency are already formulated in [1]. We are currently preparing extension of
base practices with regards to the design of countermeasures.

6 IT Products Security Levels

The multipart standard ISO/IEC 15408 defines criteria, which for historical and
continuity purposes are referred as to the Common Criteria (CC), for evaluation
of security properties of IT products and systems. CC contains requirements for
security functions and assurance measures applied during security evaluation.
Given such a common criteria base, the results of an IT security evaluation
are meaningful to a wider audience and make independent security evaluations
comparable to each other. Evaluation results may help consumers to determine
whether the IT product or system is secure enough for their intended application
and whether the security risks implicit in its use are tolerable [5,10]. Fig.5 depicts
generally accepted level of IT products security.
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Fig. 5. Generally accepted levels of IT products security

7 Conclusions and Future Work

As mentioned earlier, security should be considered at the starting point of all
the development processes. It should be implemented and applied to the IT
system or software products by using the security engineering.

In this paper, we discussed several areas of security engineering, putting a
special emphasis on a novel idea of using security countermeasures. There are,
however, many aspects and challenges not mentioned here. One of them is de-
velopment of intelligent techniques supporting security engineers while designing
optimal solutions. Nowadays, we can observe applications of such techniques to
selected security topics, like e.g. intrusion detection [4], or security hole type
recognition [9], which leads to automatic specification of appropriate recovery
steps. However, more broad applications of data mining and intelligent design
would be worth considering within security engineering methodology.
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Abstract. An integration method of variable precision rough set and
neural network for fault diagnosis is presented and used in rotary ma-
chinery fault diagnosis. The method integrates the ability of variable
precision rough set on reduction of diagnosis information system and
that of neural network for fault classification. Typical faults of rotating
machinery were simulated in our rotor test-bed. The power spectrum
data are used as rotating machinery fault diagnosis signal. For incon-
sistent data and noise data in power spectrum, variable precision rough
set model allows a flexible region of lower approximations by precision
variables. By attribute reduction based on variable precision rough set,
redundant attributes are identified and removed. The reduction results
are used as the input of neural network. The diagnosis results show that
the proposed approach for input dimension reduction in neural network
is very effective and has better learning efficiency and diagnosis accuracy.

1 Introduction

Fault diagnosis can generally be treated as a pattern classification task [8]. Neural
network for pattern recognition has good adaptability and self-learning ability,
which makes neural network to be applied in fault diagnosis [4], [11]. For applica-
tions of fault diagnosis it requires outputs with high accuracy, especially for fault
diagnosis of rotating machinery. However, neural network based fault diagnosis
systems is often too slow and inefficient. The main reason is that neural network
can’t deal with the redundant information from the fault diagnosis vibration
signal. The redundant information will easily lead to some problems such as
too complex network structure, long training time and even diagnosis mistakes.
Because of these disadvantages the further application of neural network in the
fault diagnosis is limited. Rough set theory is a mathematical tool for dealing
with vagueness and uncertainty, which was introduced and studied by Z. Pawlak
[9],[10]. In the rough set theory, the approximation region is determined through
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the indiscernible relations and classes. By the knowledge reduction, the redun-
dant information is deleted and the classified knowledge rules are induced. As an
extension of original rough set model, the variable precision rough set (VPRS)
model is defined by W. Ziarko [6],[13]. This model inherits all basic mathematical
properties of the original rough set model but allows for a predefined precision
level β, which can avoid high sensitivity of computation to small misclassification
errors. This is an important extension which will give us a new way to deal with
the noisy data such as fault diagnosis vibration signal.

VPRS model and neural network show respectively advantages in fault diag-
nosis. How to integrate VPRS model and neural network together and make use
of their respective advantages for fault diagnosis is an important issue. In this
paper, VPRS model is taken as a preprocessing unit of fault diagnosis neural
network. By VPRS model, redundant diagnosis information is reduced and the
reduction results are handled as inputs of neural network. Therefore, dimensions
of input data are decreased and structures of neural network are improved. For
rotary machinery, typical faults were simulated in our rotor test-bed. The power
spectrum data are used as rotating machinery fault diagnosis signal. For incon-
sistent data and noise data in power spectrum, VPRS model allows a flexible
region of lower approximations by precision variables. The diagnosis results show
that the proposed approach has better learning efficiency and diagnosis accuracy.

2 An Overview of Variable Precision Rough Set Model

VPRS model extends the original rough set model by relaxing its strict definition
of the approximation boundary using a predefined precision level β. Hence some
boundary regions are included in the positive region. It uses ‘majority inclusion’
relations for classification rather than ‘equivalence relation’ of original rough set
[3]. Therefore, the VPRS model enhances discovery capabilities of the original
rough set model and tolerates the inconsistent data of information system.

For a given information system S = (U,A, V, f), X ⊆ U , B ⊆ A, lower
approximation and upper approximation are defined with precision level β. The
value β denotes the proportion of correct classifications [1], in this case, the
domain of β is 0.5 < β ≤ 1. Bβ(X)and B

β
(X) are respectively called the lower

and upper approximation of X with precision level β.

Bβ(X) =
⋃
{[x]B : P (X/[x]B) ≥ β} (1)

B
β
(X) =

⋃
{[x]B : P (X/[x]B) > 1− β} (2)

Here, [x]B is the equivalence class, x ∈ U . P (X/[x]B)is referred as conditional
probability function [2],[3],[13].

P (X/[x]B) = |X ∩ [x]B |/|[x]B | (3)

Where |X |is the cardinality of the set X .
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The β-positive, β-negative and β-boundary regions are defined by

POSβ
B(X) =

⋃
{[x]B : P (X/[x]B) ≥ β} (4)

NEGβ
B(X) =

⋃
{[x]B : P (X/[x]B) ≤ 1− β} (5)

BNβ
B(X) =

⋃
{[x]B : P (X/[x]B) ∈ (1− β, β)} (6)

As β decreases, the boundary region of the VPRS model becomes narrower.
That is to say, the size of the uncertain region is reduced. When β = 1, VPRS
model can come back to the original rough set model.

For a given information system S = (U,A, V, f), A = C
⋃

D, C is called
condition attribute set, while D is called decision attribute set. X ⊆ U , B ⊆ C.
The rough degree of uncertainty can be measured by β-accuracy αβ

B(x).

αβ
B(x) =

∣∣∣Bβ(X)
∣∣∣/ ∣∣∣Bβ

(X)
∣∣∣ . (7)

The measure of classification quality is defined by β-dependability as follows:

γβ (B, D) =
|⋃ {[x]B : |X ∩ [x]B|/|[x]B | ≥ β}|

|U | . (8)

The β-dependability γβ(B, D) measures the proportion of objects in the uni-
verse, for which the classification is possible with the precision level β.

In VPRS model, knowledge reduction is aimed to select the minimum at-
tribute subsets of C which don’t change the quality of classification with the
precision level β[2],[13]. Assumed redβ(C, D) is β approximate reduction, then

γβ(C, D) = γβ(redβ(C, D), D) (9)

If any one attribute from redβ(C, D)is eliminated, the formula (9) will be
invalid. In other words, no proper subset of redβ(C, D) at the same β value
can also give the same quality of classification. A decision system may have
many β- reductions. The intersection of all reductions is called core. People
always pay attention to the minimal reduction sets that has the least attributes.
However, it has been proved that the minimal reductions of the decision system
are the NP-hard [12]. It is most important to find a reduction algorithm with
low computation cost.

For decision system S = (U,A, V, f), A = C
⋃

D, let D = {d}, Vd =
{1, 2, ..., n}, then U/D={Y1, Y2, ..., Yn}, the decision class Yi ={x ∈ U, d(x) = i}.
In VPRS model, for each x ∈ Bβ(Yi) a decision rule may be generated as follows∧

r∈C

(r, r (x)) → d(x) = i. (10)

3 Model of VPRS and Neural Network for Fault
Diagnosis

In fault diagnosis, there are not one to one definite relations between the fault
reasons and the fault symptoms with relatively high information redundancy.
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We always try to decrease redundance of diagnostic information by reduction.
In the process of reduction, useful information is kept and redundant informa-
tion is removed. However, too much absence of redundance will result in high
sensitive to even small misclassification errors, which is also the essential reason
in producing weak generalization and admissible error performance in original
rough sets model [7]. The VPRS model can effectively eliminate the redundant
information to reveal the diagnosis rules by means of reduction and mining. But
it allows a predefined precision level β to deal with the noisy data, which can
avoid high sensitivity of computation to small misclassification errors.

For decision system S = (U,A, V, f), A = C
⋃

D, U is fault sample, con-
dition attribute C is the fault symptom set; Decision attribute D corresponds
with the result of the fault classification. First, we can ascertain the appropriate
precision level β. For noisy domains or inconsistent data, β takes smaller value,
otherwise β takes bigger value. For the discretized decision table, we calculate
its upper and lower approximation sets with precision level β, β-accuracy and
β-dependability. The ability of approximate classification of the decision table
can be evaluated at precision level β. Subsequently, reduction of decision table
is made. For condition attribute reduction, the condition attributes are checked
whether all the attributes are indispensable. If the classification ability of deci-
sion table is not changed by eliminating an attribute, then this attribute can be
deleted, otherwise it can’t be deleted.

For neural network large number of redundance allow the system have a
good performance on generalization, adaptive error, noise restrained and self-
organization performance [7]. However, too much redundance results in defects
of neural network, i.e., complex structure and time consuming .VPRS model can
be used for attribute reduction at precision level β. By attribute reduction, un-
necessary redundance is identified and removed. The reduction set of attributes
can be regarded as input of neural network. The output of neural network cor-
responds to conclusion of the diagnostic rules. The diagnostic rules prediction
accuracy can be tested by using neural network for fault testing samples. The
model of fault diagnosis based on VPRS and neural network is shown in Fig.1.

Fig. 1. The model of fault diagnosis based on VPRS and neural network

4 Application of VPRS Model and Neural Network for
Rotating Machinery Fault Diagnosis

The application system of VPRS and neural network for rotating machinery fault
diagnosis consists of four modules: experiment, data preparation, β-reduction
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based on VPRS and neural network model training. Vibration signals data from
experiment are divided into two parts, that is, training samples and testing
samples. Continuous attributes of training samples and testing samples must
be discretized. Then the decision table is dealt with VPRS model and neural
network model. Neural network is trained after being reduced. In general, the
three-layer BP neural network is suitable for fault diagnosis of rotating machin-
ery. Therefore BP neural network is used as classification model in our work.
We select some of the reduction sets to train BP neural network. At last the
outputs from all trained BP neural network are combined with the diagnosis
classification results and are tested by fault testing samples.

4.1 Experimental Data Analysis

In fault diagnosis, many feature parameters can be used to reflect working state
of equipments. But it is impossible to use all parameters to judge whether equip-
ments work normally. We can only extract the necessary fault feature attributes
and from these features obtain diagnosis rules. For fault diagnosis of rotating
machinery, time domain, frequency domain and amplitude value domain can be
regarded as fault features. Because the vibration signals of rotating machinery
in the frequency domain are obvious, the frequency domain feature of vibration
signals is regarded as main fault feature. The damage extent of fault is evaluated
by energy distribution of frequency. The power spectrum data is smaller influ-
enced by noise than the time series data. From this reason in this paper power
spectrum data is used as fault diagnosis signal. Power spectrum represents the
distribution of signal energy with frequency. Typical faults of rotating machinery
were simulated in our rotor test-bed. Among the rotating equipments, rotor un-
balance, oil-film whirl, rotor misalignment and rotor frictional impact faults are
the common faults. Figures 2 ∼ 5 illustrate four typical faults power spectrum
of rotor collected from our rotor experiments, where the rotor rotation speed is
4860 r/min and sampling frequency is 2560 Hz. The segment data of 0 ∼1000
Hz are given in figures.

Fig. 2. Power spectrum of rotor unbalance fault
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Fig. 3. Power spectrum of oil-film whirl fault

Fig. 4. Power spectrum of rotor misalignment fault

Fig. 5. Power spectrum of rotor frictional impact fault

4.2 Data Preparation

In application of VPRS model, a fault diagnosis decision table must be first built.
Then, attributes of decision table are discretized because the VPRS model cannot
deal with continuous attributes. Fault feature should be selected by removing
unreasonable features with narrow intervals. Suppose that EV is the average
value of vibration energy for each feature frequency spectrum, then

EV =

√√√√ n∑
j=1

A2
j

/√
NBF (11)
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Where Aj is the amplitude of FFT spectrum; NBF is the width of noise band
with window (for Hamming window, NBF = 1.5). By calculating the average
value of vibration energy EV and choosing a proper threshold μ [5], the attribute
value Ci of decision table can be calculated.

If EV ≥ μ Then Ci = ”1” Else Ci = ”0”
Ci = ”1” represents abnormal spectrum; Ci = ”0” represents normal spectrum.

4.3 Fault Features Reduction and Neural Network Training

Fault features are extracted by approximate reduction of VPRS model. By the
reduction redundant condition attributes are deleted and important attributes
which influence classification are reserved at a predefined precision level β. Sev-
eral different reduction sets can be got from the fault training samples. Each
reduction is a representation of the samples which don’t change the quality of
classification with the precision level β. BP Neural network is trained by differ-
ence reduction sets. At last the outputs from all trained BP neural network are
combined with the diagnosis classification results and are tested by fault test-
ing samples. The process of fault diagnosis based on VPRS model and neural
network is shown as following steps.

Step 1. Vibration signals data from experiment are divided into training samples
and testing samples. Continuous attributes are discretized.
Step 2. Fault diagnosis decision table S = (U,A, V, f) is built, and the same
samples are combined.
Step 3. Computing respectively all equivalence classes for fault symptom sets C
and fault type sets D, namely U/C={X1, X2, ..., Xi}and U/D={Y1, Y2, ..., Yj}.
Step 4. For inconsistent equivalence classXi, computing respectively conditional
probability function P (Yj/Xi).
Step 5. The appropriate precision level β is ascertained. For a given probability
value β, the β-positive region corresponding to a concept is delineated as a set of
objects with conditional probabilities of allocation at least equal to β. For noisy
domains or inconsistent data, β takes smaller value, otherwise, β takes bigger
value.
Step 6. Lower approximation Bβ(X) and upper approximation B

β
(X) are cal-

culated with precision level β. Then its β-accuracy αβ
B(x) and β-dependability

γβ(B, D) are calculated.
Step 7. The fault symptom sets (condition attributes) are reduced. The core of
the condition attribute reduction is calculated.
Step 8. A three-layers BP neural network is constructed that includes input
layer, hidden layer and output. The training of BP neural network is performed
with the reduction set. Attributes of reduction set are regarded as input layer
Xn = {Xn1, Xn2, ..., Xni}T ; The output layer corresponds to the conclusion of
the diagnostic rules, Yn = {Yn1, Yn2, ..., Ynj}T .
Step 9. In the training process of neural network, if the average quadratic error
δ ≤ 0.001, the learning is successful. Otherwise go to step 8.
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Step 10. The samples that cannot be learned by BP neural network are deleted
from the training samples. And diagnostic rules are acquired.
Step 11. The diagnostic rules prediction accuracy is tested by using the BP
neural network for the testing samples.
Step 12. Diagnosis results are analyzed and synthesized.

4.4 Examples

By rotor experiments 150 groups sample data of rotor fault are collected and
are divided into training and testing samples. The training samples include 80
samples shown in table 1. The 70 testing samples are used for testing. U =
{x1, x2, ..., x80} is a finite sets of the fault samples; The condition attribute C =
{c1, c2, ..., c8} is the fault symptom set, and c1, c2,. . . ,c8 indicate respectively fre-
quency range, here f0 is rotating frequency. Decision attribute D means the fault
type. D = {1, 2, 3, 4}means the sample has respectively the rotor unbalance, oil-
film whirl, rotor misalignment and rotor frictional impact faults symptom.

Table 1. Fault diagnosis cases

0.01∼
0.39f0

0.40∼
0.49 f0

0.5f0 0.51∼
0.99f0

f0 2f0 3f0 5f0

U c1 c2 c3 c4 c5 c6 c7 c8 D

x1 -29.11 -30.65 -32.76 -11.20 9.68 -21.07 -19.18 -18.50 1
x2 -20.19 24.05 22.86 19.06 0 -14.43 -28.81 -17.66 2
x3 -40.12 -44.45 -47.78 -22.56 -9.83 -8.24 -19.86 -34.65 3
x4 -42.83 -43.67 -32.71 -21.06 -5.36 -6.98 -14.29 -19.86 4
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
x80 -34.51 -30.46 -28.77 -16.83 7.70 -23.19 -18.43 -15.32 1

Because the reference point of power spectrum obtained from the rotor test-
bed does not lie in zero point, so it must be converted to zero reference point.
The maximum point of absolute value of negative number is as zero point during
computing. Then the attributes of decision table are discretized, the attribute
value is {1, 0}, which represents respectively abnormal spectrum and normal
spectrum. The decision table of fault diagnosis is built, see table 2.

Because the power spectrum data have smaller influence by noise, we take
β = 0.8. Then its β-accuracy and β-dependabilityare calculated. When β = 0.8,

Table 2. The decision table of fault diagnosis

U 0.01∼0.39f0

c1

0.40∼0.49f0

c2

0.5f0

c3

0.51∼0.99f0

c4

f0

c5

2f0

c6

3f0

c7

5f0

c8

D

x1 0 0 0 1 1 0 0 0 1
x2 0 1 1 1 0 0 0 0 2
x3 0 0 0 1 1 1 1 0 3
x4 0 0 0 0 1 1 1 0 4
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
x80 0 0 0 0 1 0 0 0 1
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Table 3. Classification rules for reduction subset {c2, c5, c6, c7}

Rules
c2 = 0 ∧ c5 = 1 → D = 1 c2 = 1 ∧ c5 = 0 → D = 2
c5 = 1 ∧ c6 = 0 ∧ c7 = 0 → D = 1 c5 = 1 ∧ c6 = 1 → D = 3
c2 = 1 → D = 2 c5 = 1 ∧ c6 = 1 ∧ c7 = 1 → D = 4

it results that αβ
B(x) is equal to 1.0 and γβ(B, D)to 1.0. This indicates that the

approximate classification ability of decision table with precision level β = 0.8
is accord with request. We deal with the knowledge reduction with precision
level β = 0.8. The reduced results of fault symptom sets are: the core of the
condition attribute reduction is empty; there are six the simplest reduction
subsets of condition attribute C relatively to decision attribute D. They are
{c2, c5, c6, c7},{c3, c5, c7, c8},{c6, c7, c8},{ c2, c4, c5},{c3, c5, c6}and {c2, c5, c8}.
The different reduction sets as inputs of BP neural network are selected and
the diagnostic rules by training and learning of neural network are acquired.

Limited by the length of the paper, we only provide the rule sets for reduction
subset {c2, c5, c6, c7}. The performance of the BP neural network with reduced
4-input dimension is compared with the original 8 inputs, which the number of
network input nerve cells is effectively decreased. The structures of BP neural
network are 4-6-4, namely, 4-input nodes, 6-hidden nodes and 4-output nodes.
During training, if δ ≤ 0.001, then learning is successful. In the training process
for reduction subsets{ c2, c5, c6, c7}, diagnostic rules are acquired in table 3.

Similarly, we use this method to extract diagnostic rules for other reduction
subsets. For six reduction subsets in this example, in all we extracted 21 diag-
nostic decision rules. These rules are tested by testing samples, where its correct
rate of the diagnosis is 0.803 for all samples. Therefore, we can certain that the
integration method of VPRS and neural network for rotating machinery fault
diagnosis has better learning efficiency and diagnosis accuracy.

5 Conclusions

The method based on VPRS model and neural network is applied to fault diag-
nosis of rotating machinery, where the aim is to solve fault features extraction
and diagnostic rules acquisition. The data information of fault diagnosis is ob-
tained directly from vibration signal system in which noisy data and uncertain
information exists. VPRS model can effectively eliminate the redundant fault
attributes, and it allows for a precision variable to deal with the noisy data.
High sensitivity of computation to small misclassification errors in diagnosis sys-
tem is avoided by VPRS model. Simulation results for rotating machinery fault
diagnosis show that the proposed approach is effective in reducing the redun-
dancy of neural network and extracting the accurate diagnosis rules. The cost
of computing is decreased and real-time diagnosis becomes possible. In further
research, it is being considered how the precision variable in different diagnosis
systems are reasonable chosen and diagnosis accuracy is further improved.
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Abstract. Knowledge acquisition plays a significant role in the knowledge-
based intelligent process planning system, but there remains a difficult issue. In 
manufacturing process planning, experts often make decisions based on 
different decision thresholds under uncertainty. Knowledge acquisition has been 
inclined towards a more complex but more necessary strategy to obtain such 
thresholds, including confidence, rule strength and decision precision. In this 
paper, a novel approach to integrating fuzzy clustering and VPRS (variable 
precision rough set) is proposed. As compared to the conventional fuzzy 
decision techniques and entropy-based analysis method, it can discover 
association rules more effectively and practically in process planning with such 
thresholds. Finally, the proposed approach is validated by the illustrative 
complexity analysis of manufacturing parts, and the analysis results of the 
preliminary tests are also reported.  

1   Introduction 

Knowledge processing aims at manipulating knowledge to enhance its representation 
and properties for better utilities in supporting decision level automation. Knowledge 
acquisition, however, is yet to be fully studied and remains the most difficult issue 
[11]. In manufacturing process planning, it undoubtedly leads to the difficulty in the 
uncertain manufacturing process decision.    

The raw process information stored in the process database appears to be 
incomplete, imprecise and out-of-date. Many methods, such as ES [6], fuzzy theory 
[7], ANN [5], have been utilized to solve these problems, however, these approaches 
seem to be incapable of handling with the uncertainty happening frequently in the 
different phases of manufacturing process planning, saying nothing of discovering 
association rules from different kinds of historical process planning information. How 
to effectively and accurately extract the useful process knowledge from complex 
process information source still remains a big challenge. 

The RST (rough set theory) proposed by Pawlak [8][9][10] enriches the 
mathematical techniques for discovering regulations and knowledge from information 
tables. It has attracted much attention in information processing research in recent 
years also. Consequently, it has been successfully introduced and applied into many 
real-world engineering problems, especially in the field of knowledge acquisition and 
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rule induction [4][1]. Nevertheless, the classic rough set should be extended under 
most circumstance. Dubois [3] presented the fuzzy-rough set model based on the 
fuzzy theory and RST. This model has been used to deal with the practical fuzzy 
decision problems. Ziarko [13] put forward the VPRS (variable precision rough set) to 
improve the classical RST. VPRS is capable of generalizing the conclusions acquired 
from the objects in miniature to the objects with larger size. It has the additional 
desirable property of allowing for partial classification within some fault-tolerance 
compared to the complete classification required by RST. 

The fuzzy clustering is another mature and efficient approach to knowledge 
discovery. In the procedure to handle with the process planning knowledge, the 
process designers usually analyze the similar manufacturing methods and process 
solutions based on the similarity measure and matching, which is the first step to 
cluster the analogical process solutions with fuzzy clustering. Although the similar 
process knowledge can be reused in this way, the decision-makers think it is 
impractical for them to choose solutions completely based on their experience. In 
most cases, they make decisions based on different decision thresholds, such as 
confidence, decision precision and so on. In the following sections, we synthesize the 
merits of both fuzzy clustering and VPRS to accomplish knowledge acquisition in 
manufacturing process planning.    

2   Integrating Fuzzy Clustering and VPRS  

Let U be a finite set of objects, as to a fuzzy relation R in U× U: 

(1)If ( , ) 1( )R x x x U= ∀ ∈ , then R is reflexive; 

(2)If ( , ) ( , )( , )R y x R x y x y U= ∀ ∈ , then R is symmetrical; 

(3)If ( , ) ( , ) ( , )( , , )R x z R x y R y z x y z U≥ ∧ ∀ ∈ , then R is transitive. If R is a 

reflexive, symmetrical and transitive relation, then R is referred to as a fuzzy 
equivalent relation [12].    

Definition 1: Considering a fuzzy information system (U,R), if R is a fuzzy 
equivalent relation, then (U,R) is called a fuzzy equivalent relation information 
system. 

Definition 2: Assuming that (U,R) and (U,G) are two fuzzy equivalent relation 
information systems, then (U,R,G) is called a fuzzy decision information system, if 
R ⊆ G, then this information system is consistent. 

Definition 3: Given a fuzzy decision information system (U,R,G), as to 0 , 1α β≤ ≤ , 

let us remark that:  

{( , ) : ( , ) }R x y U U R x yα α= ∈ × ≥  (1) 

{( , ) : ( , ) }G x y U U G x yβ β= ∈ × ≥  (2) 

then U can be graduated respectively as:  

1/ {[ ] : } { , , }sU R x x U E Eα α= ∈ = ⋅ ⋅ ⋅ , where [ ] { : ( , ) }x y U x y Rα α= ∈ ∈  (3) 
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1/ {[ ] : } { , , }rU G x x U D Dβ β= ∈ = ⋅ ⋅ ⋅ , where [ ] { : ( , ) }x y U x y Gβ β= ∈ ∈  (4) 

Formally, /U Rα  and /U Gβ  are called the fuzzy approximation graduations.  

Both of them can be induced from the fuzzy approximation Boolean matrix Rα and 
Gβ, and α , β  are the confidence values.  

Definition 4: For every V, W∈U,  

( , ) ( ) / ( )I V W card V W card W= ∩  (5) 

is called the inclusion grade of V in W, where card(W) denotes the cardinality of set W 
[2]. In fact, the inclusion grade can be interpreted as the conditional probability 
function ( | )P V W  also [14].  

Definition 5: Given a fuzzy decision information system (U,R,G), as to 
0 , 1α β≤ ≤ , (0.5,1]γ ∈ , the lower-approximation and upper- approximation with 

/U Rα  to /U Gβ ,denoted as ( / )R Xβ
γ α  and ( / )R X

β
γ α , are defined respectively as 

follows: 

( / ) { : ( ,[ ] ) , [ ] }R X x U I X x X xβ
γ α βα γ= ∈ ≥ ∈  (6) 

( / ) { : ( ,[ ] ) 1 , [ ] }R X x U I X x X x
β
γ α βα γ= ∈ > − ∈  (7) 

Where γ  is the decision precision for some objects, and it is worth noting that not 

all the objects have the appropriate decision results unless the inclusion grade is not 
less than γ . From the above definition, it can be easily shown that γ  links up the 

condition attributes and the decision attributes, and γ  can be treated as the 

confidence for the discovered association rules. The three thresholds all together 
determine the rule strength of the association rules.   

In the knowledge-based process planning system, the attribute values are usually 
miscellaneous, heterogeneous and uncertain, so it is infeasible to introduce the rough 
set into knowledge acquisition directly. In order to adapt to the rigorous requirements 
of process planning, a novel approach integrating fuzzy clustering and VPRS is 
proposed. It is divided into a three-step process. At first fuzzy clustering is utilized to 
graduate the objects with reference to the condition parts and the decision parts 
respectively. Secondly, the fuzzy approximation sets are obtained through VPRS 
model. Finally, the process association rules with different confidence are induced 
according to the fuzzy approximation sets. The procedure is illustrated in Fig.1. 
Different fuzzy approximation graduations can be acquired through setting different 
α  as to the former attributes, it being the same case with the latter attributes by 

setting different β . If ( / )x R Xβ
γ α∈ , some uncertain association rules can be 

considered as follows: 

1
( , ( )) ( , )      ( , , )

m

l l
l

a f x d j α β γ
=
∧ →  (8) 
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Fuzzy clustering for
the condition parts 

Fuzzy clustering for
the decision parts 

The new process rules with

Fuzzy approximation sets
with confidence  

Fuzzy approximation sets
with confidence  α βVPRS(  )

( , , )α β γ

γ

fuzzy relation analysis

 

Fig. 1. The procedures to integrate fuzzy clustering and VPRS 

where d denotes decision result, j is the corresponding decision values, al is the 
condition attribute, fl(x) is the corresponding attribute value and m is the number of 
attributes. 

Proposition 1: Considering a fuzzy equivalent relation information system (U,R) 
and /kD U Gβ∈ , {1, , }k r∈ ⋅⋅ ⋅ ,if γ =1, then it follows that:  

( / )kR Dβ
γ α = ( )kR Dα ={ :[ ] }kx U x Dα∈ ⊆  (9) 

Proof. Whenγ =1, which means ( ,[ ] ) 1I X x α = , [ ]X x β∈  and it implies [ ]x Xα ⊆ . 

According to Eq. (4), we get [ ] kx Dα ⊆ . 

As to the case of γ =1, it is obvious that the VPRS model degenerates to the 

traditional rough set model, which naturally limits the application of knowledge 
discovery. The approach mentioned above is used to mine the individual rule for each 
object based on the association analysis among all the objects, while the rule 
representation in the following statements is applied to assess the entire information 
table, which is based on decision precision and rule precision. 

Let us remark that 

1, /

1
 ( / ) | ( ) |

| |
k

r

k
k D U G

D R D
U

β

αβ α
= ∈

=  (10) 

( , ) inf{( , ) : ( / ) }R G Dα β α β β α δ= ≥  (11) 

then we get the following rules: 
*[ ] [ ]      ( )

R G
x xα β δ→  (12) 

where δ  is decision precision with confidence ( , )R Gα β  for a given information 

table.  
Let us remark that 

* ( / ) min{| ( ) | / | |: }k kD R D D k rαβ α = ≤  (13) 
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* * *( , ) inf{( , ) : ( / ) }R G Dα β α β β α δ= ≥  (14) 

where *δ  means rule precision with confidence *( , )R Gα β . 

3   Fuzzy Clustering-Based Graduation Algorithm  

At first, the fuzzy approximation matrix 
n nR ×  is built up, where n is the number of all 

the objects. It should be mentioned that similarity measure and distance measure are 
two demarcating methods applied to construct fuzzy approximation matrix in fuzzy 
clustering. Here the arithmetical mean least method (see Eq.15) mostly utilized in 

similarity measure is adopted to get the similarity coefficient *
ijr , furthermore to build 

up fuzzy approximation matrix 
n nR × . Through calculating the transitive closure ( )t R , 

we get the fuzzy equivalence matrix R.  

*

1 1

2 ( ( ) ( )) / ( ( ) ( ))
m m

ij l i l j l i l j
l l

r f x f x f x f x
= =

= ∧ +  (15) 

Based on the fuzzy equivalence matrix R and Eq. (16), the fuzzy equivalence 
Boolean matrix Rα with confidence α  can be gotten ultimately. 

=1    
, 1,2, ,| |

=0    

ij ij

ij ij

r r
i j U

r r

α
α

≥
∀ = ⋅ ⋅ ⋅

<
 (16) 

Rα is characteristic of reflexive, symmetry and transitive. Similarly, the fuzzy 
equivalent matrix Gβ with confidence level β  can be achieved. The algorithm is 

depicted as follows: 

Algorithm 1: 

Input: the fuzzy equivalence Boolean matrix Rα. 
Output: the graduation to U as to confidence value α . 

Step1: ix U∀ ∈ , X = ∅ ,Y = ∅ . 

Step2: 0j = . 

Step3: if 1ijr = , then { }jX X x= ∪  and { }jY Y x= ∪ . 

Step4: 1j j= + . 

Step5: if j n< , go to Step3; Otherwise go ahead. 

Step6: if ( ) 1card Y > , ix Y∀ ∈ , { }iY Y x= − , go to Step2; 
       Otherwise go ahead. 
Step7: Output X  and set -U U X= . 
Step8: if U = ∅  complete; otherwise go back to Step1. 
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4   Lower-Approximation and Upper-Approximation in VPRS   

The lower-approximation and upper-approximation are the premises for any rough 
set-based classification problems. The algorithm2 is similar to the traditional RST in 
gaining lower-approximation, and it could be found in many literatures, whereas the 
classification judgment criterion is different. The algorithm to get lower-
approximation with confidence γ  is presented as follows, with the one to get the 

upper-approximation being analogous. 

Algorithm 2: 

Input: αα RUXEERU s /},,...,{/ 1 ∈= , confidence γ . 

Output: the )/( αβ
γ XR lower-approximation; 

Step1: j=0, L=∅. 

Step2:if γ≥∩ )(/)( jj EcardXEcard ,then LXEL j →∩∪ )( . 

Step3:if  j=s,then complete, output the result L; 
      Otherwise, go to Step3 to check the next jE .  

Step4: j=j+1, go to Step3. 

5   Experiment  

In manufacturing process planning, the complexity of the parts needs to be evaluated 
constantly, which is mainly composed of manufacturing complexity (d1), design 
complexity (d2) and process complexity (d3).There are many factors which result in 
the increase of the complexity, such as manufacturing precision, surface finish, 
manufacturing size and so on. While under practical circumstance, the complexity of 
a part is fully embodied by all the possible factors (attributes) where some redundant 
ones are often included. In order to carry out the knowledge discovery, we must take 
much time on the data pre-processing and attributes reduction. Fortunately, all these 
factors are manifested on the corresponding manufacturing methods and the 
manufacturing time spent on them indirectly. As a result, for the sake of simplicity, 
the manufacturing time spent on the corresponding manufacturing methods acts as the 
media to associate the manufacturing requirements with the part complexity. Without 
loss of the practicality, we only consider the most typical manufacturing methods, 
including lathe (a1), mill (a2), grind (a3) and trowel (a4). The attribute values denote 
the time or degrees some parts have spent on. Therefore, the manufacturing methods 
(attributes) are regarded as the kernel or cores and we need not take into account the 
attributes reduction any more in this paper. 

In the process planning, it is intuitionist that the longer the manufacturing time is, 
the more complex the part is. Some researchers try to find out an efficient functional 
relation between the manufacturing time and the part complexity. The usual approach 
is based on the statistical method or entropy measure. In fact, the functional relation 
concluded from the entropy measure is meaningless for guiding the process decision-
making and planning in practical cases.  
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Here, a simplified part complexity analysis table (Table 1.) is presented. There are 
6 parts in it. The attribute value in the latter parts means the complexity measure 
corresponding to different kinds of complexity, and the bigger the attribute value is, 
the more complex the part is. Although the information table is presented, it is 
difficult for us to discover the association rule using traditional RST because of the 
inconsistence of the decision table. In this paper, the proposed approach directly 
applies the fuzzy clustering to manufacturing time and the part complexity 
respectively and avoids the impact of inconsistence, and then introduces the VPRS to 
discover the association rules between the manufacturing time and the part 
complexity. All these association rules can be used for reference and even be reused 
in other similar process decision-making.  

Table 1. The part complexity analysis table 

manufacturing time complexity of the parts part 
ID lathe 

(a1) 
mill 
(a2) 

grind 
(a3) 

trowel 
(a4) 

manufacturing 
complexity(d1) 

design 
complexity(d2) 

process 
complexity(d3) 

x1 3 5 3 6 0.9 0.2 0.5 

x2 4 3 2 7 0.5 0.7 0.4 

x3 0 1 4 2 0.8 0.4 0.2 

x4 9 2 3 3 0.2 0.8 0.3 

x5 9 3 1 3 0.1 0.3 0.9 

x6 2 4 1 8 0.2 0.5 1.0 

With respect to the manufacturing time, we get the transitive closure ( )t R = 5R , 

and 5R turns out to be a fuzzy equivalence matrix R. By adjusting confidenceα , 
different fuzzy equivalent Boolean matrixes Rα are achieved. After using the 
Algorithm1 (see Sect .3), we obtain the following graduations: 

• 0.91/U Rα = = {{x1}, {x2}, {x3}, {x4, x5}, {x6}}, 

• 0.85/U Rα = = {{x1, x2}, {x3}, {x4, x5}, {x6}}, 

• 0.84/U Rα = = {{x1, x2, x6}, {x3}, {x4, x5}},  

• 0.69/U Rα = = {{x1, x2, x4, x5, x6}, {x3}}.  

Similarly, for the part complexity, we apply the same algorithm and have the 
following clusters:  

• 0.667/U Gβ = ={x1,x2,x3,x4,x5,x6}, 

• 0.733/U Gβ = = {{x1, x2, x3, x4}, {x5}, {x6}} = 1 2 3{ , , }D D D , 

• 0.800/U Gβ = = {{x1, x3}, {x2}, {x4}, {x5}, {x6}} =
1

* * * * *
2 3 4 5{ , , , , }D D D D D . 
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The following results are derived from the Algorithm2 (see Sect. 4): 

• 0.733
0.67 1( / 0.84)R D ={x1, x2, x3},  

• 0.800 *
1.00 1( / 0.84)R D ={x3}, 

• 0.733
1.00 1( / 0.85)R D ={x1, x2, x3}.  

Then we have the following rules: 

•  If (a1=3, a2=5, a3=3, a4=6), then (d1=0.9, d2=0.2, d3=0.5) (0.84, 0.733, 0.67); 
•  If (a1=0, a2=1, a3=4, a4=2), then (d1=0.8, d2=0.4, d3=0.2) (0.84, 0.800, 1.00); 
and so forth. 

When γ =1.00, we use Eqs. (11) and (14) as the measure of rule precision and 

decision precision. 
•  (0.733/ 0.84)D =1/6,  

•  (0.733/ 0.85) (0.733/ 0.91)D D= =2/3, 

•  (0.800 / 0.84) (0.800 / 0.69)D D= =1/6, 

•  (0.800 / 0.85)D =1/3, 

•  (0.800 / 0.91)D =2/3, 

• * (0.667 / )D α =1/6, 

• * ( 0.667 / )D β α≠ =0.  

If we choose δ =0.667, then make Rα =0.85 and Gβ =0.733, which satisfies Eq. 

(11), and the rule is represented as: 
*

0.85 0.733[ ] [ ]      (0.667)x x→  

At the same time, the conclusion can be drawn from the analysis above: decision 
precision is not less than rule precision, represented as: 

*  ( / ) ( / )D Dβ α β α≥ . (17) 

6   Final Remarks 

This approach takes advantage of the merits of both fuzzy clustering and VPRS in 
knowledge discovery, so it can assist knowledge acquisition. Compared with the 
conventional fuzzy decision techniques and entropy-based analysis methods, this 
approach is more suitable and effective for discovering association rules between 
manufacturing time and the part complexity, especially for the evaluation of similar 
process solution and uncertain process decision according to the manufacturing time. 
The association rule is represented by three thresholds and it can guide the process 
decision-making based on such thresholds. The proposed approach to some extent 
shows its superiority, but it should be stressed specially that it is ill-considered due to 
the overlook of the attributes reduction. Because of the complexity of the process 
planning problem, all the attributes should not be merely ascribed to the 
manufacturing methods and the corresponding manufacturing time, but be taken into 
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account synthetically. Consequently, the attribute reduction algorithms based on fuzzy 
clustering and VRPS under complex cases are the next research we will focus on. 
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Abstract. This paper proposes a new heuristic search technique for
obstacle avoidance of autonomous underwater vehicles that are equipped
with a looking ahead obstacle avoidance sonar. Fuzzy relational method
of Bandler and Kohout is used as the mathematical implementation for
the analysis and synthesis of relations between the partitioned sections of
sonar and the environmental properties. For the technique used in this
paper, sonar range must be partitioned into multi equal sections and
membership functions of the properties and the corresponding fuzzy rule
bases are estimated by domain experts. The simulation result leads to the
conclusion that only with the two properties safety and remoteness and
with sonar partitioned in seven sections, the applied technique enables
AUVs to safely avoid any obstacle and to navigate on the optimal way
to goal.

1 Introduction

In recent years, autonomous underwater vehicles (AUVs) have become an in-
tense tendency of research about ocean robotics because of the commercial as
well as military potential and the technological challenge in developing them.
Navigation with an obstacle execution process is one of the many important
capabilities and behaviours of AUVs. The real time operation of this capability
is the main requirement needed within the autonomous vehicle’s control man-
agement system. Many approaches to the problem have been proposed in recent
years [1][2][5][12]. Additionally, the heuristic search technique for AUVs obstacle
avoidance using BK-products was already presented in [9].

In this paper the range of obstacle avoidance sonar is required to divide into
many sections, each of which probably detects forward obstacles distinctly. A
new heuristic search technique is suggested. This is based on the fuzzy relation
between the partitioned sections of sonar range and the properties toward the
real world environment in which AUVs navigate. Because the prior knowledge
and information about underwater environment in which the AUVs operate is
often incomplete, uncertain and approximated, fuzzy logic is necessarily used to
generate the possibility of the real time environmental effects to AUVs naviga-
tion. Domain experts who are boarding a submarine recognize characteristics

D. Śl ↪ezak et al. (Eds.): RSFDGrC 2005, LNAI 3642, pp. 594–603, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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and events that can occur in the navigation environment and then analyze to
figure out the rule bases and membership functions used for reasoning in this
study. BK-product is applied to the above fuzzy relation and its transposed to
select the optimal successive heading direction for the AUVs path planning in
case that obstacles present in the planned route.

Actually, the proposed algorithm has essentially focused on horizontal move-
ment since the translation cost for vertical movement of AUVs proved in [12]
is 1.2 times greater than in horizontal movement. The turning angle of AUVs’
heading is equal to the angle formed by the current heading and the selected sec-
tion of sonar. In the exception case obstacle is completely filled up the sonar’s
coverage, AUVs must go to up one layer at a time and then apply the algorithm
to find out the turning. Until obstacle clearance, AUVs are constrained to go
back to the standard depth of the planned route. The first part of the paper
will introduce the theory of BK-products. Then, the design of the AUV obstacle
avoidance technique using BK-products is explained briefly. At last, the case
study is elaborated to denote the feasible application of BK-products for this
study and the experiment results are also shown in both 2D and 3D cases.

2 Fuzzy Relational Method of Bandler and Kohout

Relational representation of knowledge makes it possible to perform all the com-
putations and decision making in a uniform relational way, by mean of special
relational compositions called triangle and square products. These were first in-
troduced by Bandler and Kohout and are referred to as the BK-products in the
literature. Their theory and applications have made substantial progress since
then [3][4][6][7][8].

There are different ways to define the composition of two fuzzy relations. The
most popular extension of the classical circular composition to the fuzzy case is
so called max-min composition [8]. Bandler and Kohout extended the classical
circular products to BK-products as sub-triangle ( ,“included in”), super-triangle
(!, “includes”), and square (�,“are exactly the same”) [13]. Assume the relations
R and S are fuzzy relations, and then the R-afterset of x, xR and the S-foreset
of z, Sz, obviously are fuzzy sets in Y . The common definition of inclusion of the
fuzzy set xR in Y in the fuzzy set Sz in Y is given by (1).

xR ⊆ Sz ⇔ (∀y ∈ Y )(xR(y) ≤ Sz(y)) (1)

A fuzzy implication is modeled by means of a fuzzy implication operator. A wide
variety of fuzzy implication operators have been proposed, and their properties
have been analyzed in detail [4][11]. For this study, we make use only of operator
5 as shown in (2).

a →5 b = min(1, 1− a + b) (2)

Using (2), with n the cardinality of Y , we easily obtain the definitions for the sub-
triangle and supper-triangle products in (3), (4) while the square product using
the intersection and the minimum operator is shown in (5) and (6) respectively.



596 L.-D. Bui and Y.-G. Kim

xi(R  S)zj =
1
n

∑
y∈Y

min(1, 1− xiR(y) + Szj(y)) (3)

xi(R ! S)zj =
1
n

∑
y∈Y

min(1, 1 + xiR(y)− Szj(y)) (4)

xi(R�S)zj = xi(R  S)zj ∩ xi(R ! S)zj (5)

xi(R�S)zj = min(xi(R  S)zj, xi(R ! S)zj) (6)

Along with the above definitions, α-cut and Hasse diagram are also the two
important features of this method. The α-cut transforms a fuzzy relation into
a crisp relation, which is represented as a matrix [7][8]. Let R denote a fuzzy
relation on the X × Y , the α-cut relation of R is defined as the equation (7).

Rα = {(x, y)|R(x, y) ≥ α and 0 ≤ α ≤ 1} (7)

The Hasse diagram is a useful tool, which completely describes the partial order
among the elements of the crisp relational matrix by a Hasse diagram structure.
To determine the Hasse diagram of a relation, the following three steps should
be adopted [10].

– Step 1: Delete all edges that have reflexive property.
– Step 2: Eliminate all edges that are implied by the transitive property.
– Step 3: Draw the diagraph of a partial order with all edges pointing upward,

and then omit arrows from the edges.

3 Using BK-Subtriangle Product to Obstacle Avoidance
of AUVs

In this study it is required that obstacle avoidance sonar range can be partitioned
into several sub-ranges. One of these represents for the successive heading can-
didate for AUVs to go ahead. Whenever obstacle is detected, the sonar return
is clustered and the sections in which obstacles present can be identified. The
sonar model is illustrated as in Fig.1. Domain experts who have wide knowledge
about ocean science could give the properties about the environmental effects to
the of AUVs navigation.

A forward looking obstacle avoidance sonar whose coverage range can be
divided into multi-sections is used to determine a heading candidate set S. Oth-
erwise, a property set P describes the effects of AUVs toward the real time
environment. The fuzzy rule base and membership function for the correspond-
ing property can be estimated subjectively by the expert knowledge. With the
set of the candidate S = {s1, s2, s3, . . . , si} and the set of environmental prop-
erties P = {p1, p2, p3, . . . , pi}, the relation R is built as (8). The elements rij

of this relation means the possibility the section si can be characterized by the



An Obstacle Avoidance Technique for AUVs 597

GOAL

AUV

obstacle

s7
s6

s5

s4

s3

s2

s1

obstacle

Fig. 1. A model of forward-looking obstacle avoidance sonar

property pj. The value of rij is calculated by means of the rule bass with the
membership functions.

R = S × P =

⎡⎢⎢⎢⎣
r11 r12 . . . r1j

r21 r22 . . . r2j

...
...

. . .
...

ri1 ri2 . . . rij

⎤⎥⎥⎥⎦
s1

s2

...
si

p1 p2 . . . pj

(8)

T = R  RT =

⎡⎢⎢⎢⎣
t11 t12 . . . t1j

t21 t22 . . . t2j

...
...

. . .
...

ti1 ti2 . . . tij

⎤⎥⎥⎥⎦
s1

s2

...
si

s1 s2 . . . sj

(9)

Rα = α-cut(T , α) =

⎡⎢⎢⎢⎣
a11 a12 . . . a1j

a21 a22 . . . a2j

...
...

. . .
...

ai1 ai2 . . . aij

⎤⎥⎥⎥⎦
s1

s2

...
si

s1 s2 . . . sj

(10)

In the next step a new fuzzy relation T is computed by using sub-triangle
product  to fuzzy relation R and RT , the transposed relation of R. The fuzzy
relation T as shown in (9) is the product relation between candidate set S that
means the degree of implication among elements of candidate set. Then, the
α-cut is applied to fuzzy relation T in order to transform into crisp relation as
shown in (10). It is important to select a reasonable α-cut value because the
hierarchical structure of candidate set depends on an applied α-cut. Finally,
we draw the Hasse diagram, which describes a partial order among elements
of candidate set, that is to say, a hierarchical structure among the elements of
candidate set with respect to the optimality and efficiency. Select then the top
node of the Hasse diagram as the successive heading direction of AUVs.

Because the energy consumption in vertical movement of AUVs is much
greater than in the horizontal movement (1.2 times)[12], this technique focus
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Fig. 2. A control flow of AUVs obstacle avoidance

strongly on the horizontal movement. In the case of obstacle occurrence, AUVs
just turn left or right with the turning angle determined by degree from the cur-
rent heading to the selected section. But in the exception case a very wide obsta-
cle has completely filled up the sonar’s coverage, AUVs must go to up one layer at
a time and apply the algorithm to find out the turning. Until obstacle clearance,
AUVs are constrained to go back to the standard depth of the planned route.

The algorithm of the proposed technique can summarize into five below steps
and is imitated briefly in control flow as shown in Fig.2.

– Step 1: If AUV detects obstacle then go to next step, else go to step 5.
– Step 2: Determine P and configure S.
– Step 3: If very wide obstacle is detected in all of S then go up and return

step 1; else go to next step.
– Step 4: Call the fuzzy logic controller using BK-subtriangle product to S

and P to figure out the successive heading for obstacle avoidance.
– Step 5: Go on in the planned route.

4 Case Study

In the case study, assuming that sonar range can be divided into seven sections as
shown in Fig.1. Actually, domain expert could determine the two fuzzy properties
Safety and Remoteness. The Safety property means the degree to which each
section of sonar can be characterized in case of obstacle appears within the
sonar range. The Remoteness property means how far of the distance to goal if
AUVs follow the direction of the section si. Thus, the two set S and P can be
suggested as follow.

S = {s1, s2, s3, s4, s5, s6, s7}: set of the heading candidate
P = {p1, p2}: set of the properties where p1, p2 is the safety and remoteness

properties respectively.



An Obstacle Avoidance Technique for AUVs 599

S 

0.0

0.2

0.4

0.6

0.8

1.0

0 1 2 3 4 5 6 7 8 9 10

x

Fig. 3. The membership function of the Safety property (μS)
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Fig. 4. The membership function of the Remoteness property (μR)
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Fig. 5. Hasse Diagram

The prior knowledge and information about underwater environment in
which AUVs have to operate is incomplete, uncertain. Therefore the establish-
ment of membership functions is very important to obtain more reasonable so-
lution using the BK’s method. The design of the membership functions shown
in Fig.3 and Fig.4 is subjectively calculated from experience of designer.

In this context, it was assumed that there are four levels of ambiguity as very
safe (V S), safe (S), risky (R) and very risky (V R) for Safety property. It was
also assumed that there are four levels of ambiguity as very far (V F ), far(F ),
near (N) and very near (V N) according to Remoteness property. The rule bases
are shown in Table 1 and Table 2 with the fuzzy degree x and y can be selected
for the membership function of the safety and the remoteness respectively. It is
assumed that obstacles are detected by the sections s2, s4, and s5 as in Fig.1.
Thus, Table 2 and Table 3 show the fuzzy membership value of the heading
candidate set with respect to the safety and remoteness degree gain by the fuzzy
rule bases and the membership functions.
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R =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝

0.9526 0.0180
0.5000 0.0474
0.8808 0.1192
0.5000 0.2689
0.5000 0.1192
0.9526 0.0474
0.9820 0.0180

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
(11)

T =R  RT

=

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 0.7737 0.9641 0.7737 0.7737 1 1
0.9853 1 1 1 1 1 0.9853
0.9494 0.7737 1 0.8096 0.8096 0.9641 0.9494
0.8745 0.8892 0.9251 1 0.9251 0.8892 0.8745
0.9494 0.9641 1 1 1 0.9641 0.9494
0.9853 0.7737 0.9641 0.7737 0.7737 1 0.9853
0.9853 0.7590 0.9494 0.7590 0.7590 0.9853 1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
(12)

Table 1. The rule base for Safety Property

Degree Situation Value of y
Very Safe IF: si is not adjacent to any obstacle THEN: x=1
Safe IF: si is adjacent to obstacle THEN: x=2
Risky IF: si is between the obstacles THEN: x=3
Very Risky IF: si contains obstacle THEN: x=5

Table 2. The rule base for Remoteness Property

Degree Situation Value of y
Very Far IF: the distance to goal by si’s direction is very far THEN: y=1
Far IF: the distance to goal in si’s direction is far THEN: y=2
Near IF: the distance to goal by si’s direction is near THEN: y=3
Very Near IF: the distance to goal by si’s direction is very near THEN: y=4

Table 3. The membership value for Safety Property

Heading Selection Fuzzy Degree Fuzzy Value (x) Membership Degree (μS)
s1 S 2 0.9526
s2 VR 5 0.5000
s3 R 3 0.8808
s4 VR 5 0.5000
s5 VR 5 0.5000
s6 S 2 0.9526
s7 VS 1 0.9820
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Table 4. The membership value for Remoteness Property

Heading Selection Fuzzy Degree Fuzzy Value (y) Membership Degree (μR)
s1 VF 1 0.0180
s2 F 2 0.0474
s3 N 3 0.1192
s4 VN 4 0.2689
s5 N 3 0.1192
s6 F 2 0.0474
s7 VF 1 0.0180

The fuzzy relation R in (11) between the heading selection set S and the
property set P can be done easily from the value in Table 2 and Table 3. Then,
computing the new fuzzy relation T (12) uses sub triangle product  to the fuzzy
relation R and the transposed relation R.

The Hasse diagram in Fig.5 was drawn from crisp relation Rα with α-cut =
0.95. It shows that the heading of AUVs could be changed from current heading
direction s4 to direction of s3. It is the optimal way for AUVs to navigate safely
in the shortest way to go ahead.

5 Experimental Results

Supposing that the AUV’s velocity is 2 knots; sonar distance is 50m, sonar cover-
age is 70 degrees in horizontal; and the computational time of AUV is 10s. There
are two scenarios suggested as follows. In the first case, AUV met four obstacles
in the way to goal as shown in Fig.6. At the point A(40,0,0), obstacle A can be
detected in section s1, s2, s3, s4. The section s5 is selected as the successive head-
ing direction. At B(150,0,0), obstacle B and C can be detected in s1, s4, s5, s6, s7,
therefore s3 is chosen for the next turning. Similarly, at C(250,0,0), obstacle D
is detected in s2, s3, s4, s5, s6, s7, and then s1 is selected.
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Fig. 6. Scenario of obstacle avoidance technique in 2D

In the second case, AUV could confront with very wide obstacle. The vehicle
is suggested to go up. AUV starts to go up with a certain inclination angle. In
the upper layer, at the position AUV has just reached, the algorithm is used to
select the optimal turning angle to pass through the obstacle if certain section of
sonar is detected free. If not, AUV can go to one more layer, the loop is so done
until the obstacle is cleared and AUV follows the planned route of the mission.
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6 Conclusions

In this paper, the obstacle avoidance capability for AUVs has been developed
and verified by the new heuristic search technique. It has been shown that AUVs
equipped with obstacle avoidance sonar can safely navigate in short way to
the target by using BK-products. The primary requirement is that the sonar
can be partitioned into many sections each of which represents for a successive
heading candidate. Otherwise, the property set is also very important to collect
as many characteristics of AUV toward the real time environment as possible in
order to control AUVs more effectively. The more properties can be used, the
more optimally and effectively AUVs can navigate. The fuzzy rule bases and
membership functions play a very important role for feasibility of this study. In
the scope of this study, in case of 3D scenario, we presented only how to apply
the proposed technique but did not mention how to lead AUVs to go up and
down. That is for the future work.
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Abstract. Intermittent Demand forecasting is one of the most crucial
issues of service parts inventory management, which forms the basis for
the planning of inventory levels and is probably the biggest challenge
in the repair and overhaul industry. Generally, intermittent demand ap-
pears at random, with many time periods having no demand. In practice,
exponential smoothing is often used when dealing with such kind of de-
mand. Based on exponential smoothing method, more improved methods
have been studied such as Croston method. This paper proposes a novel
method to forecast the intermittent parts demand based on support vec-
tor regression (SVR). Details on data clustering, performance criteria
design, kernel function selection are presented and an experimental re-
sult is given to show the method’s validity.

1 Introduction

A fundamental aspect of supply chain management is accurate demand forecast-
ing. We address the problem of forecasting intermittent (or irregular) demand.
Intermittent demand appears at random, with many time periods having no de-
mand [1]. Moreover, when a demand occurs, the request is sometimes for more
than a single unit. Items with intermittent demand include service spare parts
and high-priced capital goods, such as heavy machinery. Such items are often
described as “ slow moving”. Demand that it intermittent is often also “ lumpy”,
meaning that there is great variability among the nonzero value. An example of
the difference between intermittent demand data and product demand data that
is normal, or “ smooth”, is illustrated in the tables below:

Table 1. Intermittent Demand Data

Month 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17
Demand 0 0 19 0 0 0 4 18 17 0 0 0 0 0 3 0 0

Table 2. Normal, Smooth Demand Data

Month 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17
Demand 17 20 18 25 30 68 70 41 32 35 66 26 23 25 25 28 36

D. Śl ↪ezak et al. (Eds.): RSFDGrC 2005, LNAI 3642, pp. 604–613, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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Intermittent demand creates significant problems in the manufacturing and
supply environment as far as forecasting and inventory control are concerned.
It is not only the variability of the demand size, but also the variability of the
demand pattern that make intermittent demand so difficult to forecast [2]. The
literature, that includes a relatively small number of proposed forecasting solu-
tions to this demand uncertainty problem, can be found in [3,4,5,6]. The single
exponential smoothing and the Croston methods are the most frequently used
methods for forecasting low and intermittent demands [4,6]. Croston [4] proposed
a method that builds demand estimates taking into account both demand size
and the interval between demand incidences. Despite the theoretical superiority
of such an estimation procedure, empirical evidence suggests modest gains in
performance when compared with simpler forecasting techniques; some evidence
even suggests losses in performance. In their experimental study, Johnston and
Boylan [7], after using a wide range of simulated conditions, observed an im-
provement in forecast performance using the Croston method when compared
with the straight Holt (EWMA) method. On the other hand, Bartezzaghi et al.
[3] in their experimental simulation found that EWMA appears applicable only
with low levels of lumpiness. Willemain et al. [6] concluded that the Croston
method is significantly superior to exponential smoothing under intermittent
demand conditions. In addition, other methods such as the Wilcox [8] and Cox
Process [9] methods were also used for forecasting intermittent demand. Both
methods were shown to produce poor and unreliable forecasting results after
being tested on the current research data and for that reason neither is included
in the study. Watson [10] found that the increase in average annual inventory
cost resulted from the fluctuations in the forecast demand parameters of sev-
eral lumpy demand patterns. Zhao and Lee [11] concluded in their study that
forecasting errors significantly increases total costs and reduce the service level
within MRP systems. Their results showed that forecasting errors increase as
variations in the demand increase. The fact that the existence of forecasting er-
ror increases the total cost of MRP systems has been reported in several other
studies [12,13,14].

Recently, support vector machines (SVMs) was developed by Vapnik and his
co-workers [15,16]. With the introduction of Vapnik’s -insensitive loss function,
SVMs have been extended to solve non-linear regression estimation problems
and they have been shown to exhibit excellent performance [15,16]. Our research
focuses on the application of Support Vector Regression (SVR) to make a new
attempt to novel forecasting method toward the intermittent parts demand.

This paper consists of five sections. Section 2 reviews the most widely used
approach for forecasting intermittent demand and indicates its limitation and the
direction of further improvement. General principles of SVMs regression are pre-
sented in Section 3, together with the general procedures of applying it. Section
4 and Section 5 present an experiment concerned with the detailed procedures
of how to employing SVMs regression, involving data set selection, data pre-
processing and clustering, kernel function selection and so on. Conclusions and
discussion for further research hints are included in the last section.
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2 Reviews on Forecasting Intermittent Demand Methods

Generally efforts on forecasting the intermittent demand could fall into two cat-
egories. One is to find the distribution function and the other is time series
forecasting.

2.1 Demand Distribution Estimation

The inventory control method proposed here relies on the estimation of the
distribution of demand for low demand parts. It is necessary to use demand
distributions rather than expected values of demand because the intermittent
patterns characteristic of low demand parts require a probabilistic approach to
forecasting that can be incorporated into an inventory management program.
Using the demand distributions, it is possible to manage the inventory to max-
imize readiness given a fixed inventory budget. Other optimization goals are
possible as well.

The chief obstacle to reliable demand distribution estimation is the paucity
of historical data available for any typical set of low demand parts. Demand typ-
ically occurs in small integer numbers of parts. Some parts may have only 3 or 4
non-zero demands among a large number of zero demand periods. This amount
of data is not sufficient to construct a robust probability demand distribution.
If a probabilistic model of the demand is available, such as a Weibull model or
Poisson model, then it is possible to estimate the demand distribution directly
from the model. If an empirical estimate of the demand distribution must de-
rived, through bootstrapping or other means, it is necessary to group the data
in a way that generates enough non-zero data points to produce robust demand
distribution estimates.

2.2 Croston Method

Croston method falls into the time series forecasting category and is the most
widely used method, which could be illustrated as follows.

Let Yt be the demand occurring during the time period t and Xt be the
indicator variable for non-zero demand periods; i.e., Xt = 1 when demand occurs
at time period t and Xt = 0 when no demand occurs. Furthermore, let jt be
number of periods with nonzero demand during interval [0, t] such that jt =∑t

i=1 Xi, i.e., jt is the index of the the non-zero demand. For ease of notation,
we will usually drop the subscript t on j . Then we let Y ∗

j represent the size of
the j th non-zero demand and Qj the inter-arrival time between Y ∗

j−1 and Y ∗
j .

Using this notation, we can write Yj = XtY
∗
j .

Croston method separately forecasts the non-zero demand size and the inter-
arrival time between successive demands using simple exponential smoothing
(SES), with forecasts being updated only after demand occurrences. Let Zj and
Pj be the forecasts of the (j + 1)th demand size and inter-arrival time respec-
tively, based on data up to demand j. Then Croston method gives

Zj = (1− α)Zj−1 + αY ∗
j (1)

Pj = (1− α) Pj−1 + αPj (2)



SVR-Based Method Forecasting Intermittent Demand for Inventories 607

The smoothing parameter α takes values between 0 and 1 and is assumed to be
the same for both Y ∗

j and Qj . Let l = jn denote the last period of demand.
Then the mean demand rate, which used as the h-step ahead forecast for the
demand at time n + h is estimated by the ratio

Ŷn+h = Zl / Pl (3)

The assumptions of Croston method could be derived that (1) the distribution of
non-zero demand sizes Y ∗

j is iid normal;(2) the distribution of inter-arrival times
Qj is iid Geometric; and (3)demand sizes Y ∗

j and inter-arrival times Qj are mu-
tually independent. These assumptions are clearly incorrect, as the assumption
of iid data would result in using the simple mean as the forecast, rather than
simple exponential smoothing, for both processes. This is the basic reason for
more correction and modification toward Croston method.

3 SVR for Forecasting

Given a set of data points G = {(xi, di)}n
l (is the input vector, is the desired

value and is the total number of data patterns), SVMs approximate the function
using the following:

y = f (x) = ωφ (x) + b (4)

where φ (x) is the high dimensional feature space which is non-linearly mapped
from the input space x. The coefficients ω and b are estimated by minimizing

RSVMs (C) = C
1
n

n∑
i=1

Lξ (di, yi) +
1
2
‖ω‖2, (5)

Lξ (di, yi) =
{ |d− y| − ε, if |d− y| ≥ ε,

0, otherwise. (6)

In regularized risk function given by Eq.(6), the first term C
(

1
n

)∑n
i=1 Lξ (di, yi)

is the empirical error (risk). They are measured by the ε-insensitive loss function
given by Eq.(6). This loss function provides the advantage of enabling one to use
sparse data points to represent the decision function given by Eq. (6). The second
term 1

2‖ω‖2, on the other hand, is the regularization term. C is referred to as the
regularized constant and it determines the trade-off between the empirical risk
and the regularization term. Increasing the value of C will result in the relative
importance of the empirical risk with respect to the regularization term to grow.
ε is called the tube size and it is equivalent to the approximation accuracy placed
on the training data points. Both C and ε are user-prescribed parameters.

To obtain the estimations of ω and b, Eq.(2) is transformed to the primal
function given by Eq.(4) by introducing the positive slack variables ξi and ξ∗i as
follows:

Minimize RSVMs

(
ω, ξ(∗)

)
= C

n∑
i=1

Lξ (ξi, ξ
∗
i ) +

1
2
‖ω‖2,

Subject to di − ωφ (xi)− bi ≤ ε + ξi,
ωφ (xi) + bi − di ≤ ε + ξ∗i , ξ∗i ≥ 0 (7)
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Finally, by introducing Lagrange multipliers and exploiting the optimality con-
straints, the decision function given by Eq.(1) has the following explicit form [18]:

f (x, ai, a
∗
i ) =

n∑
i=1

(ai − a∗
i )K (x, xi) + b (8)

In Eq.(8), ai and a∗
i are the so-called Lagrange multipliers. They satisfy the

equalities ai ∗ a∗
i = 0, ai > 0 and a∗

i > 0 where i = 1, 2, · · · , n and are obtained
by maximizing the dual function of Eq.(4) which has the following form:

R (ai, a
∗
i ) =

n∑
i=1

di (ai − a∗
i )− ε

n∑
i=1

di (ai + a∗
i )

−1
2

n∑
i=1

n∑
j=1

(ai − a∗
i )
(
aj − a∗

j

)
K (xi, xj) (9)

with the constraints
n∑

i=1

(ai − a∗
i ) ,

0 ≤ ai ≤ C, i = 1, 2, · · · , n
0 ≤ a∗

i ≤ C, i = 1, 2, · · · , n
(10)

Based on the Karush-Kuhn-Tucker (KKT) conditions of quadratic programming,
only a certain number of coefficients (ai − a∗

i ) in Eq.(8) will assume non-zero
values. The data points associated with them have approximation errors equal
to or larger than ε and are referred to as support vectors. These are the data
points lying on or outside the ε-bound of the decision function. According to
Eq.(6), it is evident that support vectors are the only elements of the data points
that are used in determining the decision function as the coefficients (ai − a∗

i )
of other data points are all equal to zero. Generally, the larger the ε, the fewer
the number of support vectors and thus the sparser the representation of the
solution. However, a larger ε can also depreciate the approximation accuracy
placed on the training points.In this sense, ε is a trade-off between the sparseness
of the representation and closeness to the data. K (xi, xj) is defined as the kernel
function. The value of the kernel is equal to the inner product of two vectors xi

and xj in the feature space φ (xi) and φ (xj), that is, K (xi, xj) = φ (xi) ∗φ (xj).
The elegance of using the kernel function is that one can deal with feature spaces
of arbitrary dimensionality without having to compute the map φ (xi) explicitly.
Any function satisfying Mercer’s condition [17] can be used as the kernel function.
The typical examples of kernel function are as follows:

Linear: K (xi, xj) = xi
T xj

Polynomial: K (xi, xj) =
(
γxi

T xj + r
)d

, γ > 0.
Radial basis function(RBF): K (xi, xj) = exp

(−γ‖xi − xj‖2
)
, γ > 0.

Sigmoid: K (xi, xj) = tanh
(
γxi

T xj + r
)
.

Here, γ, r and d are kernel parameters. The kernel parameter should be care-
fully chosen as it implicitly defines the structure of the high dimensional feature
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space φ (xi) and thus controls the complexity of the final solution. From the
implementation point of view, training SVMs is equivalent to solving a linearly
constrained quadratic programming (QP) with the number of variables twice as
that of the training data points.

Generally speaking, SVMs regression for forecasting follows the procedures:
(1) Transform data to the format of an SVM and conduct simple scaling on the
data; (2) Choose the kernel functions; (3) Use cross-validation to find the best
parameter C and γ; (4) Use the best parameter C and γ to train the whole
training set; (5) Test.

4 Experimental Setting

4.1 Data Sets

Forecasting and inventory management for intermittent demand parts is particu-
larly problematic because of the large number of low demand parts that must be
considered. As an experiment setting, of 5,000 unique non-repairable spare parts
for the Daya Bay Nuclear station in China, over half of those parts have been
ordered 10 time or less in the last ten years. While many of these low demand
parts are important for the safe operation of the nuclear reactor, it is simply
uneconomical to stock enough spares to guarantee that every low demand part
will be available when needed.Table.3 illustrates the intermittent characteristics
of the spare parts according to the database of spare parts usage.

Table 3. Summary statistics for monthly intermittent demand data from 1994-2003

Statistics Indicators Values Mean S.D. Max. Min.
Zero values% 47 29 86 5
Average of nonzero demands 35 54 78 1

4.2 Clustering for Data Preprocessing

Clustering is the process of grouping parts with similar demand patterns. There
are several methods to cluster data, agglomerative hierarchical clustering and c-
means clustering are two typical methods. We have found that demand patterns
can be robustly clustered using cumulative demand patterns. Using the cumu-
lative demand patterns avoids problems introduced by the intermittent pattern
of incremental demand. Figure 1 shows one of prototype cumulative demand
patterns after clustering 4063 low demand spare parts into 10 clusters. Proto-
type patterns represent the typical demand pattern for each of the clusters. Also
plotted are the 25th and 75th percentiles of demand gathered from the cumula-
tive demand of the individual parts in each cluster. Note the cluster size ranges
from 34 parts to 241 parts. Clustering was accomplished using a fuzzy c-means
(FCM) clustering routine [18,19]. The generalized objective function subject to
the same fuzzy c-partition constraints [20] is:
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Fig. 1. Cumulative demand pattern of Cluster 1

MinJm (U, V ) =
c∑

i=1

n∑
k=1

(μik)m ‖xk − vi‖2 (11)

During our experiment, one of the problems associated with clustering is the
difficulty in determining the number of clusters, c. Various validity measures
have been proposed to determine the optimal number of clusters in order to
address this inherent drawback of FCM [19,21]. In our experiment, the optimal
number of terms is defined as the one that has the lowest mean squared error
(MSE). The least MSE measure is also used to identify the most appropriate
form of membership functions. In summary, the application procedure of the
FCM has the following steps:(1) choose c (2 ≤ c ≤ n) , m (1 < m <∝) and ini-
tialize the membership matrix. (2) Read in the data set and find the maximum
and minimum values. (3) Calculate cluster centers but force the two clusters with
the largest and smallest values to take the maximum and minimum domain val-
ues. (4) Update the membership matrix (5) Compute the change of each value in
the membership matrix and determine whether the maximum change is smaller
than the threshold value chosen to stop the iterative process (set at 0.02 through-
out this study). If not, return to Step 3. (6) Redistribute erroneous membership
values to the other two more appropriate terms proportional to their current
membership values.

4.3 Performance Criteria

The prediction performance is evaluated using the normalized mean squared
error (NMSE). NMSE is the measures of the deviation between the actual and
predicted values. The smaller the values of NMSE, the closer are the predicted
time series values to the actual values. The NMSE of the test set is calculated
as follows:

NMSE = 1
δ2n

n∑
i=1

(yi − ŷi)
2
, (12)

δ2 = 1
n−1

n∑
i=1

(yi − y)2 , (13)
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Table 4. NMSE Values of comparative methods

Methods NMSE
SVMs RBF 0. 3220
SVMs Linear 0. 5945
SVMs Polynomial 0. 6054
Croston 0. 5730

where n represents the total number of data points in the test set. ŷi represents
the predicted value. y denotes the mean of the actual output values. Table 4
shows the NMSE values of different kernel functions compared with simple ex-
ponential smoothing (SES), linear exponential smoothing (LES) and tells out
the best prediction method under our numerical case.

4.4 Kernel Function Parameters Selection

We use general RBF as the kernel function. The RBF kernel nonlinearly maps
samples into a higher dimensional space, so it, unlike the linear kernel, can
handle the case when the relation between class labels and attributes is nonlinear.
Furthermore, the linear kernel is a special case of RBF as (Ref.[22]) shows that
the linear kernel with a penalty parameter C̃ has the same performance as the
RBF kernel with some parameters (C, γ). In addition, the sigmoid kernel behaves
like RBF for certain parameters [23]. The second reason is the number of hyper-
parameters which influences the complexity of model selection. The polynomial
kernel has more hyper-parameters than the RBF kernel. Finally, the RBF kernel
has less numerical difficulties. One key point is 0 < Kij ≤ 1 in contrast to
polynomial kernels of which kernel values may go to infinity

(
γxi

T xj + r > 1
)

or zero
(
γxi

T xj + r < 1
)

while the degree is large.
There are two parameters while using RBF kernels: C and γ. It is not known

beforehand which C and γ are the best for one problem; consequently some kind
of model selection (parameter search) must be done. The goal is to identify good
(C, γ) so that the classifier can accurately predict unknown data (i.e., testing
data). Note that it may not be useful to achieve high training accuracy (i.e.,
classifiers accurately predict training data whose class labels are indeed known).
Therefore, a common way is to separate training data to two parts of which one
is considered unknown in training the classifier. Then the prediction accuracy
on this set can more precisely reflect the performance on classifying unknown
data. An improved version of this procedure is cross-validation.

We use a grid-search on C and γ using cross-validation. Basically pairs of
(C, γ) are tried and the one with the best cross-validation accuracy is picked.
We found that trying exponentially growing sequences of C and γ is a practical
method to identify good parameters (for example, C = 2−5, 2−3, · · · , 215; γ =
2−15, 2−13, · · · , 23).
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5 Experimental Results

Still raise the example of Cluster 1, Figure 2 shows the experimental results by
comparing the forecasting results of actual data, Croston method and SVMs
regression. By summing all the clusters’ result, SVMs regression method’s ac-
curacy is 12.4% higher than Croston method by the computation of standard
deviation.In terms of the computational cost, SVMs takes more than Croston
due to the inherent drawback of nonlinear regression and more time needed in
training and parameters tuning.
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Fig. 2. Forecasting results comparison of Cluster 1

6 Conclusions

The use of SVMs regression in forecasting intermittent demand is studied in this
paper. Our experiment is extremely a case study and has made a new try on
applying SVMs regression as a promising alternative to forecast the intermit-
tent demand. But further research toward an extremely changing data situation
should be done, which means the data fluctuation may affect the performance
of this method. Croston method still has advantages in terms of computational
cost and robust. In fact, we got confused with the experimental result at the
every beginning without the data clustering. Another further research hint is
the knowledge priority used in training the sample and determining the function
parameters. This is to say, parameters selection is free but affect the performance
a lot. A good parameter selection method should be worthy of further research.
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Abstract. This paper describes a new approach to generate optimal
fuzzy forecast model for Box and Jenkins’ gas furnace from its Input/
Output data (I/O data) by fuzzy set theory and rough set theory (RST).
Generally, the nonlinear mapping relations of I/O data can be expressed
by fuzzy set theory and fuzzy logic, which are proven to be a nonlinear
universal function approximator. One of the most distinguished features
of RST is that it can directly extract knowledge from large amount of
data without any transcendental knowledge. The fuzzy forecast model
determination mainly includes 3 steps: firstly, express I/O data in fuzzy
decision table. Secondly, quantitatively determine the best structure of
the fuzzy forecast model by RST. The third step is to get optimal fuzzy
rules from fuzzy decision table by RST reduction algorithm. Experimen-
tal results have shown the new algorithm is simple and intuitive. It is
another successful application of RST in fuzzy identification.

1 Introduction

System identification is a hot spot in modern control area. The traditional crisp
mathematical systems theory, usually armed with linear differential equations,
has been successfully applied to the problems of modeling and control of linear
time-invariant systems. In many complex systems, however, Zadeh inconsistency
principle exists. Zadeh’s fuzzy logic system (FLS) is distinguished by its ability of
emulating human thinking mechanism with linguistic fuzzy rules [1]. Fuzzy sets
and fuzzy logic realize a nonlinear mapping from an input data space into an
output space. And many FLS’s are proven to be nonlinear universal function
approximators [2]. Today, fuzzy set theory, and its combination with neural
networks have become effective approaches in complex system identification, and
many works have been done hitherto. Li [3] builds cement kiln model by applying
fuzzy inference composition method. Li [4] gets gas furnace forecast model by
fuzzy set theory and statistic method. Barada and Singh [5] get adaptive fuzzy-
neural models for dynamical systems. All of them are based on the Input/Output
data (I/O data) of the system, and at last, a linguistic fuzzy model is got.

Data samples can provide valuable knowledge or information about the ob-
ject we want to know, and RST proposed by Pawlak [6] can explore them from
large amount of data. Mrózek [7] proposed that control behavior of human beings
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can be obtained from control process by RST in form of fuzzy rules If {Premise}
then {Conclusion}. Obviously, RST and FST bridge the gap between the ob-
served data of the process with the fuzzy rules, which inspired us to combine
it together in fuzzy identification. As another major soft computing approach,
RST is turning out to be methodologically significant in many areas besides
intelligent control. Pawlak, Mrózek, Plonka, Skowron, and other scholars did
much valuable work on rough and rough-fuzzy control in 1990s [8,9,10,11,12].
Rough-neural networks [13] and rough genetic algorithms [14] by Lingras are
also instructive in intelligent control.

Box and Jenkins’ Gas Furnace Problem [15] is a classical experiment for
system identification. On ground of literature [4] and combined with RST, its
fuzzy forecast model is identified in this paper. The structure of the fuzzy model
is determined by the computation of the attribute importance, including the
attribute combinations. The final fuzzy rules of the model are determined by the
reduction algorithm of the RST. Mean square error (MSE) and the total rule
number are taken as the performance index. Experimental results have shown
that the new algorithm is simple, intuitive and easy to apply.

The paper is organized as follows: The background of the study and theory
foundations are given in Section 2, and Section 3 explores the proposed modeling
algorithm in detail by using the Box and Jenkins’ Gas Furnace Problem as
illustrative example. Conclusion and suggested extensions to this research are
presented in Section 4.

2 Theory Foundations

2.1 Traditional Methods for Box and Jenkins’ Gas Furnace Problem

Fuzzy forecast model of Box and Jenkins’ Gas Furnace is got in literature [4]
by correlation experiments. Through the analysis of the correlation between
current output y(t) with its historical process data u(t−1),u(t−2), . . . ,u(t−9),
y(t− 1), . . . , y(t− 3), the algorithm in [4] respectively counts the number of the
same rules appeared in the form of fuzzy rules: if u(t− i) then y(t) and if y(t− j)
then y(t), where 0 ≤ i ≤ 9, 0 ≤ j ≤ 3. The optimal structure of the model
is determined by observing how the rules scattered along the diagonal and by
counting the number of the repeating rules. The optimal fuzzy forecast model of
16 fuzzy rules with structure of < u(t− 4)y(t− 1), y(t) > is at last obtained.

This kind of fuzzy identification method is mostly based on statistical ap-
proach. The fuzzy forecast model is obtained by qualitative analysis of correlation
between current output and its historical data, which is lacking of exact quanti-
tative computation. Furthermore, the obtained rules are not the simplest ones,
to some extent.

The fuzzy-neural model with good performance is got in literature [5] by find-
ing optimal rule premise variables through modified mountain clustering (MMC)
algorithm, group method of data handling (GMDH), and a search tree (ST);
the optimal numbers of model rules are determined by using MMC, recursive
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least-squares estimation, along with parallel simulation mean square error as a
performance index. However, it is relatively complex.

In this paper, fuzzy set theory and RST are together used to analyze process
data so as to quantitatively determine the structure of the fuzzy forecast model,
and then RST reduction algorithm is used to find the simplest fuzzy rules so as
to get the optimal fuzzy forecast model with minimum MSE.

Some useful definitions such as fuzzy forecast model in fuzzy control, fuzzy
decision table used in this paper and importance of attribute in RST are given
in Section 2.2.

2.2 Some Definitions

Definition 1. A group of fuzzy rules used to describe the system characteristics
is called Fuzzy Forecast Model. It uses the input and output of the past time
to forecast the current output. The forecast model which has two inputs and one
output in engineering can be expressed as follows [4]:

if u(t− k) = Bi and y(t− l) = Ci then y(t) = Cj

where t expresses time, u is the system input, y is that of output. u(t − k) is a
historical input in a certain time, y(t− l) is that of output, and y(t) is current
output of the system. B, C are both fuzzy sets, Biand Cj , Cs are respectively
the fuzzy language variable values. Once the k and l are fixed, the structure of
the model is determined.

Definition 2. By mapping the measured I/O data into fuzzy space in form of
decision table, we obtain Fuzzy Decision Table, marked as T̃ = (Ũ , Ã, C̃, D̃, Ṽ ),
where Ũ is fuzzy universe, Ã = C̃ ∪ D̃ is the attribute set, the fuzzy language
variables in C̃ are tantamount to the classification of attributes of RST, and
their corresponding values equal to the attribute values of RST.

Fuzzy decision table makes it possible to reduce fuzzy rules by RST reduction
algorithm.

Definition 3. Let C and D be equivalence relations over U . D-positive re-
gion of C is expressed by posC(D) = ∪X∈U|DC (X), i.e. the set-theoretic sum
of rough set lower approximations of classes X ∈ U |D induced by C. When
posC(D) = posC\r(D), we say that r ∈ C is D-dispensable in C, otherwise r is
D-indispensable in C [6].

Definition 4. Importance of attribute [6]:

wci = γC(D)− γC\i(D) =
cardposC(D)− cardposC\i(D)

cardU
(1)

The bigger the wci , more important the condition attribute i in C. The impor-
tance of attribute is used to determine most significant condition attributes.
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2.3 Modeling Algorithms

The key for building fuzzy forecast model is to acquire a set of descriptive rules
about the system according to the system I/O data. It mainly includes 4 steps.

1. Collect real I/O data, select fuzzy membership functions of U and Y in fuzzy
forecast model. Give language variable table according to experience or some
algorithms, and then express I/O data in form of fuzzy decision table.

2. Determine the structure of the fuzzy forecast model. Here, according to the
concept of importance of attribute and attribute combination in RST, we
need k and l in the fuzzy forecast model < u(t− k)y(t− l), y(t) >.

3. Get the smallest rule set by reduct algorithm of RST [6] with MSE and the
total rule numbers as the performance index.

4. Finish with simulation and analysis.

3 Box and Jenkins’ Gas Furnace Problem

The I/O data for Box and Jenkins’ Gas Furnace dynamical process are found
in [15], the input u(k) and output y(k) respectively represent gas flow rate and
CO2 concentration. 296 data records are both used for training and testing.

Here, the algorithm mentioned above will be discussed in detail.

3.1 Expressing Measured I/O Data in Fuzzy Decision Table

To express the original data in form of decision table in RST, whose condition
attributes are respectively: u(t−9), u(t−8), u(t−7), u(t−6), u(t−5), u(t−4),
u(t − 3), u(t − 2), u(t − 1), y(t − 4), y(t − 3), y(t − 2), y(t − 1), and decision
attribute is y(t). 296*2-size data table is turned to 287*14-size decision table.

Fuzzy partitioning of the I/O Data. According to [4], we consider correspond-
ing fuzzy sets Bi and Cj , where 1 ≤ i ≤ 7, 1 ≤ j ≤ 6. The maximum-minimum
approach is used to realize fuzzification, Mamdani fuzzy inference is taken, de-
fuzzification adapts bisector method, all of the language values are expressed by
Gaussian function shown in Figure 1.

Fuzzify the I/O data. The former decision table is now converted into the
fuzzy decision table. Here Ũ is the fuzzy universe, C̃ is the condition attribute,
D̃ is the decision attribute, i is the attribute series number. The fuzzy decision
table is presented in Table 1.

3.2 Determining the Structure of the Fuzzy Forecast Model

We need to determine inputs of the fuzzy forecast model, i.e. k and l in the model
“if u(t− k) = Bi and y(t− l) = Cj then y(t) = Cs”. Here attribute importance
is computed to determine the correlation of the historical input/output and the
current output.
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Fig. 1. Membership functions for fuzzy partition of the u(t − k) and y(t − l)

Table 1. Fuzzy decision table of Gas Furnace Problem

C̃ D̃
i 1 2 . . . 9 10 11 12 13 14
Ũ u(t − 9) u(t − 8) u(t − 1) y(t − 4) y(t − 3) y(t − 2) y(t − 1) y(t)
1 B4 B4 B4 C3 C3 C4 C3
2 B4 B4 B4 C3 C3 C3 C3

. . .
111 B3 B2 B3 C6 C5 C5 C6
. . .
287 B4 B4 B5 C5 C5 C5 C5

Table 2. γCi(D) and wCi for condition attributes in fuzzy decision table

Index Variable γCi(D) wCi

1 u(t − 9) 0.94031 0.05969
2 u(t − 8) 0.94077 0.05923
3 u(t − 7) 0.95122 0.04878
4 u(t − 6) 0.95122 0.04878
5 u(t − 5) 0.94774 0.05226
6 u(t − 4) 0.93031 0.06969
7 u(t − 3) 0.93728 0.06272
8 u(t − 2) 0.95122 0.04878
9 u(t − 1) 0.94774 0.05226
10 y(t − 4) 0.92334 0.07666
11 y(t − 3) 0.95819 0.04181
12 y(t − 2) 0.95122 0.04878
13 y(t − 1) 0.95819 0.04181
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1. Compute γC(D) and wCi , and determine one input of the model. The com-
putation result is listed in Table 2. In this example

γD
C = cardposC(D)/cardU = 1

It means that fuzzy decision table is consistent. And we have

γCi(D) = γC\i(D) =
cardposC\i(D)

cardU
(2)

wci = γC(D)− γC\i(D) =
cardposC(D)− cardposC\i(D)

cardU
(3)

here, 0.04 < wCi < 0.07. In this condition, when wc ≥ 0.06, we think
that corresponding attributes are more important than others. From the
computation, it can be seen that for the current output, input of u(t −
3)u(t− 4) and output of y(t− 4) is relative important.

2. Determine another input of the fuzzy forecast model. There exists strong
correlation among the condition attributes, so after computing the attribute
importance, we continue with importance of the attribute combination. Ac-
cording to step 1, u(t − 3), u(t − 4) and y(t − 4) are selected as one of the
two inputs. Next we compute the importance of combinations related to the
determined input. It is done according to Definition 5:

Definition 5. (Importance of attribute combination) Let Bij = {u(t − i),
y(t − j)}, 1 ≤ i ≤ 9, 1 ≤ j ≤ 4. The importance of the attribute sets is
defined as:

wij = γC
Bij

(D) =
cardposC(D)− cardposC\Bij

(D)
cardU

(4)

The larger wij , the more important the correlated attributes to the output.
Thus Table 3 is then obtained.

Table 3. Importance of different attribute combinations

wij y(t − 1) y(t − 2) y(t − 3) y(t − 4)
u(t − 1) 0.07317
u(t − 2) 0.05923
u(t − 3) 0.08362 0.04878 0.05575 0.04878
u(t − 4) 0.09408 0.04878 0.05575 0.05575
u(t − 5) 0.05226
u(t − 6) 0.07317
u(t − 7) 0.06620
u(t − 8) 0.04878
u(t − 9) 0.05923
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3. Select two models with biggest wij as our forecast model. It can be con-
cluded from Table 3 that the combination of the two important attributes
will not certainly result the most important combination. For example, <
u(t−3)y(t−4), y(t) > and < u(t−4)y(t−4), y(t) > are less important than
the combination of < u(t− 3)y(t− 1), y(t) > and < u(t− 4)y(t− 1), y(t) >.
Through this kind of computation, the structure of the model can be deter-
mined as < u(t− 3)y(t− 1), y(t) > or < u(t− 4)y(t− 1), y(t) >.

3.3 Obtaining the Smallest Rule Set by RST

We rebuild two fuzzy decision tables with condition attributes, respectively,
u(t − 3)y(t − 1) and u(t − 4)y(t − 1), and decision attribute y(t). Then rough
set theory is used to reduce 287 fuzzy rules to get the smallest rule set shown in

Table 4. Control rules of < u(t − 3)y(t − 1), y(t) >

C1 C2 C3 C4 C5 C6
B1 C5 C6 C6
B2 C4 C5 C5 C6
B3 C3 C4 C5 C6
B4 C3 C3 C4 C5 C5
B5 C2 C2 C3 C4
B6 C1 C2 C2
B7 C2

Table 5. Control rules of < u(t − 4)y(t − 1), y(t) >

C1 C2 C3 C4 C5 C6
B1 C6 C6
B2 C5 C5 C6
B3 C4 C4 C4 C5 C5
B4 C3 C3 C4 C5
B5 C2 C3 C3
B6 C1 C2 C2
B7 C1 C2

Table 6. Control rules of < u(t − 4)y(t − 1), y(t) > in [4]

C1 C2 C3 C4 C5 C6
B1 C6 C6
B2 C4 C5 C5 C6
B3 C3 C4 C4 C5 C5
B4 C3 C3 C4 C4 C5
B5 C2 C3 C3 C4 C5
B6 C1 C2 C2 C3
B7 C1 C1
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Table 7. Comparisons of 3 models mentioned above

Rule number MSE

< u(t − 3)y(t − 1), y(t) > 13 0.65151
< u(t − 4)y(t − 1), y(t) > 16 0.69152
< u(t − 4)y(t − 1), y(t) > 16 0.89900

Table 5. The reduction algorithm can be found in literature [6]. At last Table 4
and Table 5 are obtained. Table 6 is the analogous control table taken from
literature [4].

If tables are rewritten in form of IF-THEN fuzzy rules, simpler rule set can be
achieved. The total number of rules is listed in Table 7. However, to conveniently
compare with Table 6, the results are also expressed in form of table.

3.4 Simulation and Analysis

To do the test experiment, the set of 296 data is used to test the forecast model
derived in this paper. Figure 2 and Figure 3 are got respectively.

To compare the MSE and rule number of 3 models in Table 7, first two are
computed in this paper, and the third is got in literature [4]. The MSE com-
putation is according to the equation (5), where l represents the total measure
times. And the MSE of 3 models are listed below.

p2 = 1
l

l∑
i=1

[y(t)− ŷ(t)]2 (5)

Result analysis: It can be seen through the whole modeling process that different
fuzzy partitions may generate different results, however, it will not affect the
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Fig. 2. Real and forecast output by using the model with < u(t − 3)y(t − 1), y(t) >
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Fig. 3. Real and forecast output by using the model with < u(t − 4)y(t − 1), y(t) >

application of RST in the modeling. The fuzzification here is based on literature
[4], and the model result is satisfied.

It can also be seen from the experiment that the forecast model is not unique.
For example both < u(t−3)y(t−1), y(t) > or < u(t−4)y(t−1), y(t) > are good
for engineering application, and there are only small differences between them.

Furthermore, when attribute importance of RST is used to compute the cor-
relation of condition attribute and decision attribute, more attention should be
given to the attributes combination due to its strong correlation. The combi-
nation of some most important attributes will not form the most important
attributes set, on the contrary, the combination of sub optimal attributes will
generate important influence on decision.

4 Conclusion

This paper describes a new approach to generate optimal fuzzy forecast model
from Box and Jenkins’ gas furnace dynamic process data by combining FST and
RST together. Fuzzy set and fuzzy logic is firstly applied to turn I/O data into
fuzzy decision table, and secondly RST is used to quantitatively determine the
best structure of the forecast model and then to get the optimal rule sets by
its knowledge reduction algorithm. At last, with MSE and the rule number as
performance index, the optimal model is evaluated.It may be less accurate than
the model in [5]. However, it is simple, intuitive and the result can be accepted
by the practical engineering.

Furthermore, the concepts used here are all the basic concepts of RST, many
improvements may be done. For example, to optimize the fuzzy partition in the
first stage, employ entropy concept, and adopt the improved reduct algorithms
to optimize the model. All these will advance the proposed algorithm. This paper
just proposes a successful application of rough sets in fuzzy identification by a
classical example.
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Abstract. Today’s embedded systems representatively feature comput-
ing resource constraints as well as workload uncertainty. This gives rise
to the increasing demand of integrating control and scheduling in con-
trol applications that are built upon embedded systems. To address the
impact of uncertain computing resource availability on quality of control
(QoC), an intelligent control theoretic approach to feedback scheduling
is proposed based on fuzzy logic control technology. The case with one
single control task that competes for CPU resources with other non-
control tasks is considered. The sampling period of the control task is
dynamically adjusted. The goal is to provide runtime adaptation and
flexible QoC management in the presence of CPU resource constraint
and workload uncertainty. Preliminary simulation results argue that the
fuzzy feedback scheduler is effective in managing QoC in real-time em-
bedded control applications.

1 Introduction

As embedded systems have become prevalent in today’s computing community,
recent years have witnessed an increasing adoption of embedded controllers in
control applications [1,2]. It is recognized that over 99% of all microprocessors
are now used for embedded systems that control physical processes and devices
in real-time [2]. In contrast to mainstream general-purpose systems, these em-
bedded computing platforms are often resource constrained. At the same time,
practical applications are becoming more and more complex. This leads to the
fact that several control and/or non-control tasks often share one embedded
CPU. In these cases, the system workload may exhibit uncertain characteristics
[3,4] due to: 1) task activation or termination, and 2) non-deterministic behavior
of the underlying platforms. In a resource-constrained environment, this work-
load uncertainty will cause the allowable CPU utilization for control purpose to
be limited and unexpectedly changeable.

From a historical perspective, control design is always dealt with as an issue
separated from task scheduling [1,5,6]. The control community generally focuses
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on developing novel control algorithms, regardless of their implementation or
simply assuming that the underlying platform used to implement the control
algorithms can provide real-time supports (e.g., deterministic, sufficient com-
puting resources) as needed. However, as these control systems move from the
research laboratories to real-world applications, they also become subject to the
time constraints of the resource constrained environments. Although the sepa-
ration of concerns allows the control community to focus on its own problem
domain without worrying about how task scheduling is done, the control task
does not always utilize the available computing resources in an efficient way, and
the overload condition cannot be effectively addressed. As a result, the quality of
control (QoC) may be significantly degraded. This is particularly serious for em-
bedded control applications with limited computing resources. Therefore, when
implementing real-time control applications over embedded systems, runtime
flexibility should be provided for the sake of effective QoC management.

To address these requirements, the feedback scheduling mechanism (e.g.
[6,7,8,9] ) has been proposed as a promising approach to integrate feedback
control and real-time scheduling. When applied in digital control systems, it is
cost-effective to achieve control performance guarantees in computing resource
insufficient environments. While the emerging feedback scheduling methodology
is attracting more and more efforts both from the control community and the
real-time scheduling community, a lot of open issues remains to be addressed in
this field. For example, the computation time of a control task may vary sig-
nificantly, e.g. due to the changes in the data to be processed. This makes the
requested CPU time of control task(s) also uncertain. Since noises inevitably
exist in the measurement of tasks’ timing parameters, the measured CPU uti-
lization is imprecise, if not unavailable.

In this work, we consider implementing real-time control applications on
resource constrained embedded systems. Based on the methodology of feedback
scheduling, a novel approach is proposed to provide runtime adaptation and
flexible QoC management with respect to CPU resource availability variations
and actual resource utilization uncertainty. Regarding the control task scheduling
system as a feedback control issue, we utilize fuzzy control technology [10,11]
to construct the feedback scheduler. This intelligent feedback scheduler is used
to dynamically adjust the sampling period of a control task that competes for
CPU time with other non-control tasks. The motivation for using fuzzy logic for
feedback scheduling of control tasks is mainly raised from its inherent capacity
to formalize control algorithms that can tolerate imprecision and uncertainty.
Based on this intelligent control technique, we provide an innovative, systematic
and scientific approach to feedback scheduling.

2 Problem Statement

In the system considered in this work, as shown in Fig.1, there is a single control
task that executes concurrently on an embedded CPU together with other non-
control tasks. For convenience, all these tasks are assumed to be periodic. The
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resource utilization of the non-control tasks may change over time. And hence
the available CPU utilization for the considered control task is unexpectedly
variable. According to basic real-time scheduling theory, the requested CPU
utilization of the control task is U = c/h, where c and h are the execution time
and sampling period, respectively. Let Usp denote the available CPU utilization
for control task execution. In order to guarantee the schedulability of the system,
it must be satisfied that c/h < Usp. Note that the CPU time can be scheduled
using static or dynamic priority based scheduling algorithms, e.g. fixed priority
(FP), rate monotonic (RM) or earliest dead-line first (EDF) scheduling algorithm
[12]. For a specified scheduling algorithm, Usp can be derived from the upper
bound of the total CPU utilization in the corresponding schedulability condition.
Alternatively, the CPU resource can also be allocated based on the Constant
Bandwidth Server (CBS) mechanism [13]. In this case, Usp can be viewed as the
fraction of the CPU bandwidth assigned to the control task.

Embedded CPU kernel

Control

task

Plant
Non-control tasks

Fig. 1. The considered control task and several non-control tasks execute concurrently
on one embedded CPU. The allowable CPU utilization for the control task is limited
and varying.

Generally, a traditional controller is designed without taking into account
computing resource availability variations. In this case, if the control task be-
comes unschedulable because of computing resources scarcity in real-time im-
plementation, the control system may be destabilized [14]. In order to achieve
satisfactory QoC, task schedulability should not be violated. For a well-designed
control algorithm, from the control perspective, the QoC will highly depend on
the sampling period h. Hence, the problem considered can be formulated as:

minh J = η(h) s.t. c/h ≤ Usp (1)

where J is the control cost function with respect to h. In this work, we simply
assume that h could be adjusted online and imprecise c values could be obtained
through timing measurement with noise.

According to digital control theory, η(·) is a monotone decreasing function,
i.e. smaller sampling period leads to better QoC. Therefore, with given execution
time c, the cost function will be directly minimized by setting h to be c/Usp.
However, this is not so easy as it seems due to the complex uncertain charac-
teristics of task execution time and CPU workload. On the one hand, both c
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and c/Usp are time-varying. On the other hand, the available values of them are
imprecise due to unavoidable measurement noises. As a consequence, simply as-
signing h with a value of c/Usp may lead to the fact that either the schedulability
condition is violated, or the CPU time is not fully utilized.

In recent years, the emerging area of integrated control and scheduling has
received considerable amount of attention, e.g. [4,5,6,7,8,9].In these works, the
idea of feedback has been used in scheduling algorithms for applications where
the dynamics of the workload cannot be characterized accurately. Marti et al [5]
stress the need for new scheduling approaches able to optimize control perfor-
mance according to the system dynamics. Cervin et al [6] present a scheduling
architecture for real-time control tasks in which feedback information is used to
adjust the workload of the processor and to optimize the overall control per-
formance by simple rescaling of the task periods. Lu et al [8] apply a control
theory based methodology to systematically design FCS algorithms to satisfy
the transient and steady state performance specifications of real-time systems.
Abeni et al [9] apply control theory to a reservation based scheduler and provide
a precise mathematical model of the scheduler. Although these works concern
dynamic computing resource availability, the inherent imprecision of the involved
time parameters in feedback scheduling has not been effectively addressed. In
order to achieve flexible QoC management, a more systematic and scientific ap-
proach is needed. In [4], a fuzzy feedback scheduler is proposed to improve the
performance of iterative optimal control applications. As an anytime algorithm,
the execution time of the controller is dynamically adjusted while the sampling
period is assumed to be constant. A neural network based approach is presented
in [7] to feedback scheduling of multiple control tasks. However, both scenarios
considered in [4] and [7] are different from what is formulated in equation (1).
In this work, we present an intelligent control theoretic approach to the above
formulated problem based on fuzzy logic control technology.

3 Fuzzy Feedback Scheduling Approach

Fuzzy logic [10,11] provides a formal methodology for representing, manipulat-
ing, and implementing a human’s heuristic knowledge. It provides a simple and
flexible way to arrive at a definite conclusion based upon imprecise, noisy, or
incomplete input information. Fuzzy logic has been proven to be an exciting
problem-solving control system methodology implemented in systems ranging
from simple, small, embedded controllers to large, networked, workstation-based
data acquisition and control systems. In this section, we propose a novel feed-
back scheduling approach using fuzzy logic. First, we describe the architecture
of the fuzzy feedback scheduling mechanism. Then a fuzzy feedback scheduler is
designed in detail, borrowing the methodology of fuzzy control technology.

3.1 Architecture

We treat feedback scheduling as an intelligent control problem. The architecture
of the fuzzy feedback scheduling methodology is given in Fig.2. From the control
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perspective, the scheduler can be viewed as an intelligent feedback controller
[4,7]. The con-trolled variable is the CPU utilization. The sampling period of
the considered control task acts as the manipulated variable. In the context of
fuzzy control, the basic idea is to make use of expert knowledge and experience
to build a rule base with linguistic if-then rules. Proper control actions are then
derived from the rule base. Accordingly, the role of the fuzzy feedback scheduler
is to control the CPU utilization to the desired level. It gathers the actual CPU
utilization U and current allowable utilization Usp, compares them, and then
decides in an intelligent fashion what the control period should be to ensure that
the performance objectives will be met. In this way, it at-tempts to minimize the
control period under task schedulability constraints, thus improving the control
performance to a maximum extent. Generally speaking, the feed-back scheduler
can be either time-triggered or event-triggered, while we employ a periodic one in
this paper. The fuzzy feedback scheduler is utilized to provide runtime adaptation
to computing resource requirements of the control task. Thus there is a dynamic
tradeoff between QoC improvement and task schedulability.

Fuzzy

feedback

scheduler

Control task

CPU
U

U

-

Non-control

tasks
e

de

dh

Fig. 2. Architecture of fuzzy feedback scheduling

3.2 Design Methodology

In this subsection, we detail the design of the fuzzy feedback scheduler. The
internal structure of the fuzzy feedback scheduler is given in Fig.3. Similar to
almost all fuzzy controllers [10], the fuzzy feedback scheduler consists of four
main components: (1) The fuzzification is a procedure to define fuzzy sets based
on system input measurements, i.e. it defines the membership mappings from
the measured values of each input to a set of linguistic values. (2) The rule
base holds the knowledge, in the form of a set of rules, of how best to control
the system. (3) The inference mechanism evaluates which rules are relevant at
the current time and then decides what the control task’s period should be.
And (4) the defuzzification interface converts the conclusions reached by the
inference mechanism into the numeric output. The vast amount of knowledge
and experience of fuzzy applications in control community can be borrowed
in the construction of feedback schedulers. The design of the fuzzy feed-back
scheduler can be conducted by the following procedures.

The first step is to identify the input and output variables, i.e. choice and
scaling of the linguistic variables. There are two input variables, the error be-
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Fuzzification

Inference

mechanism

Defuzzification

Rule base

e

de

dh

Fig. 3. Fuzzy feedback scheduler structure

ZENB NS PS PB

0-0.2 -0.1 0.1 0.2 e

ZENB NS PS PB

0-0.2 -0.1 0.1 0.2 de

ZENB NS PS PB

0-2 -1 1 2 dh (ms)

Fig. 4. Membership functions for linguistic variables

tween desired CPU utilization and actual CPU utilization, e = Usp − U , and
the change in error, de = eN − eN−1, where N denotes the sampling instance
of the fuzzy feedback scheduler. Note that the scheduler’s sampling period is
different from that of the control task. The input linguistic variables are denoted
by E and DE, respectively. The scheduler output is the increment of the control
period dh, and the correspond-ing linguistic variable is denoted by DH . Next,
we specify meaningful linguistic values and the membership functions for each
linguistic variable. In this work, the linguistic values are the same for all input
and output linguistic variables, i.e. negative big (NB), negative small (NS), zero
(ZE), positive small (PS), and positive big (PB). Fig.4 shows the membership
functions of the input and output linguistic variables.

The rule base will then be set up. Since feedback scheduling is a newly emerg-
ing research area that lacks of practical experience, we attempt to design the
rule base based on our experience on simulation studies and the well-established
knowledge both from control community and real-time scheduling community.
Table 1 describes all possible rules. Each of them can be expressed as [11]:
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Rk : if E is Ei and DE is DEj , then DH is DHij i = 1, . . . 5; j = 1, . . . 5. (2)

Therefore,
R =

⋃
i,j

Ei

⊗
DEj

⊗
DHij (3)

And the membership function of R is given by

μR(e, de, dh) =
(i=5,j=5)∨
(i=1,j=1)

μEi(e)
∧

μDEj (de)
∧

μDHij (dh) (4)

Table 1. Rule base for the fuzzy feedback scheduler

DE
DH NB NS ZE PS PB

NB PB PB PB PS ZE
NS PB PB PS ZE NS

E ZE PS PS ZE ZE NS
PS PS ZE NS NS NB
PB ZE NS NS NB NB

The fuzzy sets representing the conclusions are obtained based on the max-
min inference mechanism. Then we have

DH = (E
⊗

DE)
⊕

R (5)

And the membership function of the output variable DH is given by

μDH(dh) =
∨

e∈E,de∈DE

μR(e, de, dh)
∧

μE(e)
∧

μDE(de) (6)

In the above equations,
∨

and
∧

are the max and min functions, respectively;⊗
and

⊕
are fuzzy arithmetic operators.

In the defuzzifization procedure, we employ the center of gravity method to
pro-duce a crisp output dh. And hence

dh =
∑

μ(dh) · dh∑
μ(dh)

(7)

Since the feedback scheduler will be used online and often implemented as a
task that executes on the embedded CPU, it also consumes CPU time. In order
for the fuzzy feedback scheduler to be cost-effective, the scheduling overhead
should be relatively small. In practical applications, since R is a high order ma-
trix, calculating a numeric output according to the above equations will demand
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a considerable amount of time. This is expensive for feedback scheduling of the
control task on embedded systems.

For the sake of small scheduling overhead, one can easily refer to the look-up
table method in the context of fuzzy feedback scheduling. The basic principle
of the look-up table method is to obtain the control table through offline calcu-
lations, and store it in the memory. At run time, what the scheduler has to do
is just searching the quantified output in the control table based on the quan-
tified inputs e and de. After multiplied with the scale factor, it is exactly the
scheduler’s output. Thanks to that fact that the computational complexity of the
loop-up table method is very low, the scheduling overhead of the fuzzy feedback
scheduler can be extremely small. Furthermore, this implementation is also very
simple in programming.

4 Performance Evaluation

In this section, we conduct preliminary simulations to assess the performance of
the fuzzy feedback scheduler. A small DC servo motor given as G(s) = 1000/
(s2+s) is to be controlled using an embedded controller. The goal of the control is
to make the servo position follow the reference position as closely as possible. The
control task within the CPU executes a classical PID algorithm, which is well-
designed pre-runtime to control the plant. The nominal control period h0 = 8
ms. The execution time of the control task is also time varying, according to
the normal distribution with a mean of 3 ms. During run time, the allowable
CPU utilization varies as shown in Fig. 5. This variation is used to reflect the
workload uncertainty within modern embedded systems. In this wok, two cases
are simulated using Matlab/Truetime [15].

In Case I, the controller works with a fixed sampling period of 8 ms, just
as in almost all current control applications. And hence the average requested
CPU utilization approximates 3/8 = 0.375 all along the simulation. In the time
interval from t = 0 to 1s, as shown in Fig. 6 (dotted blue line), the DC mo-
tor performs well. Before time instance t = 1s, the available CPU resources
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Fig. 5. Allowable CPU utilization for the controller
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are sufficient in most time, notwithstanding fluctuation. However, the comput-
ing resources become scarce after time t = 1 s, which is denoted by allowable
CPU utilizations smaller than what are requested. As a result, the control task
becomes unschedulable, and the DC motor turns to be unstable, see Fig. 6.

Next, in Case II, a preliminary version of the fuzzy feedback scheduler pre-
sented in Section 3 is implemented to provide flexible QoC management. The
control period is online adjusted in response to computing resource availability
variations. The scheduler acts as a periodic task with a period of 20 ms and
the scheduling overhead is neglected. The PID parameters are online updated to
compensate jitters of the control period. As shown in Fig.6 (solid red line), the
QoC is improved with the help of the fuzzy feedback scheduler. Because the al-
lowable utilization is close to the requested one in Case I, the QoC improvement
seems slight before t = 1s. When the CPU time becomes scarce after t = 1s, the
benefit of the proposed approach is significant, and the system regains stability.
It is clear that the fuzzy feedback scheduler is effective in managing uncertain
resource constraints in real-time embedded control applications.
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Fig. 6. Transient responses of the DC motor

5 Conclusions

In spite of widespread adoption in real-time control applications, embedded sys-
tems are prone to be resource limited. With uncertain workload, it is likely that
they cannot provide sufficient computing resources as needed by control tasks.
To effectively manage QoC in these dynamic environments, runtime flexibility
is necessary. In this paper, we present a fuzzy feedback scheduling approach,
where feedback control and real-time scheduling are integrated. In the context
of feedback scheduling, a newly emerging field, a fuzzy logic based scheduler is
suggested to cope with the impact of uncertain resource constraints on control
performance. As a novel application of fuzzy logic in feedback scheduling, this
approach opens a vast and innovative field of research intended for performance
optimization of embedded systems, although there are a number of open issues
that need to be critically examined. The potential benefits of the fuzzy feedback
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scheduler include: graceful QoC degradation under overload conditions, effec-
tiveness in dealing with timing uncertainty inside CPU scheduling, systematic
design methodology, and simple implementation. Thanks to the promising results
that the fuzzy feedback scheduler exhibits, we are now working on extending the
proposed approach in multitasking cases.
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Abstract. Protocol Independent Multicast - Sparse Mode (PIM-SM) is
the preferred multicast routing protocol currently. But it has the defi-
ciency of high overhead of control messages and it needs to be improved.
Stochastic Petri Nets is a soft computing technique that has been widely
used in the area of performance evaluation. We improve PIM-SM pro-
tocol in this paper by use of Stochastic Petri Nets. The improvement
mainly focuses on Register message, Join/Prune message and Bootstrap
message. Experiments and analysis using Petri nets suggest that our im-
provement results in better performance than the current standard of
PIM-SM protocol.

1 Introduction

Multicast is an efficient way for point-to-multipoint and multipoint-to-multipoint
communications [1]. The function of multicast routing protocol is to maintain
the multicast forwarding tree. Currently proposed multicast routing protocols
include Distance Vector Multicast Routing Protocol [2], Multicast Extensions to
Open Shortest Path First [3], and Protocol Independent Multicast - Dense Mode
[4], Core Based Trees [5] and Protocol Independent Multicast - Sparse Mode
(PIM-SM) [6]. Among all of these, PIM-SM is considered as the preferred pro-
tocol since it does not make any dependence on other unicast routing protocols,
and that the multicast tree can switch from shared tree to shortest path tree.

Deployment problems of the multicast technology has been a hot topic for
long [12], [13], [14], [15]. In fact, PIM-SM protocol also has the deficiency that
impedes its wide deployment in Internet: the high overhead of control messages.
Too many control messages lead to at least two problems, causing more router
processing load and consuming more network bandwidth. Therefore, it is needed
to improve PIM-SM protocol.

The analysis and improvement of PIM-SM protocol have been studied by
many researchers. Billhartz compares PIM-SM protocol with Core Based Trees
protocol, finding that control overhead of PIM-SM is by far more than Core
Based Trees protocol [7]. Holt brings forward dynamic switching between shared

� This work is supported by the National Natural Science Foundation of China (No.
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tree and shortest path tree in accordance with network situations, demonstrating
that control overhead can thus be reduced considerably [8]. Lin suggests period-
ical relocation of Rendezvous Points according to network topology, and proves
that multicast tree maintaining cost decreases a lot in this way [9].

However, as far as we know, there is not any research to improve PIM-SM
protocol based on the quantitative performance analysis. Soft computing tech-
niques, especially Petri nets, can help us do this. Petri nets has been widely used
in the area of performance evaluation. It is powerful in describing the dynamic
behavior of PIM-SM protocol. By use of Petri nets, we can find the bottle-neck
of PIM-SM protocol and improve the protocol. In addition, it can help us in
evaluating our improvement.

Based on the Stochastic Petri Nets (SPN) model of PIM-SM protocol and prior
work on the performance analysis of different types of PIM-SM messages [10], we
improve PIM-SM focusing on three types of messages: the Register message, the
Join/Prune message, and the Bootstrap message. Experiments and analysis using
Petri nets suggest that our improvement results in better performance.

2 Specification of PIM-SM Protocol

In a PIM-SM domain, routers running PIM-SM protocol send Hello message
to neighbors periodically, so as to discover neighboring PIM-SM routers and
elect the Designated Router in multi-access local area networks. the Designated
Router is unique in a local area network. One function of the Designated Router
is to send multicast packets to the multicast distribution tree, when there is an
active multicast source in its directly connected local area network. The other
function is to send Join/Prune message upstream along the multicast distribution
tree, when there are members joining or leaving multicast groups.

When Join/Prune message is being sent from the Designated Router to the
root of the multicast distribution tree, each router along the path builds multicast
forwarding states according to the message information, leading multicast data
to be forwarded downstream. Multicast forwarding states in the routers have a
period of validity, so each router should send Join/Prune messages periodically
to the upstream neighboring router.

When a Designated Router receives multicast data from a directly connected
source, and if there is no established source-based tree, the Designated Router
encapsulates the data in Register message, and unicasts the message to the
Rendezvous Point of the multicast group. Upon receiving the message, the Ren-
dezvous Point decapsulates the data and forwards them downstream along the
shared tree to each group member, replicating at appropriate spots. At the same
time, the Rendezvous Point sends Join/Prune message to join the source-based
shortest path tree. When the shortest path tree has been established, multicast
data are sent to the Rendezvous Point downstream along the tree, without any
encapsulation. After multicast data arrive via the shortest path tree, the Ren-
dezvous Point will immediately send Register-Stop message to the Designated
Router as soon as receiving Register message from the Designated Router encap-
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sulating the same data. Later, the Designated Router sends Register messages to
the Rendezvous Point periodically to probe whether multicast tree works well. If
so, the Rendezvous Point sends Register-Stop message to the Designated Router
immediately.

PIM-SM protocol also includes the Rendezvous Point election mechanisms.
the Rendezvous Point is the root node of the shared tree, and is unique for a
multicast group. In a PIM-SM domain, there should be at least one router config-
ured as the candidate Bootstrap router. All these candidate Bootstrap routers
compete for a domain-unique Bootstrap Router through self-adaptive mecha-
nisms. There can be one or more candidate Rendezvous Points configured for
each multicast group, and each candidate Rendezvous Point unicasts Candidate-
RP-Advertisement message to the Bootstrap Router to apply for the Rendezvous
Point of a multicast group. The Bootstrap Router periodically builds Bootstrap
message containing the mapping information of multicast groups and their corre-
sponding candidate Rendezvous Points, sending the message hop by hop within
the domain. Routers receiving Bootstrap message elect the Rendezvous Point
for each multicast group on their own using a domain-unique hash function.

In a multicast tree, each router has a specific incoming interface for a specific
group or source. In multi-access local area networks, two routers may have dif-
ferent upstream neighbors, so there may be redundant data in the multi-access
link. When this happens, the downstream routers will receive multicast packets
from a wrong incoming interface. In order to avoid data redundancy, when a
router receives multicast packets from a wrong incoming interface, it sends As-
sert message to that interface immediately. By use of Assert message, only one
router is elected to send data to that link.

Therefore, there are 7 types of messages in PIM-SM protocol: Hello message,
Bootstrap message, Candidate-RP-Advertisement message, Join/Prune message,
Register message, Register-stop message, and Assert message.

3 Improvement Solutions to PIM-SM Protocol

Petri nets was first put forward by C. A. Petri in his Ph.D thesis in 1962. Since
then, it has been widely studied and applied in many areas [16]. It is a soft
computing technique to describe and model information systems [17], [18]. The
main characteristic of Petri nets is its concurrency, nondeterminacy, asynchro-
nism, and analysis ability for distributed systems. It can simulate the dynamic
behavior of real systems by the flow of the tokens [19].

The three primary elements in Petri nets are the place, the transition and the
arc. Place is used to describe the possible local states of the system; transition
is used to describe the event that will change the system states; and arc is used
to describe the relationship between place and transition. The different states of
the system are described by the tokens included in places.

Petri nets is an excellent technique in performance evaluation. With the Petri
net model of PIM-SM protocol and analysis using Petri nets, we can evaluate the
bottle-neck of the protocol and improve the protocol. Li has done prior work on
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performance analysis of PIM-SM protocol [10] by use of the Petri nets, finding
that Register message and Join/Prune message cause most router processing
load, while Join/Prune message and Bootstrap message consume most network
bandwidth. We here improve the PIM-SM protocol using Petri nets focusing on
these three types of messages.

3.1 Process Optimization of Register Message

For Register message, we optimize the router processing. In ordinary design,
Register message is processed on controlling module as other types of messages.
But Register message is special in that it encapsulates multicast data and ar-
rives at the data-sending rate. To input so many Register messages encapsulating
multicast data to upper layer controlling module will cause too much processing
load. In our optimized design, each router processes Register message on multi-
cast forwarding module. It avoids copying data and sending them to upper layer,
which obviously reduces processing load.

3.2 Mechanism Improvement of Join/Prune Message

According to the current standard of PIM-SM protocol , additional Join/Prune
messages are sent immediately each time there are multicast group members
dynamically changing. We improve this mechanism as follows. When it is needed
to send additional Join/Prune message upon group member change, Join/Prune
message is not sent immediately, but wait for the time interval between the
current time and the time to send the next periodical Join/Prune message. If
the time interval exceeds a threshold value (defined as one fifth of the Join/Prune
message sending period), it is sent immediately, otherwise it is to be sent along
with the next periodical Join/Prune message. Through this improvement, the
number of Join/Prune messages can be reduced.

3.3 Mechanism Improvement of Bootstrap Message

As for the Bootstrap message, it is formulated in the current standard of PIM-
SM protocol that Candidate Rendezvous Points applies for the Rendezvous Point
of a multicast group in Candidate-RP-Advertisement message sent to the Boot-
strap router, then the Bootstrap router floods the mapping information of all
multicast groups and their candidate Rendezvous Points in Bootstrap message
hop by hop within the domain, and routers receiving Bootstrap message elect
the unique Rendezvous Point for each multicast group through a domain-unique
hash function on their own. We improve this mechanism as follows. The Boot-
strap router elects the unique Rendezvous Point for each multicast group each
time before sending Bootstrap message, and then it floods the mapping infor-
mation of all multicast groups and their unique Rendezvous Point in Bootstrap
message. After this improvement, the election of the unique Rendezvous Point
from candidate Rendezvous Points is done by the Bootstrap router instead of
by all routers on their own, and the packet size of Bootstrap message decreases.
Because the computation to elect the Rendezvous Point is avoided, the router



638 D. Li et al.

processing load of Bootstrap message will be reduced. In addition, the packet
size of Bootstrap message will also decrease.

4 Experiments and Analysis

To compare the performance of PIM-SM protocol after our improvement with
that of the current standard, we use the whole model of PIM-SM protocol and the
multicast session established in [10]. Fig. 1 shows the SPN model of the whole
PIM-SM protocol. In the model, P13 represents the arrival of Hello message;
P14 represents the arrival of Bootstrap message; P15 represents the arrival of
Candidate-RP-Advertisement message; P16 represents the arrival of Join/Prune
message; P17 represents the arrival of Register message; P18 represents the ar-
rival of Register-Stop message; and P19 represents the arrival of Assert message.
Meanwhile, T8 represents the processing of Hello message; T9 represents the
processing of Bootstrap message; T10 represents the processing of Candidate-
RP-Advertisement message; T11 represents the processing of Join/Prune mes-
sage; T12 represents the processing of Register message; T13 represents the
processing of Register-Stop message; and T14 represents the processing of As-
sert message. For the significations of other places and transitions, please refer
to [10].
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Fig. 1. The SPN model of PIM-SM
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N0

N2

N1N3

N4

Fig. 2. Network topology of the multicast session

The multicast session runs on the network topology of Fig. 2. And Table 1
shows the assumptions on parameters of the multicast session, based on our
measurement and estimation through implementation.

Among the 7 types of PIM-SM messages, Assert message only exists on multi-
access local area networks, and it will disappear for long once it has corrected
the redundancy. Thus, the amount of Assert messages is so small that we can
ignore them for discussion. Later discussions are limited to the other 6 types of
protocol messages.

After our improvement, let us discuss the performance of PIM-SM protocol
from the view of the 6 types of protocol messages. Both the router processing
load and the network bandwidth consumed are concerned.

Table 1. Parameters of the multicast session

Parameter Name Value

Number of candidate Bootstrap Routers 1(N0)
Number of candidate Rendezvous Points for the multicast
group

2(N1,N2)

Number of multicast sources 2 (in the local area net-
works where N3 and
N4 stand)

Persistent time of the multicast session 2 hours
Average data sending rate of multicast sources 2Mbit/s
Average packet size 1000 bytes
Average time interval for Register message unicast from the
Designated Router to the Rendezvous Point

30 milliseconds

Average time interval for the Rendezvous Point to join Source-
based shortest path tree and receive data from the tree

100 milliseconds

Average Time interval for Register-Stop message unicast from
the Rendezvous Point to the Designated Router

30 milliseconds

Average time interval for a router to send additional Hello
messages because of network fluctuation

5 minutes

Average time interval for a router to send additional
Join/Prune messages because of dynamic change of multicast
group members

1 minute
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4.1 Router Processing Load After Improvement

The comparative average tokens in P13∼P18 of the SPN model of PIM-SM
protcol stand for the comparative router processing load caused by each type
of PIM-SM messages. According to the theory of Petri nets, the comparative
average tokens in P13∼P18 are decided by transition probabilities of t4∼t10 and
the transition rates of T8∼T14, respectively. Since we ignore the Assert message
for discussion, the transition probability of t10 is assumed as 0. Thus, we still
need to quantify the transition rates of T8∼T13 and the transition probabilities
of t4∼t9.

To compute the transition rates of T8∼T13, it is needed to define the con-
cept of effective code length. For a segment of effective code (code that is time-
weighted), effective code length refers to the line number of the code after the
following operations: unfolding the loop statements (bounds are assigned with
reference to the multicast session on the topology above), substituting condi-
tion statements with the branch of the most probability, and substituting sub-
functions with the effective code of the sub-functions (recursively until com-
pletely substituted).

After the optimized process of Register message and the improvement of the
Bootstrap mechanism, we can decrease the effective code length of processing
Register message from 260 to 150, and decrease that of Bootstrap message from
511 to 400. The effective code lengths of the other 4 types of messages maintain
the same as before, that is, Hello message 174, Candidate-RP-Advertisement
message 109, Join/Prune message 925, and Register-Stop message 89. Thus, the
transition rates of T8∼T13 in Fig.1 are 0.174, 0.075, 0.278, 0.033, 0.201 and
0.340, respectively.

After the improvement of Join/Prune message, the number of Join/Prune
message that a router receives at most during the multicast session decreases
from 720 to 654. The other 5 types of messages that a router receives at most
during the multicast session remain the same, i.e., message 1056, Bootstrap
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message 120, Candidate-RP-Advertisement message 240, Register message 3680
and Register-Stop message 900. So the transition probabilities of t4∼t10 in Fig.
1 are 0.159, 0.018, 0.036, 0.099, 0.553, 0.135 and 0, respectively.

Run SPNP to simulate and we can get the result of router processing load of
the 6 types of PIM-SM messages shown in Fig. 3.

Fig. 4 illustrates the router processing load of each type of message under the
current standard of PIM-SM protocol, which is studied in [10]. If we compare
Fig. 3 with Fig. 4, we can clearly see that the router processing load caused by
Register message decreases a great deal after protocol improvement and process-
ing optimization, and the router processing load caused by Join/Prune message
and Bootstrap message is also reduced.

4.2 Network Bandwidth Consumed After Improvement

The network bandwidth each type of PIM-SM messages consumes during the
multicast session is decided by its total message number and the bytes of each
message.

After the improvement of Join/Prunemessage, the total number of Join/Prune
messages on all links in the network topology during the multicast session de-
creases from 11040 to 9648. The total numbers of the other 5 types of protocol mes-
sages remain the same: Hello message 17952, Bootstrap message 4080, Candidate-
RP-Advertisement 960, Register message 9200 and Register-Stop message 4500.

The improvement of Bootstrap message changes the payload length of Boot-
strap message from 100 bytes to 76 bytes. While the payload lengths of the other
5 types of PIM-SM messages remain the same: 12 bytes for Hello message, 48
bytes for Candidate-RP-Advertisement message, 92 bytes for Join/Prune mes-
sage, 8 bytes for Register message, and 44 bytes for Register-Stop message.

Therefore, we can calculate the network bandwidth consumed by each type of
protocol messages during the multicast session after improvement. The network
bandwidth consumed by them under the current standard of PIM-SM protocol
was also studied in [10]. The comparison of the network bandwidth consumed
after improvement and before improvement is shown in Table 2.

From Table 2, we can find that the network bandwidth consumed by Boot-
strap message after protocol improvement is reduced by 24%, and the value for
Join/Prune message also decreases by 12.6%.

Table 2. Network bandwidth consumed (bytes)

Message Type After Improvement Before Improvement

Hello Message 215424 215424
Bootstrap Message 310080 408000
Candidate-RP-
Advertisement Message

46080 46080

Join/Prune Message 887616 1015680
Register Message 73600 73600
Register-Stop Message 198000 198000
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4.3 Discussion of the Improvement Solution

As discussed above, after process optimization and mechanism improvement of
PIM-SM protocol by use of Petri nets, the router processing load caused and
network bandwidth consumed by PIM-SM messages are both reduced. But there
are also some shortcomings of the improvement solution.

Firstly, the processing optimization for Register message partially impairs
the modularity of PIM-SM message processing programs; secondly, the real time
performance of Join/Prune message is degraded to some extent; and thirdly,
the election of the unique Rendezvous Point from candidate Rendezvous Points
is done by Bootstrap Router before periodically sending Bootstrap message,
instead of by all routers after receiving Bootstrap message.

However, considering that Register messages are special in that it encapsu-
lates multicast data and arrives at data sending rate, Join/Prune messages are
much frequently sent, and the router configured as the Bootstrap Router usually
performs better than other routers, the advantages of our improvement outweighs
these shortcomings. Through the improvement solution, protocol performance of
PIM-SM has been obviously enhanced.

5 Conclusion

PIM-SM protocol is the preferred among current proposed multicast routing
protocols. But the overhead of its control messages is high. By use of the soft
computing technique of Petri nets, we improve PIM-SM protocol in this paper,
basing on the prior work on performance analysis of different types of PIM-
SM messages. Our improvement solution mainly focuses on the three types of
protocol messages which cause most router processing load and consume most
network bandwidth: the Register message, the Join/Prune message, and the
Bootstrap message. Experiments using Petri nets and analysis suggest that our
improvement of PIM-SM protocol results in better performance than the current
standard of it: in both the router processing load and the network bandwidth
consumed.
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Abstract. This paper proposes and analyzes bandwidth allocation and
reclaiming schemes on wireless media to enhance the timeliness of the
real-time messages and accordingly the correctness of fuzzy control deci-
sion. Bandwidth allocation scheme generates efficient round robin polling
schedule represented as a capacity vector by directly considering the de-
ferred beacon problem. The resource reclaiming scheme reassigns unused
slot time to non-real-time traffic by extending the collision period without
violating the hard real-time guarantee. The simulation results show that
the proposed scheme can not only enhance the schedulability of wireless
network by up to 18% but also give more bandwidth to the non-real-time
traffic up to 5.3%, while the resource reclaiming scheme can maximally
improve the achievable throughput by 11 % for the given stream set.

1 Introduction

In a real-time system, such as a fuzzy logic control system, the current system
context is perceived by one or more computing nodes to decide the appropriate
control action [1]. The set of data sampled at each sensor constitutes a system
context while the control decision generates a commands set to actuators. The
correctness of the control decision based on fuzzy algorithms depends not only
the accuracy of the control logic but also the the timeliness of the sampled data.
The data are exchanged as a form of the message packet via the communication
medium and the wireless network is the most promising technology for control
system. Hence the message of real-time system has a hard real-time constraint
that it should be transmitted within a bounded delay. Otherwise, the data is
considered to be lost, and the loss of hard real-time message may jeopardize
correct execution of real-time control logic or system itself [2]. Consequently, a
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real-time message stream needs the guarantee from the underlying network that
its time constraints are always met in advance of the system operation.

The IEEE 802.11 was developed as a MAC (Medium Access Control) stan-
dard for WLAN [3]. The standard consists of a basic DCF (Distributed Coordina-
tion Function) and an optional PCF (Point Coordination Function). The DCF
exploits CSMA/CA (Carrier Sense Multiple Access with Collision Avoidance)
protocol for non-real-time messages, aiming at enhancing their average delivery
time as well as network utilization. However, packet collisions, intrinsic to CSMA
protocols, make it impossible for a node to predictably access the network. After
all, real-time guarantee cannot be provided without developing a deterministic
access schedule on top of collision-free PCF [4]. According to the WLAN stan-
dard, the operation of PCF is left to the implementor. As an example, weighted
round robin scheme makes the coordinator poll each node one by one, the polled
node transmitting its message for a predefined time interval, or weight. The set
of such weights is called as capacity vector and each element should be carefully
decided according to the time constraint of respective streams.

While this scheme makes the guarantee mechanism simple and efficient, it
suffers from poor utilization mainly due to both polling overhead and deferred
beacon problem [5]. Deferred beacon problem means a situation that a non-real-
time message puts off the initiation of a PCF behind the expected start time.
Though the maximum amount of deferment is bounded, it seriously degrades
the schedulability of real-time messages. In addition, hard real-time guarantee
indispensably increases the number of unused slots as it depends on the worst
case behavior. Real-time message scheduling scheme on WLAN standard should
take such factors into account. Several MAC protocols have been proposed to
support the hard real-time communication over a wireless channel, but they
cannot be easily applied to the IEEE 802.11 WLAN standard, as they ignored
the CSMA/CA part defined as mandatory in the WLAN standard, or just aimed
to enhance the ratio of timely delivery for soft multimedia applications [6]. To
enhance the schedulability and network utilization of IEEE 802.11 WLAN, we
are to propose a bandwidth allocation scheme that decides the capacity vector
for the round robin style polling mechanism. It cannot only make the guarantee
scheme much simpler, but also cope with deferred beacon problem efficiently.
In addition, this paper also designs a resource reclaiming scheme that improves
network utilization by reallocating the network bandwidth unused by the real-
time messages to non-real-time one.

This paper is organized as follows: After issuing the problem in Section 1,
Section 2 introduces the related works focusing on real-time communications on
the wireless medium. With the description on network and message model in Sec-
tion 3, Section 4 proposes the bandwidth allocation scheme and its corresponding
reclaiming procedure. Section 5 discusses the performance measurement result
and then Section 6 finally concludes this paper with a brief summarization and
the description of future works.
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2 Related Works

Several MAC protocols have been proposed to provide bounded delays for real-
time messages along with non-real-time data over a wireless channel. However,
these protocols are typically based on a frame-structured access which completely
removes the contention part, thus they can not conform to IEEE 802.11 standard.
For example, Choi and Shin suggested a unified protocol for real-time and non-
real-time communications in wireless networks [7]. In their scheme, a BS (Base
Station) polls a real-time mobile station according to the non-preemptable EDF
(Earliest Deadline First) policy. The BS also polls the non-real-time message ac-
cording to the modified round-robin scheme regardless of a standard CSMA/CA
protocol to eliminate message collision.

Most works that conform to the IEEE standard are aiming at enhancing the
ratio of timely delivery for soft multimedia applications, rather than providing a
hard real-time guarantee. DBASE (Distributed Bandwidth Allocation/Sharing/
Extension) is a protocol to support both synchronous and multimedia traffics
over IEEE 802.11 ad hoc WLAN. The basic concept is that each time real-time
station transmits its packet it will also declare and reserve the needed bandwidth
at the next CFP. Every station collects this information and then calculates
its actual bandwidth at the next cycle. This scheme can be applied to WLAN
standard, but it is not essentially designed for hard real-time message streams.

In the non-academic effort, IETF has produced new drafts, EDCF (Enhanced
DCF) and HCF (Hybrid Coordination Function) to replace the CSMA/CA based
and centralized polling based access mechanism, respectively [8]. No guarantees
of service are provided, but EDCF establishes a probabilistic priority mechanism
to allocate bandwidth based on traffic categories. According to HCF, a hybrid
controller polls stations during a contention-free period. The polling grants a
station a specific start time and a maximum duration to transmit messages.

M. Caccamo and et. al have proposed a MAC that supports deterministic
real-time scheduling via the implementation of TDMA (Time Division Multiple
Access), where the time axis is divided into fixed size slots [4]. Referred as implicit
contention, their scheme makes every station concurrently run the common real-
time scheduling algorithm to determine which message can access the medium.
FRASH (FRAame SHaring) is an outstanding example of resource reclaiming
scheme. Its peculiarity is to increase network utilization while preserving the
hard real-time guarantee. This goal is achieved by reclaiming the slots reserved
but not used by the hard real-time messages. Such frames can be reassigned to
aperiodic server in order to improve the responsiveness of the aperiodic messages.

3 Network Model

3.1 IEEE 802.11 WLAN

The wireless LAN operates on both CP (Collision Period) and CFP (Collision
Free Period) phases alternatively in BSS (Basic Service Set) as shown in Fig.
1. Each superframe consists of CFP and CP, which are mapped to PCF and
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DCF, respectively. It is mandatory that a superframe includes a CP of minimum
length that allows at least one data packet delivery under DCF [3]. PC (Point
Coordinator) node, typically AP (Access Point), sequentially polls each station
during CFP. Even in the ad hoc mode, it is possible to designate a specific node
to play a role of PC in a target group. The phase of network operation is managed
by the exchange of control packets which have higher priority than other packets.
The prioritized access is achieved by different length of IFS (InterFrame Space)
the node waits before it attempts to send its packet.

DCF

CFP CFP CPCP

Superframe Superframe

PCF DCFPCF

Beacon

Fig. 1. Time axis of wireless LAN

The PC attempts to initiate CFP by broadcasting a Beacon at regular inter-
vals derived from a network parameter of CFPRate. Round robin is one of the
popular polling policies for CFP, in which every node is polled once a polling
round. A polling round may be completed within one superframe, or spread over
more than one superframe. In case the CFP terminates before all stations have
been completely polled, the polling list is resumed at the next node in the ensu-
ing CFP cycle. Only the polled node is given the right to transmit its message for
a predefined time interval, and it always responds to a poll immediately whether
it has a pending message or not.

Beacon t

Superframe
(Beacon Interval)

Defer until free
Non real−time data

Fig. 2. Deferred beacon problem

As shown in Fig. 2, the transmission of the beacon by the coordinator de-
pends on whether the medium is idle at the time of TBTT (Target Beacon
Transmission Time). Only after the medium is idle the coordinator will get the
priority due to the shorter IFS. Thus the delivery of a beacon frame can get
delayed if another packet is already occupying the network, invalidating the net-
work schedule sophisticatedly determined for hard real-time messages. As can
be inferred from Fig. 2, the maximum amount of deferment coincides with the
maximum length of a non-real-time packet.
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3.2 Message Model

In real-time communication literature, the term real-time traffic typically means
isochronous (or synchronous) traffic, consisting of message streams that are gen-
erated by their sources on a continuing basis and delivered to their respective
destinations also on a continuing basis [9]. The stream set is fixed and known in
priori of system operation, and the most important traffic characteristics of each
stream are its period and message size. In case of a change in the stream set,
bandwidth is to be reallocated or network schedule mode is changed [10]. This
paper takes the general real-time message model which has n streams, namely,
S1, S2, ..., Sn, and for each Si, a message sized less than Ci arrives at the begin-
ning of its period, Pi, and it must be transmitted by Pi. The period of stream,
Si, is denoted as Pi, and the maximum length of a message as Ci. The first mes-
sage of each stream arrives at time 0. The destination of message can be either
within a cell or outside a cell, and the outbound messages are first sent to the
router node such as AP and then forwarded to the final destination.

4 Bandwidth Allocation

4.1 Basic Assumptions

As is the case of other works, we begin with an assumption that each stream
has only one stream, and this assumption can be generalized with virtual station
concept [9]. By allocation, we mean the procedure of determining capacity vector,
{Hi}, for the given superframe time, F , and message stream set described as
{Si(Pi,Ci)}. It is desirable that the superframe time is a hyperperiod of the set
and a message set can be made harmonic by reducing the period of some streams
by at most half [2]. So we assume that the superframe time is also given in priori,
focusing on the determination of capacity vector. For simplicity, we assume that
a polling round completes within a single superframe and the assumption will
be eliminated later. Ideally, CFP starts at every F interval if there is no deferred
beacon.

Besides, error control issues like packet retransmission, are not considered in
this paper, because they are different problems and out of the scope of this paper.
We just assume that some existing error control or QoS degrading schemes can
be integrated to our framework [11]. Otherwise, when experiencing packet losses
above some specified threshold, the application undergoes degraded quality of ser-
vice. After all, though there are many issues one needs to consider in wireless net-
works, we mainly focus on a significant performance issue, that is, timeliness [4].

4.2 Allocation Procedure

Allocation procedure determines capacity vector, {Hi}, for the given superframe
time and message stream set. Fig. 3 illustrates that the slot size is not fixed,
namely, Hi 	= Hj for different i and j. It is natural that the more bandwidth is
assigned to the stream with a higher utilization. At this figure, a message of size
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Fig. 3. Polling procedure and capacity vector

Ci is generated and buffered at regular intervals of Pi, and then transmitted by
Hi every time the node receives poll from PC.

Let δ denote the total overhead of a superframe including polling latency, IFS,
exchange of beacon frame, and the like, while Dmax the maximum length of a
non-real-time data packet. For a minimal requirement, F should be sufficiently
large enough to make the polling overhead insignificant. In addition, if Pmin

is the smallest element of set {Pi}, F should be less than Pmin so that every
stream can meet at least one superframe within its period. For each superframe,
not only the start of CFP can be deferred by up to Dmax, but also at least
a time amount as large as Dmax, should be reserved for a data packet so as
to keep compatibility with WLAN standard. After all, the requirement for the
superframe time, F , can be summarized as follows:∑

Hi + δ + 2 ·Dmax ≤ F ≤ Pmin (1)

The number of polls a stream meets is different period by period. Meeting hard
real-time constraints for a station means that even in the period which has the
smallest number of polls, the station can transmit message within its deadline.
Fig. 4 analyzes the worst case available time for Si. In this figure, a series of
superframes are repeated in Pi and each period can start at any instant from
the start of the superframe. Intuitively, the station can meet the smallest number
of polls in the period which starts just after the end of its slot.

iR

P i

max

Message Arrival Message Arrival

(b) deferred beacon

(a) without deferred beacon

Access
Invalidated

Beacon

D

iH

iHiHiH iH

iHiHiH

Fig. 4. Worst case analysis

In this figure, Ri is the residual obtained by dividing Pi by F , namely, Ri =
Pi−&Pi

F ' ·F . Without the deferred beacon, the CFP starts at regular intervals of



650 J. Lee et al.

F . For Si, the least bound of network access within Pi is &Pi

F ', as illustrated in
Fig. 4(a). On the contrary, if we consider the deferred beacon, the deferred start
of the last superframe may invalidate one access when Ri is less than Dmax,
as shown in Fig. 4(b). If Ri is greater than Dmax, the number of available time
slots is not affected by the delayed start of superframe. It doesn’t matter whether
the start of an intermediate superframe is deferred or not. In short, Si can be
affected by the deferred beacon in case Ri is less than Dmax and the minimum
value of available transmission time, Xi is calculated as Eq. (2). Namely,

Xi = (&Pi

F ' − 1) ·Hi if(Pi − &Pi

F ' · F ) ≤ Dmax

Xi = &Pi

F ' ·Hi Otherwise
(2)

For each message stream, Xi should be greater than or equal to Ci (Xi ≥ Ci).
By substituting Eq. (2) for this inequality, we can obtain the least bound of Hi

that can meet the time constraint of Si.

Hi = Ci

(�Pi
F �−1)

if(Pi − &Pi

F ' · F ) ≤ Dmax

Hi = Ci

�Pi
F � Otherwise

(3)

The allocation vector calculated by Eq. (3) is a feasible schedule if the vector
meets Ineq. (1). By this, we can determine the length of CFP (TCFP ) and that
of CP (TCP ) as follows:

TCFP =
∑

Hi + δ, TCP = F − TCFP ≥ Dmax (4)

This calculation is easily fulfilled with simple arithmetic operations. In addition,
the size of time slot is different for each stream, so the capacity allocation by Eq.
(3) can expect a better network utilization compared to other schemes based on
fixed size slots. Finally, as this allocation scheme generates a larger TCP for the
given F , the network can accommodate more non-real-time messages.

In case a polling round spreads into more than one superframe, say m super-
frames, each one can be marked as F1, F2, ..., Fm. The size of each superframe is
F , while each includes its own CP duration and performs only a part of polling
round. Si receives poll once a m · F and the allocation formula can be modified
by replacing F with m · F in Eq. (2). But the condition remains intact which
checks whether a stream will be affected by a deferred beacon. After all, Eq. (2)
can be rewritten as follows:

Xi = (& Pi

m·F ' − 1) ·Hi if(Pi − &Pi

F ' · F ) ≤ Dmax

Xi = & Pi

m·F ' ·Hi Otherwise
(5)

4.3 Bandwidth Reclaiming

Hard real-time guarantee is provided based on the worst case available trans-
mission time as described in the previous section, so a stream can meet extra
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slots in some periods. Moreover, as Ci is just the upper bound of message size,
some period has message to send less than Ci. So a node possibly have no
pending message when it receives a poll and in that case it responds with a null
frame containing no payload. Naturally, how to cope with this unused slot is
critical to the network utilization. For example, FRASH reclaims such unused
slots to reassign to a aperiodic server, aiming at improving the responsiveness
of non-real-time messages. Whenever the transmission of the current dispatched
message is over and it does not use all the reserved frames, its identifier is put
in a field in the header of the last data packet of the current message. The
identifier should be correctly received by all stations in the network to alleviate
unnecessary contention on the slot. Furthermore, FRASH can perform properly
only for TDMA protocols that operate on fixed size slots.

In the weighted round robin polling scheme, the first step to reclaim the
bandwidth is to determine whether to proceed the rest of the polling or leave the
slot unused. If we just proceed the polling schedule without considering the time
constraint, the real-time guarantee can be broken. To describe this situation, let
Pi = k ·F +Δ, where Δ is chosen from 0 to F so that Pi and F have no common
divisor. Then the number of network access within Pi is k or k − 1 according
to whether Δ > Dmax or not, and capacity vector is determined based on this
number. If Hi moves ahead of message arrival due to the unused slot originally
assigned to its predecessor, Pi loses one access, probably resulting in missing
deadline of the message in that period. Fig. 5 illustrates this case specifically
when k is 2 and message arrives prior to the scheduled network access by just a
little amount of time.

Extended CP

Δ2 F

Pi

Pi = 2 F + Δ

Message Arrival

Unused slot time

Fig. 5. Bandwidth reclaiming

In the contrary, the remaining part of polling schedule can be advanced
within that superframe without violating the time constraint if all the subse-
quent streams have their messages to send, that is, if all of the remaining slots
are not the first one of their period. As the PC can complete the polling sched-
ule of that superframe, the length of CP can be extended to transmit more
non-real-time messages and finally improve network utilization. In addition, we
can increase the probability of bandwidth reclaim by rearranging the polling
order. The frequency of first slot gets higher as the stream has shorter period.
Therefore, it is desirable for PC to poll first the stream with shorter period.
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5 Performance Measurements

A comparison with TDMA is inherently impossible because it requires so many
assumptions to be decided on slot size, slot allocation scheme, and the way to
cope with deferred beacon. Moreover, TDMA-based schemes excluded contention
period, giving up compatibility with WLAN standard. In the mean while, other
group of approaches guarantees meeting the time constraint for the hard real-
time messages based on a pessimistic assumption that every stream suffers from
the deferred beacon [5]. This is due to the fact that those schemes didn’t accu-
rately estimate the intervention of non-real-time message. So the first experiment
compares the schedulability of our scheme with this pessimistic guarantee mech-
anism via simulation using ns-2 [12]. Second, we also measure the achievable
bandwidth to demonstrate the effectiveness of reclaiming scheme.

For the first experiment, we have generated 2000 streams sets whose utiliza-
tion has the value of 0.68 through 0.70, while the number of streams randomly
distributes from 2 to 10. In the experiment, every time variable is aligned to the
frame time. Accordingly, the period of each stream ranges from 5.0F to 10.0F ,
while its message length from 0.3F to 3.0F . Fig. 6 plots schedulability of pro-
posed and pessimistic schemes changing Dmax from 0 to 0.25F . At low Dmax,
both schemes show equal schedulability, however, the proposed scheme improves
the guarantee ratio by 18 % at maximum. In addition, the proposed scheme gen-
erates the TCP up to 5.3% larger than that generated by the pessimistic scheme,
enabling more non-real-time messages to occupy the network.
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Fig. 7 plots achievable bandwidth according to the average number of streams
on the superframe to evaluate the performance of reclaiming scheme. We define
achievable throughput as the virtual throughput for a given stream set without
any collision even in CP. This can be estimated as the sum of both utilization
of real-time message streams and ratio of average length of CP to F . Without
overallocation caused by the hard real-time guarantee, the only waste is polling
overhead, but overallocation makes the throughput less than ideal. However, the
resource reclaiming scheme can narrow the gap between those two curves, that
is, considerably relieves the problem of poor utilization of PCF operation, as
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shown in Fig. 7. At last, it is certain that the improvement increases when the
number of streams is small, maximally 11 %.

6 Conclusion and Future Work

This paper has proposed and analyzed an hard real-time guarantee scheme based
on the round robin style polling mechanism on the wireless network that con-
forms to the standard. The key idea is to decide the polling schedule for CFP
in the form of capacity vector for the given network parameters and time con-
straints, after analyzing the effect of deferred beacon to the hard real-time mes-
sage stream. The experiment demonstrates that the proposed scheme improves
the schedulability for the experimental real-time stream sets by up to 18%. In
addition, bandwidth reclaiming scheme proposed in this paper can overcome
poor utilization problem of PCF in WLAN by reassigning the unused slot to
non-real-time messages.

As a future work, we are planning to develop an error control scheme for dual
WLANs. We believe that the dual LAN architecture can give priority in handling
network errors, while the priority can be decided by the weight or urgency of
messages, power management factors, and so on.
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Abstract. Attribute reduction is one of the most important issues and
the focus of the research on efficient algorithms in rough sets. This paper
focus on the routing selection algorithms and application used to compute
QoS routes in OSPF protocol that are based on the rough set, which the
attribute-value system about the link of network is created from the
network topology. The use of rough set method can simplify enormous
irregular link QoS attribute and classify the link with the link-status
attribute. A illustrative example is employed to show the feasibility and
effectiveness that the most excellent routing attribute set is obtained by
rough set theory.

1 Introduction

IP routing protocols have long been an essential element of IP networks for
many years. Recently, this technology has been the focus of new development, as
routing has evolved to handle the needs of next generation networks. Traditional
IP routing protocols have therefore been substantially extended in a number of
areas. Data Connection provides a full range of high-function portable Unicast
IP Routing software products, including BGP, OSPF and RIP for both IPv4 and
IPv6 networks. With the development of network and application, the routing
needs to satisfy the QoS (Quality of Service) demand. However, because the
complication of many solving schemes to QoS Routing is NPC (nondeterministic
polynomial time completeness), the node can’t maintain the network information
timely with the continual change of network state [1][2]. In order to adapt new
demand on computer network, it is imperative to apply new feasible and efficient
routing scheme to meet increasing demand on network.

The theory of rough sets has recently emerged as another major mathematical
approach for managing uncertainty that arises from inexact, noisy, or incomplete
information. Rough sets can be used for feature reduction, where attributes that
do not contribute towards the classification of the given training data can be iden-
tified and removed and relevance analysis, where the contribution or significance
of each attributes is assessed with respect to the classification task. The problem
of finding the minimal subsets (reductions) of attributes that can describe all
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of the concepts in the given data set is NP-hard. However algorithms to reduce
the computation intensity have been proposed. In one method, for example, a
discernibility matrix is used to store the differences between attribute values for
each pair of data samples. Rather than searching on the entire data set, the ma-
trix is instead searched to detect redundant attributes. The work presented in
this paper is to decide the link-rank by a series of the link-state attributes. The
application of the rough set theory can solve this problem successfully. Usually,
the link is classified by many QoS parameters such as link propagation delay,
link available bandwidth, link jitter, possibility of connection and hop-counts et
al. Then OSPF can select the best path with the link rank. The instance pre-
sented in this paper indicates that the reduction algorithm based on rough set
offers an attractive approach to solve the feature subnet selection problem in
routing-reduction table.

The remaining of this paper is organized as follows. Section 2 describes the
related knowledge about OSPF. Application of rough set theory and the algo-
rithm to select the best path are presented in Section 3. Section 4 shows a case
to verify the algorithm. A conclusion is drawn in Section 5.

2 Related Knowledge

2.1 OSPF

OSPF (Open Shortest Path First) is a link-state routing protocol, which means
that the routers exchange topology information with their nearest neighbors.
The topology information is flooded throughout the AS, so that every router
within the AS has a complete picture of the topology of the AS. This picture
is then used to calculate end-to-end paths through the AS, normally using a
variant of the Dijkstra algorithm. Therefore, in a link-state routing protocol, the
next hop address to which data is forwarded is determined by choosing the best
end-to-end path to the eventual destination. OSPF bases its path descriptions
on “link states” that take into account additional network information. OSPF
also lets the user assign cost metrics to a given host router so that some paths
are given preference. OSPF supports a variable network subnet mask so that a
network can be subdivided. The main advantage of a link state routing protocol
is that the complete knowledge of topology allows routers to calculate routes
that satisfy particular criteria.

2.2 OSPF Routing Algorithm

OSPF uses a link-state algorithm in order to build and calculate the shortest
path to all known destinations. The algorithm by itself is quite complicated. The
following is a very high level, simplified way of looking at the various steps of
the algorithm[11]:

1. Upon initialization or due to any change in routing information, a router
will generate a link-state advertisement. This advertisement will represent
the collection of all link-states on that router.
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2. All routers will exchange link-states by means of flooding. Each router that
receives a link-state update should store a copy in its link-state database and
then propagate the update to other routers.

3. After the database of each router is completed, the router will calculate a
Shortest Path Tree to all destinations. The router uses the Dijkstra algo-
rithm to calculate the shortest path tree. The destinations, the associated
cost and the next hop to reach those destinations will form the IP routing
table.

4. In case no changes in the OSPF network occur, such as cost of a link or a net-
work being added or deleted, OSPF should be very quiet. Any changes that
occur are communicated via link-state packets, and the Dijkstra algorithm
is recalculated to find the shortest path.

The OSPF routing algorithm is based on Dijkstra shortest path algorithm.
The term “Shortest pat” is inaccurate because what we really want to find is
the “Optimum path”. To find the optimum path in a network means to find a
path with a minimal cost, considering factors like time , money and quality of
the received data. The route is not chosen only by the cost, because in every
network many constraint-attributes must be considered[11]:

- Cost-based routing metrics.
- Possibility of connection: Usually in traditional network, the possibility of

link connection is high and this metric can be ignored. But in wireless
network, it is a very important metric.

- Link available bandwidth: As mentioned earlier, we currently assume that
most QoS requirements are derivable from bandwidth. We further assume
that associated with each link is a maximal bandwidth value, e.g., the link
physical bandwidth or some fraction thereof that has been set aside for QoS
flows.

- Link propagation delay: This quantity is meant to identify high latency
links, e.g., satellite links, which may be unsuitable for real-time
requests.

- Link jitter: This quantity is used as a measure of the change of link delay.
A path with a smaller jitter is more stable and typically preferable.

- Failure probability: failure probability of a single edge, the number of edges
on each path, and the number of all edges shared among paths.

The main objective of QoS-based routing is to realize dynamic determination
of feasible paths; QoS-based routing can determine a path, from among possibly
many choices, that has a good chance of accommodating the QoS of the given
flow.

2.3 Related Rough Set Theory

Rough set theory is a mathematical approach to imprecision, vague and un-
certainty in information analysis [3]. It can be applied to find reduction. An
attribute-value system IS is a quadruple (U,C ∪D, V, f), A = C ∪D is the set
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of all attributions which are further classified into two disjoint subsets: the con-
dition attributes C = {ai|i = 1, · · · , m} and the decision attribution D = {d},
V =

⋃
a∈A Va is a set of attribute values, where U = {x1, x2, · · · , xn} denotes

the set of all objects in the set of all objects in the dataset, Va is the domain of
attribute a. ai(xj) denotes the value of xj on the attribution ai. f : U ×A → V
is an information function, which appoints the attribute value of every object x
in U .

A discernibility matrix is a n × n matrix in which the classes are diagonal.
In the matrix, the (condition) attributes which can be used to discern between
the classes in the corresponding row and column are inserted.The information
system’s discernibility matrix M(CD(i, j)) with entry CD(i, j) is defined as {a ∈
A|a(xi) 	= a(xj)} if d(xi) 	= d(xj), φ otherwise, where i, j = 1, · · · , n.

The core attribute set Core(A) can be defined as the set of all single element
where |CD(i, j)| = 1 [4,5,6].

3 Routing-Reduction Algorithm to Select the Best Path

This paper makes the elucidation of the algorithm to classify link-rank to select
the best path.

1) From the historical data of routing table and the QoS information about the
links, the attribute-value system about the links can be built.

2) Then we can draw the matrix about the information system and can conclude
the routing-reduction table [7,8,9,10].
Step 1: RT = φ, Core = φ;
Step 2: for every b ∈ A, computing the equivalent class U/b;
Step 3: construct discernibility matrix M(A) = {CD(i, j)}n×n, where 1 <

i, j < n.
Step 4: Do loop, ∀ CD(i, j) ∈ M(A), if (|CD(i, j)| == 1) then Core =

Core ∪ {CD(i, j)};
Step 5: RT = Core;
Step 6: ∀ Core, We set CD(i, j) = φ when a ∈ CD(i, j).

3) The decision attribute with excellent routing attributes can be concluded
from the routing-reduction table RT .

4) With the knowledge of OSPF, the best path can be obtained. The link state
algorithm presented below is known as Dijkstra’s algorithm.

Initialization:
N = set of nodes in the graph; U={source node}
for all nodes v
if v adjacent to U
then D(v) = c(U, v)
else D(v) = Infinity
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Loop
find w not in N such that D(w) is a minimum add w to N
for v adjacent to w and not in N update D(v):

D(v) = min{ D(v), D(w)+c(w, v) }
until all nodes in N.

c(i, j) is the weight of the decision attributes of the link from node i to node
j. D(v) is cost of the path from the source node to destination v that has
currently (as the iteration of the algorithm) the least cost with the most
excellent routing attribute. N is set of nodes whose least-cost path from the
source is definitely known.

With the help of rough set theory, the simplification of the routing-reduction
table is to simplify the condition attributes in routing-reduction table, and after
that the routing-reduction possesses the ability of the routing-reduction table
before simplification, but possesses more important condition attributes.

4 A Case Analysis

Let us take a routing topology of network, which has ten nodes. Figure 1 is a
network topology used to illustrate the above arithmetic. The number on the
link denotes the link-number (link No.). Routing is determined by the link’s
QoS attribution parameters, such as: bandwidth, propagation delay, connection-
failure possibility and bit error ratio and so on. All the values in the table 1 denote
the w eight (measure) of the attributes that learn from historical records in
router, which represents an equivalence class in routing table. Part of the routing-
attribute conditions in network can be defined as information table IS=(U,C ∪
{d}, V, f), C = {a1, a2, a3, a4} is a routing attribute set, in which ‘a1’ represents
the bandwidth of link: 1 denotes enough, 2 denotes available, 3 denotes non-
enough. ‘a2’ represents the propagation delay of link: 1 denotes low, 2 denotes
normal, 3 denotes high. ‘a3’ represents the failure probability of link: 1 denotes
low, 2 denotes normal, 3 denotes under normal. ‘a4’ represents the bit error
ratio of the link: 1 denotes low, 2 denotes acceptable, 3 denotes insufferable. The
decision attribution D = {d} = {G,N,B}: G denotes good, N denotes normal,
B denotes bad (each of their weight is 1,2,3, respectively). The function of the
information ‘f ’ can expressed by the table 1.

Fig. 1. The Network Topology
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Table 1. Information System

Link No. a1 a2 a3 a4 d

1 2 1 3 2 G(1)
2 2 1 1 1 G(1)
3 1 1 1 2 G(1)
4 1 2 3 2 N(2)
5 2 2 2 2 N(2)
6 1 2 3 3 B(3)
7 3 2 2 3 B(3)
8 3 3 3 1 B(3)

From Table 1, the discernibility matrix M(CD(i, j)) can be given as follow:⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

φ a3a4 a1a3 a1a2 a2a3 a1a2a4 a1a2a4 a1a2a4

φ a1a4 a1a2a3a4 a2a3a4 a1a2a3a4 a1a2a3a4 a1a2a3

φ a2a3 a1a2a3 a2a3a4 a1a2a3a4 a1a2a3a4

φ a1a3 a4 a1a4 a1a2a4

φ a1a3a4 a1a3a4 a1a2a3a4

φ a1 a1a2a4

φ a2a4

φ

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
In the above matrix, |CD(4, 6)| = 1, |CD(6, 7)| = 1, we can get Core(A) =

{a1, a4}. This means that a1 and a4 are the most important routing attributes.
When CD(i, j) contains a1 or a4, then we set CD(i, j) = φ. A new simple matrix
can be obtained: ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

φ φ φ φ a2a3 φ φ φ
φ φ φ φ φ φ φ
φ φ φ φ φ φ
φ φ φ φ φ

φ φ φ φ
φ φ φ
φ φ
φ

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
The reduced attribute set can be (a1 ∧ a2 ∧ a4) ∨ (a1 ∧ a3 ∧ a4). It means the
reduction attributions can be a1∧a2∧a4 or a1∧a3∧a4 . We take a1∧a2∧a4 as an
example. We find that, in the initial information table 1 there are four attributes
besides the decision attribute. In general, the router record these attributes by
historic data, so there are some attributes that are dispensable to “Best Path”.
After removing the redundant attributes by rough set theory, we get the table 2.

The simplification of routing- reduction attributes needn’t to select all
routing-reduction attributes in the condition of keeping the consistence of
routing-reduction table. That is to say, attribute reduction techniques aim at
finding minimal subsets of attributes, each of which has the same discriminating
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Table 2. Reduction Information System

Link No. a1 a2 a4 d

1 2 1 2 G(1)
2 2 1 1 G(1)
3 1 1 2 G(1)
4 1 2 2 N(2)
5 2 2 2 N(2)
6 1 2 3 B(3)
7 3 2 3 B(3)
8 3 3 1 B(3)

Fig. 2. The Rank of Link

power as the entire attributes. For compatible data table,the most excellent at-
tribute set is selected by rough set theory.The links on the subnet shown Figure
1 are classified to three ranks. Based on the Dijkstra algorithm [11], we can find
the best path from A to D in Figure 2 is A → B → C → D according to the
link-rank attributes. The routing path is the best on condition that bandwidth
is enough and available, bit error ratio is acceptable. After some attributes of
the link aren’t selected, we investigate that if the condition attribute with same
row can decide the same decision value as before.

5 Conclusion and Future Work

In this paper, we have proposed a new alternate Best-path-finding algorithm for
OSPF. The complication of traditional solving schemes to QoS Routing is NPC.
In this paper, the link is classified to different ranks with rough set theory in
terms of its QoS attributes, and OSPF based on QoS routing can be realized.
Rough set theory can deal with the links with complicated QoS attributes, and
can rapidly classify them to different ranks. OSPF based on rough set theory can
select a path with the QoS parameters and can offer the QoS-based service in the
Internet. The application of rough set theory greatly simplifies the implication of
the algorithm. For further work, executing time analysis, when the connectivity
and the diameter of graphs change, should be considered. Moreover, future tests
in a real network environment should also be performed.
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Abstract. The goal of energy aware routing algorithms is to increase
the lifetime and long-term connectivity of the wireless sensor networks.
However, most of those algorithms do not use the newest states of nodes
for retrieving routing information. In this paper, we propose an efficient
energy-aware routing algorithm for wireless sensor networks. In our algo-
rithm, the energy drain rate and residual energy of each sensor node are
used for selecting candidate routes. Information is retrieved with energy
awareness per almost every communication. Simulation results show that
our approach outperforms the previous works with respect to long term
connectivity by as much as 30%.

1 Introduction

Wireless sensor networks typically consist of hundreds or thousands of sensor
nodes deployed in a geographical region to sense events. Wireless sensor net-
works provide a high-level description of the events being sensed. They are used
in many applications such as environmental control, robot control, automatic
manufacturing, etc. They can be used even in harsh environment [1,2]. There-
fore, their developing entails significant technical challenges due to the many
environmental constraints.

One of the most important constraints is the lack of power. Sensors in the
sensor networks are supplied with power generally by built-in battery. In addi-
tion, transmission of a packet in wireless sensor networks is expensive, because
it requires the energy consumption for both the sender and the listener. There-
fore, routing, i.e. path determination, which is highly correlated with energy
consumption, is a critical factor determining the performance of network.
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Most previous researches on routing [3,4,5] focused on the algorithm design
and performance evaluation in terms of the packet transmission overhead and loss
rate. On the other hand, some routing algorithms were proposed in [1,2,6,7,8,9]
in order to improve scalability of routing algorithms for large sensor networks.

Finding a route consuming the least amount of energy requires that infor-
mation on all of candidate routes be known as accurately as possible. This in
turn entails high cost for transmitting a single packet. Therefore, the proba-
bilistic approach, where a route is selected based on certain criteria, is more
widely used. In such cases, parameters and constraints affect performance very
much.

In our proposed algorithm, the energy drain rate and the residual energy
of each sensor node are used as the routing information, updated per almost
every communication with energy awareness. To obtain such information, our
algorithm takes advantage of the characteristic of wireless network, called over-
hearing. When two nodes communicate with each other, the neighboring nodes
can overhear the packet being transmitted. Overhearing enables each sensor
node to obtain the energy information of neighboring nodes without additional
overhead. Then, they update their routing tables using this information. There-
fore, our algorithm can provide longer connectivity of sensor networks through
efficient use of energy among the nodes in the network.

The rest of the paper is organized as follows. In section 2 we present re-
lated works. Section 3 describes a new energy aware routing algorithm based on
dynamic probability scaling. Section 4 presents and evaluates the performance
of the proposed energy aware routing algorithm against the prior algorithm.
Finally, some conclusions are given in Section 5.

2 Related Works

In this section, we present a brief overview of the proposed energy-aware routing
algorithms. Considerable research efforts [1,2,3,4,5,6,10,11,12] have been made
to determine efficient routing for wireless sensor networks.

In [6], Singh et al. proposed energy-aware routing and discussed different
metrics in energy-aware routing for ad hoc networks. In [1], Shah and Rabaey
proposed the use of a set of occasionally sub-optimal paths to increase the lifetime
of the sensor networks. These paths are chosen by means of the probability that
is dependent on the amount of energy consumed in each path.

In [3], Ganesan et al. proposed the use of braided multipaths instead of com-
pletely disjoint multipaths in order to keep the cost of maintaining the multipaths
low. The costs of such alternate paths are also comparable to the primary path
because they tend to be much closer to the primary path.

In [4], Chang and Tassiulas proposed an algorithm for maximizing the lifetime
of a network by selecting a path whose nodes have the largest residual energy.
In this way, the nodes in the primary path retain their energy resources, and
thus avoid having to continuously rely on the same route. This contributes to
ensuring longer life of a network.
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Stojmenovic and Lin proposed the first localized energy-aware algorithm in
[13]. It is unique in that it combines both energy and cost into one metric and
is based on local information only. In [8], Chang and Tassiulas also applied
this combined metric concept for direct routing. Their algorithm is proposed to
maximize the lifetime of a network when data rate is known. The main idea is
to avoid using the nodes with low energy and to choose the shortest path.

In [5], Li et al. proposed an algorithm in which the constraint of the residual
energy of a route is relaxed slightly to select a more energy efficient route. It
is generally known that a route with the largest residual energy for routing a
packet entails high energy consumption. Therefore, there is a tradeoff between
minimizing the total consumed energy and the residual energy of the network.
In that paper, groups of the sensors in geographic proximity were clustered
together into a zone and each zone was treated as a separate entity and allowed
to determine how it will route a packet across.

To determine and manage efficient paths in networks, some protocols use
artificial intelligence like fuzzy set, evolutionary computing, ants behavior, etc.
In [10], Alandjani and Johnson proposed an algorithm that applies fuzzy logic
to identify multiple disjoint paths, considering traffic importance and network
state. Its goal is to provide high reliability for important traffic.

In [11], Liu et al. proposed a multipaths routing algorithm. It combines several
network factors including the energy consumption rate and link stability based on
fuzzy set theory. Then, it selects a set of paths, using those factors, to maximize
network lifetime and reliability.

In [12], Carrillo et al. proposed multi-agent based routing algorithm. It was
a kind of hybrid ad-hoc routing algorithm. To combine the advantages of both
proactive and reactive routing algorithm, they used ant colony optimization and
multi-agent system. Multi-agent system found multi-path by reactive routing
manner and gave those results to the ant colony optimization. Then, ant colony
optimization found the routing path by proactive routing manner.

3 Routing with Dynamic Probability Scaling

3.1 Energy Aware Routing

Energy Aware Routing (EAR) which was proposed by Shah and Rabaey [1] is
one of the routing algorithms for wireless sensor networks. EAR finds multiple
routes, if any, from source to destination nodes. Each route is assigned a prob-
ability of being selected to transmit a packet, based on residual energy and the
energy for communications at the nodes along the route. Then, based on these
probabilities, one of the candidate routes is chosen in order to transmit a packet.
The probability is proportional to the energy level at each node, so the routes
with higher energy are more likely to be selected. EAR protects any route from
being selected all the time, preventing the energy depletion [1].

The primary goal of EAR is to improve network survivability. For this, EAR
occasionally uses suboptimal paths, to slow down the depletion of the node
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energy across the network. As a consequence, the entire network will have a
longer lifetime than that using the algorithms such as Directed Diffusion [14].

The operation of EAR consists of three phases. In Setup phase, a destination
node initiates a route request and a routing table is built up by finding all the
paths from a source to the destination and their energy cost. In Data Commu-
nication phase, data packets are sent from the source to the destination. Each
of the intermediate nodes forwards the packet to a neighboring node, which is
chosen randomly based on the probability computed in the setup phase. In Route
Maintenance phase, local flooding is performed to keep all the paths alive [1].

3.2 Effect of Residual Energy on Route Determination

In EAR algorithm, each path is assigned a probability of being selected. This
probability is inversely proportional to the “communication cost” of the path,
dependent on the energy metric Metric(i, j) between two neighbor nodes. The
definition of energy metric is given in [1]:

Metric(i, j) = eα
ijR

β
i

Here eij is the energy used to transmit and receive on the link, Ri is the residual
energy at node i normalized to its initial energy, α and β are weighting factors.

Once the path probabilities are computed, they are not changed during the
data communication phase. The paths with higher probabilities are more likely
to be selected, regardless of the residual energies along their nodes. As a con-
sequence, energy of the path with lower cost will be used up quicker. To re-
compute the probabilities, the setup phase must be executed again. However,
flooding in this phase entails high communication cost. In this section, we pro-
pose an algorithm that can improve it by using the information of residual en-
ergies without the need of flooding. As a consequence, lifetime of entire network
is enhanced.

3.3 Overhearing

In the wireless networks, radio wave is the physical media of communications.
Radio wave propagates in every direction. Hence, when two nodes communicate
with each other, the neighboring nodes of a sender can hear the packet being
transmitted. Figure 1 shows this situation.

In Fig. 1, node A sends a packet to node B, and then all nodes in the circle
with the center in A and the radius equal to the distance between A and B
can hear the data packet. In general cases, packets heard unintentionally are
ignored. Such overhearing can be exploited to compensate for a disadvantage of
EAR in terms of energy consumption. In Fig. 1, for example, nodes C ∼ G can
hear A transmitting to B, which means C ∼ G knows that A is consuming some
amount of energy for transmitting a data packet. By using this information, each
neighboring node can re-compute the current energy level for node A and itself,
and then adjust probability for its route towards A.
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Fig. 1. Data communication in a wireless network

For a formal description of the proposed algorithm, we define the following:

1. NodeSet(i, j) is the set of all nodes in the neighborhood of i, which are not
more distant from i than j is.

2. OverhearingSet(i, j) = NodeSet(i, j)− {i, j}
3. UpdateSet(A,B) = OverhearingSet(A,B) ∩

NodeSet(Source,A) ∩ ¬NodeSet(A, Destination)

For example, in Fig. 1 we have NodeSet(A,B) = {A,B,C, D, E, F, G}, Over-
hearingSet(A,B) = {C, D, E, F, G}, and UpdateSet(A,B) = {E, F}.

3.4 Our Proposed Algorithm

Finally, we describe our Energy Aware Routing with Dynamic Probability Scal-
ing (EAR-DPS) method. The idea is to update probabilities of paths whenever
they overhear communications. Similar to EAR, the operation of EAR-DPS con-
sists of three phases: Setup, Data Communication and Route Maintenance.

Setup Phase: The same as for EAR. Destination node initiates a route request
and all of intermediate nodes relay the request in towards the source node.

Data Communication Phase: After Setup is completed, each sensor, i.e. the
source node, sends data that it collected to a destination node. Precisely:

1. A source node sends a data packet to any of its neighbors in the forwarding
table, with the probability of the neighbor being selected set to the proba-
bility in the forwarding table [1].

2. Each intermediate node chooses the next hop among its neighbors. The prob-
ability of the neighbors being selected is set to that in the forwarding table.

3. When an intermediate node Ni selects Nj as the next hop, Ni estimates the
energy needed to transmit a data packet to Nj and its residual energy after
transmitting. Then, it re-computes the energy metrics for communications
with its neighbors. Finally, the “cost”, Cost(Ni) of Ni is recomputed.
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4. Node Ni forwards the data packet including its new cost.
5. Each element in UpdateSet(Ni,Nj) recomputes the probability of choosing

Ni as its next hop basing on new overheard Cost(Ni). At this moment, the
residual energy of Ni is reflected in its neighbors’ forwarding tables.

6. Similarly to EAR, this process continues until the data packet reaches the
destination node [1].

Route Maintenance Phase: Like in Setup, it is the same as that of EAR.
Flooding is occasionally performed in order to keep all the paths alive and to
compute new metrics [1]. In EAR-DPS, however, computing new metrics can be
performed in the data communication phase, and thus route maintenance phase
is not necessary as in EAR.

4 Simulations

4.1 Environment Setup

Our research group built simulator for both EAR and EAR-DPS. It provides
basic information such as the residual energy of each node, the energy metrics
between any two nodes and the communication cost of each node.

The area of the sensor networks was assumed to be 100m×100m. The number
of the nodes in the network was assumed to be 100 nodes – one node is controller
while the others are sensors. The controller was located at the center of the field
and the sensor nodes are placed randomly in the field as shown in Fig. 2(a).
All of the sensors sent data to the controller at fixed interval. The length of
interval between transmissions at each node was all identical. This interval can
be considered as a virtual time unit. That is, all of the sensor nodes send their
data to the controller just once a single time unit.

Parameters in numeric formulas are as shown in [1]. Every node was given an
identical amount, 0.05J, of initial energy. Energy for transmission was assumed
20nJ/bit + 1pJ/bit/m3. Energy for reception was assumed 30nJ/bit. The packet
length was assumed 256 bytes. Energy metric function with α=1 and β=50 was
used. In this simulation, the following assumptions were made:

– Every node knows its position and distance between itself and other nodes.
– Every node has an identical maximum radio range.

4.2 Numerical Results

Figure 2(b) shows residual energy of every sensor node after 10 time units by
comparing EAR-DPS with EAR. The x-axis indicates the distance between the
sensor and controller or destination. Figure 2(b) shows that energies of the nodes
using EAR-DPS are more uniform. Table 1 shows the statistics of residual energy
of the nodes in the network for two algorithms. After 30 time units, the average
residual energy of each node for EAR-DPS is ∼1.29 times that for EAR. After
80 time units, the ratio exceeds over 2. It should be noted that the standard
deviation of energy for EAR-DPS is much less than that for EAR, and that the
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Fig. 2. (a) Layout of nodes in the network (b) Residual energy of each node

Table 1. Residual Energy Statistics

Energy (J)
Time Protocol Average Std.Dev. Max Min

30 EAR-DPS 0.04495 0.003 0.049 0.036
EAR 0.03472 0.010 0.049 0.05

80 EAR-DPS 0.03618 0.009 0.048 0.011
EAR 0.01717 0.016 0.048 0

minimum energy for EAR-DPS is greater than that for EAR. This shows that
the nodes using EAR-DPS will survive much longer than those using EAR.

Figure 3(a) shows the energy distribution at a certain time point of a network
using EAR-DPS. It can be seen that the difference in energy among nodes is
smaller than EAR as shown in Fig. 3(b), respectively. In addition, the energy of
the entire network using EAR-DPS is still higher than that of EAR (Fig. 4(b)).

Figure 4(a) shows the number of active nodes in the network versus time. In
the case a network using EAR-DPS with the maximum radio range r=20m, the
first event where a node runs out of energy occurs after 100 time units, whereas
in the case of EAR, it occurs after 34 time units. Then, in the case of a network
using EAR-DPS with r=50m, it occurs after 86 time units and in the case of a
network using EAR, after 13 time units.

In sensor networks, it is not fatal if a small number of nodes run out of energy.
However, it becomes a critical problem when all of the surrounding neighboring
nodes die. Therefore, in this paper, we measured the time elapsed until the
energy of all the nodes which are neighbors of a destination run out. That is, the
controller is no longer able to receive any more data packet and the entire network
becomes useless. According to the simulation results, when the maximum radio
range was assumed 20m, it occurred after 128 time units in the case of EAR-
DPS, while it occurred after 93 time units for EAR. When r is 50m, it took 184
and 113 time units, respectively.

Figure 4(b) shows the average of residual energy of each node versus time.
Then the total remaining energy of the network is computed by multiplying the
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Fig. 3. (a) Energy consumption for EAR-DPS (b) Energy consumption for EAR
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Fig. 4. (a) The number of active nodes during communication phase (b) Mean of
residual energy of each node

average with the number of nodes. As we expect, the total energy of the network
for EAR-DPS is greater than that for EAR.

5 Conclusion and Future Work

In this paper, we proposed an energy-aware routing algorithm with dynamic
probability scaling for high survivability of wireless sensor networks. Our algo-
rithm is based on EAR, and intended to enhance its performance. In our method,
the energy drain rate and the residual energy of each sensor node were used for
retrieving the energy-efficient routing information, and they were updated per
almost every communication with energy awareness. By doing so, our algorithm
can provide longer connectivity of sensor networks and at the same time ensure
efficient use of energy among the nodes in the network.

We performed a comprehensive simulation to verify the performance of our
algorithm and compared it with EAR. The results showed that the networks us-
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ing our EAR-DPS consume the energy of nodes in the networks more uniformly,
and that the minimum value among the remaining energy of each node sustains
higher than that of EAR. In addition, the results show that the time elapsed until
all of the nodes on a path run out of energy is longer in the case of network using
EAR-DPS, implying that the lifetime of networks can be extended. Overall, our
algorithm was found to outperform EAR in most of the performance metrics.
We are currently extending our work to investigate how look-ahead information
can be exploited to compute the probabilities of routes being selected, and also
how the number of computations can be reduced by heuristics.
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Abstract. In this study, by applying (max, +)-algebra to a stochastic
event graph, a special case of timed Petri nets, we consider characteristics
of waiting times in Poisson driven single-server 2 queues in series with a
finite buffer and having constant service times at each queue. We show
that the sojourn time does not depend on the finite buffer capacity and
also derive the explicit expressions of waiting times at all areas of the
system as a function of the finite buffer capacity, which allow one to com-
pute and compare waiting times under two blocking policies. Moreover,
an optimization problem which determines the smallest buffer capacity
satisfying a predetermined probabilistic constraint on waiting times is
considered as an application of these results.

1 Introduction

As common models of telecommunication networks and manufacturing systems,
queues in series with finite buffers have been widely studied. Many researchers
have interests in characteristics in stochastic networks such as mean waiting
times, system sojourn times, invariant probabilities, call loss (blocking) probabil-
ities, and so forth. Since computational complexity and difficulty in the analysis
of performance evaluations in stochastic networks, most studies are focused on
restrictive and/or small size of stochastic networks over the past decades.

In Poisson driven 2-node tandem queues with exponential service times,
Grassmann and Drekic [7] studied the joint distribution of both queues by
using generalized eigenvalues. For infinite buffered queues in series with non-
overlapping service times and an arbitrary arrival process, Whitt [11] studied
the optimal order of nodes which minimizes the mean value of sojourn times.
Nakade [9] derived bounds for the mean value of cycle times in tandem queues
with general service times under communication and manufacturing blocking
policies.
� This work was supported by grant No.(R01-2004-000-10948-0) from the Basic Re-

search Program of the Korea Science & Engineering Foundation.
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Under the assumption of the capacities of buffers including the space for a
customer in service and an arbitrary arrival process, Wan and Wolff [10] showed
that the departure processes in tandem queues with finite buffers except for the
first node and with non-overlapping service times are independent of the size of
finite buffers when it is greater than 2 under communication blocking or when it
is greater than 1 under manufacturing blocking. Labetoulle and Pujolle [8] gave
the same results for mean response time, but derived mean waiting times at each
queue under the assumption of infinite buffer capacity for all nodes. However, in
our best knowledge, there is no result on waiting times in all sub-areas of finite
buffered queues in series.

More generous system which so called a (max, +)-linear system has been
studied. Various types of stochastic networks which are prevalent in telecommu-
nication, manufacturing systems belong to the (max, +)-linear system. Many in-
stances of (max, +)-linear systems can be represented by stochastic event graphs,
a special type of stochastic Petri net, which allow one to analyze them. (Max,
+)-linear system is a choice-free net and consists of single-server queues under
FIFO(First-In First-Out) service discipline. Discrete event systems (DESs) can
be properly modeled by (max, +)-algebra, involving only two operators: ’max’
and ’+’.

Recently, Baccelli and Schmidt [6] derived a Taylor series expansion for mean
stationarywaiting timewith respect to the arrival rate in aPoissondriven (max,+)-
linear system. Their approach was generalized to other characteristics of stationary
and transient waiting times by Baccelli et al. [4], [5], Ayhan and Seo [1], [2].

By the similar way, deriving the explicit expressions of waiting times in all
areas of finite buffered 2-node tandem queues is the main goal of this study.
In addition, from these expressions we also disclose a relationship on waiting
times under two blocking policies: communication and manufacturing. As an
application of these results, moreover, we consider an optimization problem for
determining the smallest buffer size which satisfies a predetermined probabilistic
constraint on stationary waiting times.

Reader can refer on basic (max, +)-algebra and some preliminaries on waiting
times in (max, +)-linear systems to Baccelli et al. [3] and Ayhan and Seo [1], [2]
and references therein. We omit them here. This paper is organized as follows.
Section 2 contains our main results. An optimization problem and a numerical
example are given in section 3 and 4. Conclusion and some future research topics
are mentioned in Section 5.

2 Waiting Times in Deterministic Queues in Series with
a Finite Buffer

We consider Poisson driven 2 queues in series with a finite buffer and having
constant service times. Each queue has its own buffer: one at the first node is
infinite and the other is finite.

For the finite buffered system, we assume that the system is operated by
only one of the two blocking policies, not mixed: communication and manu-
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facturing. Under communication blocking a customer at node j cannot begin
service unless there is a vacant space in the buffer at node j + 1. For manufac-
turing blocking, a customer served at node j moves to node j + 1 only if the
buffer of node j + 1 is not full; otherwise the blocked customer stays in node j
until a vacancy is available. During that time, node j is blocked from serving
other customers.

Let σi and Ki be the constant service time and the buffer capacity at node i.
We assume that the buffer capacity Ki includes a room for a customer in service.
Before going to the finite buffered queues, it is worth to talk about the waiting
times in infinite buffered system.

From the definition of Dn in [1], [2] with some algebra, the expressions on
the components of random vector Dn can be obtained as

D1
n = nσ1 for n ≥ 0,

D2
n = σ1 + n max{σ1,σ2} for n ≥ 0. (1)

Note that the components of Dn can be written in terms of service times.
In an event graph, the finiteness can be handled by finite number of markings

as shown in Figure 1 (see the details in Baccelli et al. [3]). To derive recursive
equations for waiting times in a (max, +)-linear system one depicts an event
graph with finite buffers and then convert it to an event graph with infinite
buffers by inserting dummy nodes with zero service times. For instance, 2 queues
in series with depicted in Figure 1 can be converted to the event graph with
infinite buffers depicted in Figure 2 by inserting a dummy node with zero service
time.

Similarly as done in infinite systems, some algebra gives the following two
Propositions for the components of random vector having the same structure
defined as (8) in [1] which is applicable to Corollary 3.1 in [1] and Theorem 2.3
in [2].

Fig. 1. 2 queues in series with a finite buffer of size 2

Fig. 2. 2 queues in series with infinite buffers
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Proposition 1. Under communication blocking,

if K2 = 1,

D1
n = n(σ1 + σ2) for n ≥ 0,

D2
n = σ1 + n(σ1 + σ2) for n ≥ 0,

if K2 = 2,

D1
0 = 0,

D1
n = σ1 + (n− 1)max{σ1,σ2} for n ≥ 1,

D2
n = σ1 + n max{σ1,σ2} for n ≥ 0, (2)

if K2 ≥ 3,

D1
n = nσ1 for n = 0, 1, . . . , K2 − 1, (3)

D1
n = σ1 + max{(n− 1)σ1, (n−K2 + 1)σ2} for n ≥ K2, (4)

D2
n = σ1 + n max{σ1,σ2} for n ≥ 0. (5)

Proposition 2. Under manufacturing blocking,

if K2 = 1,

D1
0 = 0,

D1
n = σ1 + (n− 1)max{σ1,σ2} for n ≥ 1,

D2
n = σ1 + n max{σ1,σ2} for n ≥ 0, (6)

if K2 ≥ 2,

D1
n = nσ1 for n = 0, 1, . . . , K2, (7)

D1
n = σ1 + max{(n− 1)σ1, (n−K2)σ2} for n ≥ K2 + 1, (8)

D2
n = σ1 + n max{σ1,σ2} for n ≥ 0. (9)

From the above expressions, we know three facts. The first one is that under
two blocking policies, for all n ≥ 0 the expressions of D2

n for K2 ≥ 2 are the same
as those of D2

n for K2 = ∞ (see (1), (2), (5), (6), and (9)). It shows the same
results in [10] and [11] that a customer’s sojourn time in systems with constant
or non-overlapping service times is independent of the finite buffer capacities
when they are greater than 2 under communication blocking.

The second one is that one can get same expressions under two blocking
policies, except for one difference in the value of finite buffer capacity at node 2,
because (7) and (8) are obtained by substituting K2 in (3) and (4) for K2 + 1.

Lastly, since all components of random vector Dn and W i are stochastically
non-increasing in K2 (see the definition of in [1], [2]), waiting times in all areas
of the systems under manufacturing blocking are always smaller than or equal
to those under communication blocking when buffer capacities are equal.

Now we are ready to use Corollary 3.1 in [1] and Theorem 2.3 in [2] to
compute moments of waiting times and tail probabilities in a Poisson driven
queues in series with a finite buffer.
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3 Optimal Buffer Capacity

In this section, as an application of the expressions for Dn, we illustrate an opti-
mization problem which minimizes the buffer capacity subject to a probabilistic
constraint (like, Quality of Service) on stationary waiting times in a (max, +)-
linear system where Dn sequence has the structure given in (8) of [1] (also, (2.15)
of [2]).

Let τ ≥ 0 be a pre-specified bound on waiting time W i for any i = 1, 2 and let
0 < β < 1 be a pre-specified probability value. An optimal (the smallest) buffer
capacity can be computed as a solution of the following optimization problem,
for a given arrival rate λ ∈ [0, a−1

i ),

min K2

s.t. P (W i > τ) ≤ β (10)
K2 ∈ N

where ai is given in the i-th component of Dn vector defined in (8) of [1] (also,
(2.15) of [2]).

This type of optimization problems will arise, for example, in a telecommu-
nication network where one would like to allocate finite resources while ensuring
that a fixed percentile of call loss probabilities are less than a predetermined
value. Since W i is stochastically non-increasing in K2, one is able to compute
the smallest buffer capacity using the expressions of Di

n together with Theorem
2.3 in [2].

4 A Numerical Example

To illustrate our results a numerical example is given in this section. Let σ1 = 1,
σ2 = 4 be the constant service times at each node and the finite capacity be
K2 = 5.

Under communication blocking policy, the explicit expressions of D1
n are

given as

D1
n = n for n = 0, . . . , 4,

D1
n = 5 + 4(n− 5) for n ≥ 5.

In this particular example, the maximum value ai is 4. By using the explicit
expressions of the random vector Di

n together with Corollary 3.1 in [1] and
Theorem 2.3 in [2] one is able to compute the exact value of waiting times and
tail probability. The exact waiting times and simulation results for various values
of arrival rate are given in the following Table 1 and Table 2. These numerical
results show the accuracy of explicit expressions of random vector Di

n and the
rightness of the facts addressed in the previous section. In addition, the values
of IE[W 1

Communication Blocking with 6] are exactly same as those in Table 2.
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Table 1. Waiting Times Under Communication Blocking with K1 = ∞,K2 = 5

Arrival Intensity λ IE[W 1

Communication Blocking with 5] Simulation

0.025(ρ = 0.1) 0.01282 0.01247 ∓ 0.00147
0.05(ρ = 0.2) 0.02634 0.02537 ∓ 0.00156
0.125(ρ = 0.5) 0.08851 0.08624 ∓ 0.00641
0.20(ρ = 0.8) 1.68781 1.6658 ∓ 0.15152
0.225(ρ = 0.9) 8.35323 8.1551 ∓ 0.69208

Table 2. Waiting Times Under Manufacturing Blocking with K1 = ∞, K2 = 5

Arrival Intensity λ IE[W 1

Manufacturing Blocking with 5] Simulation

0.025(ρ = 0.1) 0.01282 0.01247 ∓ 0.00147
0.05(ρ = 0.2) 0.02632 0.02535 ∓ 0.00154
0.125(ρ = 0.5) 0.07629 0.07473 ∓ 0.00344
0.20(ρ = 0.8) 1.14075 1.1470 ∓ 0.13059
0.225(ρ = 0.9) 6.81748 6.6547 ∓ 0.64847

Table 3. Optimal Buffer Capacity under Communication blocking

β
τ = 4.5 τ = 7.0

K∗
2 K∗

2

0.01 11 10
0.05 7 7
0.10 6 5
0.15 5 4
0.20 4 3

For optimal buffer capacity problems, one can only consider waiting times
(just before the beginning of service) at the first node since the sojourn times
are not dependent of the finite buffer capacity as mentioned earlier. Without
the assumption for the finite capacity K2, we can numerically solve for K2 that
satisfies P (W 1 > τ) ≤ β for various values of τ and β by using Theorem 2.3 in
[2]. The following Table 3 shows the smallest values of buffer capacity K∗

2 when
the arrival rate λ = 0.2, i.e. traffic intensity ρ = 0.8. By the relationship between
two blocking policies addressed before or the same way as done in communication
blocking, one is also able to determine an optimal buffer capacity for systems
with manufacturing blocking policy.

5 Conclusion

In this paper, we studied waiting times in Poisson driven deterministic 2-node
tandem queues with a finite buffer as a common model of telecommunication net-
works. The expressions for waiting times in the system with a finite buffer under
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communication or manufacturing blocking was obtained in (max, +)-algebra
notation. From these explicit expressions we can disclose that the system so-
journ time is independent of the finite buffer capacity and a relationship under
two blocking rules. As an application, an optimization problem for determining
the optimal buffer capacity subject to a probabilistic constraint on stationary
waiting times is also considered.

These results can be extended to more complex finite buffered (max, +)-
linear systems such as m-node queues in series, fork-and-join type queues and so
forth. Even though it is much difficult, one may be able to find certain common
patterns of the expressions for the random vector Di

n under various types of
blocking.
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Abstract. Software requirements management is an essential process to better 
understand, identify, derive, control and improve system requirements. 
Typically, requirements are unclear at the beginning and evolve over time. 
Uncertainties usually produce conflicts among requirements. Rough set analysis 
(RSA) is a promising technique of granular computing. The emphasis of this 
paper is on formally defining three software requirements uncertainty problems 
and on applying RSA to solve these problems. A systematic approach called 
MATARS was developed for that purpose. We use a modification of a real 
world software requirements specification (SRS) benchmark example to 
illustrate main concepts and ideas of the approach. 

1   Introduction and Motivation 

Software requirements engineering (RE) is the process of determining what is to be 
produced in a software system. Requirements engineering (RE) has evolved into a key 
issue as one of the most difficult activities in the field of software engineering. The 
goal of requirements management is the development of a good requirements 
specification document. The IEEE guide to software requirements specifications [1] 
defines a good software requirements specification as being unambiguous, complete, 
verifiable, consistent, modifiable, traceable, and maintainable.  

There are at least three challenges that are currently inherent in requirements 
management: firstly, it needs to transfer informal requirements, which are often vague 
and imprecise, to formal specification methods [2]; secondly, requirements are often 
conflicting with each other, and many conflicts are implicit and difficult to identify; 
thirdly, requirements are changing dynamically. 

Rough set analysis (RSA) [3] has attracted the attention of many researchers and 
practitioners [4]. In applications, rough sets focus on approximate representation of 
knowledge derivable from data. This leads to significant results in many areas 
including medicine, finance, industry, multimedia systems or control theory. For an 
overview we refer to [4]. RSA was applied in software engineering initially in [5] to 
make sense out of measurement data. Since then, RSA has been successfully applied 
for data analysis in various areas of software engineering: software maintenance [6], 
software safety analysis [7], software reverse engineering [8], application run time 
estimation [9], and knowledge discovery for software quality. 
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Although RSA is used extensively as an approach to software engineering, it has 
rarely been applied as a systematic approach for requirements management. An 
objective of software requirements engineering is to improve systems modeling and 
analysis capabilities so that critical aspects of systems can be understood prior to 
system construction. A process is needed to guide the requirements engineer through 
requirements elicitation. The idea using RSA for requirements analysis was 
mentioned in [10]. In this paper, we are focusing on uncertainty problems solution 
and representation of tabular-based requirements.  

The paper is organized into five sections. In section 2, we give a formal problem 
statement that will be later used to apply RSA. Section 3 provides the solution 
approach. This approach is illustrated in Section 4 for the modified example of A-7E 
requirements specification. Finally, Section 5 gives a final discussion and outlook to 
future research. 

2   Problem Statement 

2.1   Tabular-Based Requirements Management 

Requirements can be represented in different ways, ranging from an informal to a 
more formal description. Tabular-based requirements representation is a special case 
of formal representation assuming that requirements specification can be done using 
tables. The goal of requirement management is to develop a requirement specification 
that contains all the needs of customers [11]. However, as time goes on, requirements 
change frequently or new requirements arise. Inconsistency or conflicts might result 
from this process. To check and handle ambiguity, incompleteness and uncertainty is 
of core importance for later quality of software products. 

Definition 1: Tabular-based requirements 
A set R = {A, B, …} of requirements is said to be in tabular form if each requirement 
A ∈ R is described by a set of descriptive and a set of prescriptive attributes:  

o Descriptive attributes denoted by D1(A), … , Dm(A) specify the conditions 
under which a system behaves. 

o Prescriptive attributes, denoted by P1(A), … , Pn(A) describe how the system 
should behave under the descriptive conditions D1(A), … , Dm(A). 

Definition 2: Inconsistent requirements 
Two tabular-based requirements A and B are called inconsistent to each other if they 
have the same value for all descriptive attributes, but are different in value for at least 
one prescriptive attribute. More formally, 

If D1(A) = D1(B), D2(A) = D2(B), …, Dm(A) = Dm(B)  
There is an attribute j ∈ {1, …, n} so that Pj(A) ≠ Pj(B).  

Definition 3: Redundancy between requirements 
Two tabular-based requirements A and B are said to be redundant if all the descriptive 
and prescriptive attribute values of requirements A and B are the same. More 
formally, 
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D1(A) = D1(B), D2(A) = D2(B), …, Dm(A) = Dm(B) and  
P1(A) = P1(B), P2(A) = P2(B), …, Pn(A) = Pn(B). 

Definition 4: Attribute redundancy 
In tabular-based requirements, certain combinations of descriptive attribute values 
result in certain prescriptive properties. A descriptive attribute Dp with p ∈ {1, …, m} 
is called redundant if the specification of the whole system remains the same after 
elimination of descriptive attribute Dp. 

2.2   Requirements Uncertainty Problems 

Uncertainty is inherent in requirements management. In this paper we will address 
three types of uncertainty problems as described in the following. 

2.2.1   Problem 1: Inconsistency between Requirements 
Inconsistency between requirements results in conflicts in the specification of the 
system behavior. These conflicts are the origin of software failures as typically 
detected in later stages. There are numerous known efforts to detect and resolve 
inconsistencies [12].  

2.2.2   Problem 2: Missing Data in Requirements 
For a tabular-based requirement, lack of information can be related to either 
prescriptive or descriptive attributes. Under-specification of system behavior is 
critical as this would force different interpretations on how the system should 
perform. This could result in unintended actions, causing critical system failures. The 
question is to suggest those values that would not create inconsistencies with existing 
requirements. 

2.2.3   Problem 3: Redundancy 
Requirements redundancy should be avoided as it is useless information. The same is 
true for attribute redundancy. That means the question is to detect redundancies 
between requirements as well as redundancies between attributes. 

3   Handling Uncertainties by Using Rough Set Analysis 

Tabular-based software requirements are described by descriptive and prescriptive 
attributes. This is very similar to the notion of condition attributes and decision 
attributes as used in rough set theory. Tabular-based requirements representation is 
mapped into an information system with the rows corresponding to the requirements 
and the columns corresponding to the different attributes. Descriptive and prescriptive 
attributes in tabular-based requirements correspond to condition respectively decision 
attributes as used in rough set theory. 

3.1   Overview of Approach MATARS 

Management of tabular-based requirements using Rough Sets (MATARS) is a 
method for uncertainty handling in the special case of requirements given in tabular 
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form. MATARS has an underlying process model that is described in detail in [13]. 
The process here addresses the evolution of requirements as well as the overall 
process to handle uncertainty related to requirements. Rough set analysis plays a 
crucial role in MATARS. The main purpose of MATARS is to handle uncertainty in a 
systematic manner based on formal notation. However, we do not expect that this is 
completely possible without inclusion of more informal existing conflict resolution 
approaches as described by Robinson [12]. 

MATARS is focused on requirements uncertainty handling by RSA combined with 
existing conflict resolution approaches in requirements engineering. This process is 
built in order to execute requirements elicitation and resolve inconsistency with the 
help of RSA during evolution of requirements. The key components of MATARS are 
shown in Fig. 1. The stakeholders are generating requirements over time. 
Simultaneously, they are integral part of the resolution method. 

 

Fig. 1.  Main components of MATARS  

Uncertainty handling based on formal methods includes the following basic 
techniques described below. 

3.2   Technique 1: Change of Granularity to Resolve Requirements Inconsistency 

Change of granularity is one of the fundamental ideas of rough set theory. What we 
propose is to use this concept for resolution of conflicts in case of tabular-based 
requirements. Conflicts occur where different classification unions intersect with each 
other. Change of granularity can help to overcome these conflicts. Higher granularity 
with respect to one condition attribute can result in conflict resolution. We will 
illustrate this idea by an example in Section 4.  

3.3   Technique 2: Inconsistency Check to Fill Missing Values 

Incomplete data is a major problem in data analysis. Pawlak [3] and Gediga [14] 
present general algorithm to the treatment of missing data with classical RSA. In this 
paper our focus is specifically on featured tabular-based software requirements, where 
there are two kinds of missing value problems: missing descriptive values and 
missing prescriptive values. Suggestions for missing prescriptive values can be 
generated by learning from already specified requirements. Pawlak [3] gives four 
possible situations of learning from former examples. 
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(1) IF the new object matches exactly one of the deterministic rules 
(2) THEN the classification suggestion is direct; 
(3) IF the new object matches exactly one of the nondeterministic rules 
(4) THEN the number (strength) of examples which support each possible category 

is computed. The considered object most likely belongs to the strongest 
category; 

(5) IF the new object doesn’t match any of the sorting rules  
(6) THEN a set of rules ‘nearest’ to the description of the new object is presented; 
(7) IF the new object matches more than one rule 

  THEN the suggestion can be based either on the strength of possible 
  categories or on an analysis of the objects which support each possible 
  category. 

Similarly, RSA can also help to complete missing condition values. The process is 
as follows:  

(1) Extend incomplete cases by replacing lost value “?” with all possible values. 
(2) Classify all these cases by learning from previously generated rules. 
(3) Analyze the classification results with the actual decision values of extended 

data;  
(4) All the values not creating inconsistency are the possible suggestions for 

missing values. 

3.4   Technique 3: Classifying Requirements and Attributes to Remove 
Redundancies 

RSA deals with the classification of requirements and induces minimal decision rules 
to simplify requirements representation by means of explaining prescriptive attribute 
values by combination of descriptive attribute values.  

Discovering dependencies between attributes enables the reduction of the set of 
attributes. In RSA, the significance of condition attributes is of three levels.  

(1) Core represents the most essential set of condition attributes. 
(2) Attributes that belong to reduct are significant to represent whole system. 
(3) Redundant attributes are those which do not belong to any reduct. These 

attributes have no contribution to classification and usually can be removed 
from information system.  

By applying RSA, it is convenient to find condition attributes of these three levels. 
Redundant attributes have no contribution to classification of whole system thus they 
should be removed to simplify SRS. In this way we deduce attributes redundancy.  

4   Illustrative Example 

We consider a modification of a real world requirements benchmarking example [15] 
to illustrate the uncertainties management in tabular-based requirements. In this paper 
we use the rough set analysis tool ROSE version 2.2 developed at Technical 
University Poznan to analyze required tabular data [16]. This RSA tool generates 
decision rules using a modified version of the LEM2 Algorithm [17]. 
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Table 1 below shows a decision table. There are four possible outside reference 
points for decision attribute D: OAP, ‘fly–to point’, ‘target’ and ‘none’. Condition 
attributes include four Boolean attributes denoted by C1 to C4. In addition, attribute 
C5 which has six possible values (denoted by M1-M6). 

Table 1. Decision table for a real world SRS [15] 

Record C1 C2 C3 C4 C5 D (Decision) 
1 1 1 1 1 M1 None 
2 1 1 1 0 M1 None 
… … … … … … … 
16 0 0 0 0 M1 Fly–to point 
17 1 1 1 1 M2 Target 
… … … … … … … 
48 0 0 0 0 M3 OAP 
49 1 1 1 1 M4 Fly-to-point 
… … … … … … … 
64 0 0 0 0 M4 Target 
65 1 1 1 1 M5 Target 
… … … … … … … 
80 0 0 0 0 M5 None 
81 1 1 1 1 M6 Target 
82 1 1 1 0 M6 Target 
… … … … … … … 
95 0 0 0 1 M6 Fly-to-point 
96 0 0 0 0 M6 OAP 

To better demonstrate the proposed capabilities of MATARS, we slightly modify 
the original example and assume that the condition attribute C5 has only five groups 
of modes denoted by M1-M5. For that purpose, we change C5 value of all the last 16 
requirements (from 81st till 96th) from M6 to M5. These values are shaded in Table 1. 
The IF-THEN rules using RSA are generated and two inconsistent rules are detected 
out of 14 IF-THEN rules in Table 2: 

Table 2. RSA IF-THEN rules for modified SRS 

Consistent rules 
(C1=0)(C5=M1)      --->(D=Fly-to-point) (C2=1)(C5=M2)      ---> (D=Target) 
(C1=0)(C2=0)(C5=M2)-->(D=Fly-to-point) (C2=1)(C5=M3)      ---> (D=Target) 
(C2=0)(C3=1)(C5=M3)-->(D=Fly-to-point) (C3=0)(C4=0)(C5=M4)---> (D=Target) 
(C3=1)(C5=M4)      ---> (D=Fly-to-point) (C2=1)(C5=M5)      ---> (D=Target) 
(C4=1)(C5=M4)      ---> (D=Fly-to-point) (C1=1)(C5=M1)      ---> (D=None) 
(C2=0)(C3=0)(C5=M3) ---> (D=OAP) (C1=1)(C2=0)(C5=M2) ---> (D=None) 

Approximate rules 
(C2 = 0)(C4 = 1)(C5 = M5)   --->  (D = Fly-to-point) OR (D = None) 
(C2 = 0)(C4 = 0)(C5 = M5)   --->  (D = OAP) OR (D = None) 
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And the responding validation results in Table 3: 

Table 3. Validation results for modified SRS 

CLASS Number Lower Upper Accuracy 
Fly-to-point 32 28 36 0.7778 

OAP 8 4 12 0.3333 
Target 36 36 36 1.0000 
None 20 12 28 0.4286 

The shaded area in both tables exposes the inconsistencies, and the accuracy is 
low. Obviously, if we change the granularity of C5 from 5 intervals back to 6, 
inconsistencies are removed successfully. 

Another capability of RSA is the ability to handle missing values of incomplete 
requirements. Here from the original example in Table 1, 20 requirements were 
randomly selected, and they are shown in Table 4. The question is: how to complete 
these new cases based on the existing 76 requirements? In addition to the already 
introduced changes, we have added records 21 and 22 with missing condition values. 
All the missing values are highlighted by “?” in Table 4. 

Table 4. Incomplete requirements (missing condition and decision values) 

Record C1 C2 C3 C4 C5 D 
1 0 1 0 0 M1 ? 
… … … … … … ? 
20 1 1 0 1 M6 ? 
21 0 1 0 0 ? Fly-to-point 
22 1 1 1 ? M2 Target 

In order to accomplish decision values, we classify the twenty new objects by 
applying the explanation rules generated from the remaining 76 objects. The 
classification results are shown in Table 5. The shaded area exposes the 4 requirements 
(7, 9, 11 and 12) whose predicted values do not match the actual values, in other 
words, validation of these four cases has failed. 

The two incomplete requirements can be extended by replacing lost value “?” with 
all possible values. Attribute C5 has the six levels M1-M6.  Thus the first incomplete 
requirement can be extended to six cases from record 1 to record 6; attribute C4 is 
Boolean variable, thus the second incomplete requirement can be extended by two 
cases from record 7 to record 8. Table 6 shows the new complete decision table with 
additional eight cases.  

Three shaded records (1, 7, and 8) are successfully validated, thus they are the 
most reasonable requirements to replace the incomplete ones. The conclusion is 
satisfying: record 1 and record 8 are the first two requirements in Table 5; record 7 is 
already inside the 76 cases of modified SRS. 
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Table 5. Results of ten-fold cross validation 

Record C1 C2 C3 C4 C5 D(Actual) D(Predicted) 
Matched 

Rule 
1 0 1 0 0 M1 Fly-to-point Fly-to-point 4 
2 1 1 1 1 M2 Target Target 9 
3 0 0 0 0 M2 Fly-to-point Fly-to-point 1 
4 0 1 0 1 M2 Target Target 9 
5 0 1 0 0 M2 Target Target 9 
6 0 0 0 1 M2 Fly-to-point Fly-to-point 1 
7 0 0 1 1 M3 Fly-to-point OAP 6 
8 0 0 0 1 M3 OAP OAP 6 
9 1 0 1 0 M3 Fly-to-point OAP 6 

10 0 1 0 0 M3 Target Target 8 
11 1 0 1 1 M3 Fly-to-point OAP 6 
12 0 0 1 0 M3 Fly-to-point OAP 6 
13 1 1 1 1 M4 Fly-to-point Fly-to-point 3 
14 0 0 1 0 M4 Fly-to-point Fly-to-point 5 
15 0 1 1 1 M5 Target Target 11 
16 1 1 0 1 M5 Target Target 11 
17 1 1 1 1 M6 Target Target 10 
18 1 1 0 0 M6 Target Target 1 
19 0 0 1 0 M6 OAP OAP 7 
20 1 1 0 1 M6 Target Target 10 

Table 6. Extended decision table and validation results 

Record C1 C2 C3 C4 C5 D(Actual) D(Predicted) 
Matched 

Rule 
1 0 1 0 0 M1 Fly-to-point Fly-to-point 4 
2 0 1 0 0 M2 Fly-to-point Target 9 
3 0 1 0 0 M3 Fly-to-point Target 8 
4 0 1 0 0 M4 Fly-to-point Target 12 
5 0 1 0 0 M5 Fly-to-point Target 11 
6 0 1 0 0 M6 Fly-to-point Target 10 
7 1 1 1 0 M2 Target Target 9 
8 1 1 1 1 M2 Target Target 9 

Finally, as part of approach we also apply RSA to simplify a decision table by 
reducing redundant attributes and requirements. On the basis of original example in 
Table 1, we added three additional attribute C6, C7 and C8, plus a requirement 97th 
that is exactly the same as the 96th, as shaded area shown in Table 7. 

Firstly, requirement 97th is redundant and it will not affect the IF-THEN rules by 
RSA. Secondly, from the above table, there exists a single Core = {C1, C2, C3, C4}, 
together with two reducts: Reduct1 = {C1, C2, C3, C4, C5} and Reduct2 = {C1, C2, 
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C3, C4, C6, C7}. Attribute C8 does not belong to either reduct, thus it is redundant and 
can be removed from the SRS. Core = {C1, C2, C3, C4} is the most important set of 
attributes and each attribute inside the core is necessary to specify the requirements. 
However, the other three attributes C5, C6 and C7 are only needed in conjunction with 
specific reducts. For example, if we select Reduct1 then attributes {C6, C7} are 
superfluous; if we choose Reduct2 then attribute C5 becomes superfluous. 

Table 7. Modified SRS with redundancies 

Record C1 C2 C3 C4 C5 C6 C7 C8 D 
1 1 1 1 1 M1 0 0 1 None 
2 1 1 1 0 M1 0 1 1 None 
… … … … … … … … … … 
32 0 0 0 0 M2 1 2 1 Fly-to-point 
… … … … … … … … … … 
96 0 0 0 0 M6 3 5 1 OAP 
97 0 0 0 0 M6 3 5 1 OAP 

5   Conclusions and Future Work 

We have investigated the usage of rough sets for uncertainty handling for tabular-
based requirements specification. This approach is part of a more comprehensive 
method including informal techniques as well. RSA has some fundamental conceptual 
advantages that can be used for conflict resolution in tabular-based requirements 
management. The formal approach becomes the more useful, the more complex the 
underlying table is. In the process of requirements elicitation and specification, RSA 
plays the role of an intelligent oracle answering the question for the existence of 
inconsistency and guiding the process to resolve it. This principle was demonstrated 
by an example using a modified version of the A-7E benchmark SRS. 

Future research will be devoted to fully integrate RSA into the process of 
managing evolving requirements. MATARS is intended to be applied to further 
examples to validate its applicability. 
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Abstract. This paper introduces an approach to behavioral pattern
identification as a part of a study of temporal patterns in complex dynam-
ical systems. Rough set theory introduced by Zdzis�law Pawlak during the
early 1980s provides the foundation for the construction of classifiers rela-
tive to what are known as temporal pattern tables. It is quite remarkable
that temporal patterns can be treated as features that make it possible to
approximate complex concepts. This article introduces what are known
as behavior graphs. Temporal concepts approximated by approximate
reasoning schemes become nodes in behavioral graphs. In addition, we
discuss some rough set tools for perception modeling that are developed
for a system for modelling networks of classifiers. Such networks make it
possible to recognize behavioral patterns of objects changing over time.
They are constructed using an ontology of concepts delivered by experts
that engage in approximate reasoning on concepts embedded in such an
ontology. This article also includes examples based on data from a vehic-
ular traffic simulator useful in the identification of behavioral patterns
by drivers.

Keywords: Behaviorial pattern, concept approximation, dynamical sys-
tem, graph, rough sets.

1 Introduction

Many real life problems can be modelled by systems of complex objects and their
parts changing and interacting over time. The objects are usually linked by some
dependencies, can cooperate between themselves and are able to perform flexible
autonomous complex actions (operations). Such systems are identified as complex
dynamical systems [1,20], autonomous multiagent systems [15,11,13,20], or swarm
intelligent systems (see, e.g., [11,13,14,18]). For example, one can consider road
traffic as a dynamical system represented by road simulator (see,e.g. [16]). While

D. Śl ↪ezak et al. (Eds.): RSFDGrC 2005, LNAI 3642, pp. 688–697, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



Behavioral Pattern Identification Through Rough Set Modelling 689

driving on a road each vehicle can be treated as an intelligent autonomous agent.
Each agent is “observing”the surrounding situation on the road, keeping in mind
his destination and his own parameters, and makes an independent decision
about further steps by performing some maneuver such as passing, overtaking,
changing lane, or stopping.

We would like to investigate behavioral patterns of complex objects and their
parts changing over time. An identification of some behavioral patterns can
be very important for identification or prediction of behaviour of a dynamical
system, e.g., some behavioral patterns correspond to undesirable behaviours of
complex objects. If in the current situation some patterns are identified (i.e.,
they are satisfied to a satisfactory degree), then the control module can use
this information to tune selected parameters to obtain the desirable behavior of
the system. This can make it possible to overcome dangerous or uncomfortable
situations. For example, if some behaviour of a vehicle that cause a danger on
the road is identified, we can try to change its behaviour by using some suitable
means such as road traffic signalling, radio message or police patrol intervention.
Note also that the study of collective behavior in intelligent systems is now one
of the more challenging research problems (see, e.g., [11,6,12,13]), especially if
one considers the introduction of some form of learning by cooperating agents
(see, e.g., [18,4,14,5,19]).

The prediction of behavioral patterns of a complex object evaluated over
time is usually based on some historical knowledge representation used to store
information about changes in relevant futures or parameters. This information
is usually represented as a data set and has to be collected during long-term
observation of a complex dynamic system. For example, in case of road traffic,
we associate the object-vehicle parameters with the readouts of different mea-
suring devices or technical equipment placed inside the vehicle or in the outside
environment (e.g., alongside the road, in a helicopter observing the situation
on the road, in a traffic patrol vehicle). Many monitoring devices play serve as
informative sensors such as GPS, laser scanners, thermometers, range finders,
digital cameras, radar, image and sound converters (see, e.g. [20]). Hence, many
vehicle features serve as models of physical sensors. Here are some exemplary
sensors: location, speed, current acceleration or deceleration, visibility, humidity
(slipperiness) of the road. By analogy to this example, many features of complex
objects are often dubbed sensors.

In this paper, we discuss some rough set [10] tools for perception modelling
that have been developed in our project as part of a system for modelling net-
works of classifiers. Such networks make it possible to recognize behavioral pat-
terns of objects and their parts changing over time. They are constructed using
an ontology of concepts delivered by experts aiming to approximate reasoning
on concepts embedded in such an ontology. In our approach we use the notion of
temporal pattern (see Sect. 2) that express simple temporal features of objects or
groups of objects in a given complex dynamic system. Temporal patterns can be
used to approximate temporal concepts (see Sect. 3), that represent more com-
plex features of complex objects. More complex behaviour of complex objects or
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groups of complex objects can be presented in the form of behavioral graphs (see
Sect. 4 and Sect. 5). Any behavioral graph can be interpreted as a behavioral
pattern and can be used as a complex classifier for recognition of complex be-
haviours (see Sect. 6). Finally, we present a complete approach to the perception
of behavioral patterns that is based on behavioral graphs and so called dynamic
elimination of behavioral patterns (see Sect. 6).

This paper is a continuation of a research project in which we investigate
methods for complex concept approximation using a hierarchical approach (see,
e.g., [3,4,2]), and is related to companion research on interactive behavior and
learning by swarms of cooperating agents (see, e.g., [11,12,13,14]).

2 Temporal Patterns

In many complex dynamic systems, there are some elementary actions (per-
formed by complex objects), that is easily expressed by a local change of object
parameters, measured in a very short but a registerable period. So, an elemen-
tary action should be understood as a very small but meaningful change of some
sensor values such as location, distance, speed. In case of the road traffic exam-
ple, we distinguish the following elementary actions such as increase in speed,
decrease in speed, lane change. However, a perception of composite actions re-
quires analyses of elementary actions performed over a longer period called a
time window. Therefore, if we want to predict composite actions or discover a
behavioral pattern, we have to investigate all elementary actions that have been
performed in the current time window. Hence, one can consider the frequency
of elementary actions within a given time window and temporal dependencies
between them. These properties can be expressed using so called temporal pat-
terns. We define a temporal pattern as a function using parameters of an object
observed over a time window. In this paper we consider temporal patterns of the
following types:

– sensory pattern. A numerical characterization of values of selected sensor
from a time window (e.g., the minimal, maximal or mean value of a selected
sensor, initial and final values of selected sensor, deviation of selected sensor
values).

– local pattern. A crisp (binary) characterization of occurrences of elementary
actions (e.g., action A occurs within a time window, the action B occurs in
the beginning of a time window, the action C does not occur within a time
window).

– sequential pattern. A binary characterization of temporal dependencies be-
tween elementary actions inside a time window (e.g., action A persists
throughout a time window or action A begins before action B, action C
occurs after action D).

One can see that any sensory pattern is determined directly by values of some
sensors. For example, in case of the road traffic one can consider sensory patterns
such as minimal speed and estimated speed within a time window. The value of
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a local or sequential pattern is determined by elementary actions registered in a
time window. Local or sequential patterns are often used in queries with binary
answers such as Yes or No. For example, in case of road traffic we have exemplary
local patterns such as “Did vehicle speed increase in the time window?” or “Was
the speed stable in the time window?” and sequential patterns such as “Did the
speed increase before a move to the left lane occurred?”or“Did the speed increase
before a speed decrease occurred?”. We assume that any temporal pattern ought
to be defined by a human expert using domain knowledge accumulated for the
given complex dynamical system.

3 Approximation of Temporal Concepts

The temporal patterns mentioned in Sect. 2 can be treated as new features
that can be used to approximate complex concepts. In this paper, we call them
temporal concepts. We assume that temporal concepts are specified by a human
expert. Temporal concepts are usually used in queries about the status of some
objects in a particular temporal window. Answers to such queries can be of the
form Y es, No or Does not concern. For example, in case of road traffic one can
define complex concepts such as “Is a vehicle accelerating in the right lane?”, “Is
a vehicle speed stable while changing lanes?”, or ”Is the speed of a vehicle in the
left lane stable?”.

The approximation of temporal concepts is defined by classifiers, which are
usually constructed on the basis of decision rules. However, if we want to apply
classifiers for approximation of temporal concepts, we have to construct a suit-
able decision table called a temporal pattern table. A temporal pattern table is
constructed from a table T that stores information about objects occurring in
a complex dynamical system. Any row of table T represents information about
parameters of a single object registered in a time window. Such a table can be
treated as a data set accumulated from observations of the behavior of a com-
plex dynamical system. Assume, for example, that we want to approximate a
temporal concept C using table T. Initially, we construct a temporal pattern
table PT as follows.

– Construct table PT with the same objects contained in table T.
– Any condition attribute of table PT is computed using temporal patterns

defined by a human expert for the approximation of concept C.
– Values of the decision attribute (the characteristic function of concept C)

are proposed by the human expert.

Next, we can construct a classifier for table PT that can approximate temporal
concept C. Notice that many temporal concepts can be approximated using this
approach. Some of these concepts are in some sense more complex than others.
Therefore, usually a concept ontology for particular temporal concepts should
be provided. The resulting ontology makes it possible to construct approximate
reasoning (AR) schemes that can be used to approximate temporal concepts
instead of simple (traditional) classifiers (see e.g. [2]).
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4 Behavioral Graph for an Object

Temporal concepts defined for objects from a complex dynamical system and ap-
proximated by AR-schemes, can be treated as nodes of a graph called a behavioral
graph, where connections between nodes represent temporal dependencies. Such
connections between nodes can be defined by an expert or read from a data
set that has been accumulated for a given complex dynamical system. Figure 1
presents a behavioral graph for a single object-vehicle exhibiting a behavioral
pattern of vehicle while driving on a road.

Acceleration
on the right lane

Deceleration
on the right lane

Stable speed
on the right lane

Acceleration and
changing lanes from

right to left

Stable speed and
changing lanes from

right to left

Stable speed and
changing lanes from

left to right

Deceleration and
changing lanes from

left to right

Acceleration
on the left lane

Deceleration
on the left lane

Stable speed
on the left lane

 

Fig. 1. A behavioral graph for a single object-vehicle

In this behavioral graph, for example, connections between node “Accelera-
tion on the right lane” and node “Acceleration and changing lanes lanes from
right to left” indicates that after an acceleration in the right lane, a vehicle can
change to the left lane (maintaining its acceleration during both time windows).
In addition, a behavioral graph can be constructed for different kinds of objects
such as single vehicles or groups of vehicles and defined for behaviors such as
driving on the strength road, driving through crossroads, overtaking, and pass-
ing. Therefore one can consider any behavioral graph as a model for behavioral
patterns.

5 Behavioral Graph for a Group of Objects

In this paper, we introduce a method for approximation of temporal concepts
for a group of objects based on what is known as a group temporal pattern table,
which is constructed using the methodology presented in the Sect. 3 for the
construction of the temporal pattern table, but with some important differences.
To construct such a table, assume that behavioral graphs for all objects belonging
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to a group of objects have been constructed. For each behavioral graph we can
define new temporal patterns using only two kinds of temporal patterns, namely,
local patterns and sequential patterns, since information about sensors is not
directly accessible.

5.1 Construction of Group Temporal Pattern Tables

A group temporal pattern table GT is constructed in the following way. Any
row-object in GT is created using for any object in group G a path of nodes
observed in a given behavioral graph of the object. The path in any behavioral
graph should be understood as a sequence of graph nodes (temporal concepts)
registered over some period, i.e., over a number of time windows. For any such
path, a vector of values is computed (a vector of values of condition attributes of
table GT) using temporal patterns provided by the expert for the approximation
of a concept C. Additional attributes are defined using behavioral graphs of all
objects simultaneously. These attributes describe temporal relations between
objects in group G.

The temporal concepts defined for group of objects and approximated by AR-
schemes, can be treated as nodes of a new graph, that we call as a behavioral
graph for a group of objects. One can say, that the behavioral graph for a group
of objects expresses temporal dependencies on a higher level of generalization.
On lower level behavioral graphs are expressing temporal dependencies between
single objects (or simpler groups of objects).

In Figure 2 we present exemplary behavioral graph for group of two objects-
vehicles: vehicle A and vehicle B, related to the standard overtaking pattern.
There are 6 nodes in this graph, that represent following behavioral patterns:
vehicle A is driving behind B on the right lane, vehicle A is changing lanes from
right to left, vehicle A is moving back to the right lane, vehicle A is passing B
(when A is on the left lane and B is on the right lane), vehicle A is changing lanes
from left to right and vehicle A is before B on the right lane. There are 7 con-
nections represented spatio-temporal dependencies between behavioral patterns
from nodes. For example after the node “Vehicle A is driving behind B on the
right lane” the behaviour of these two vehicles can much to the pattern “Vehicle
A is changing lanes from right to left and B is driving on the right lane”.

6 Behavioral Patterns

In perceiving complex behaviour by individual objects or by a group of objects
over a long period of time, it is possible to construct behavioral graphs to codify
our observations. Such graphs facilitate observations about transitions between
nodes of behavioral graph and registering a sequence of nodes that form paths
in temporal patterns. If the path of temporal patterns matches a path in a
behavioral graph, we conclude that the observed behaviour is compatible with
the behavioral graph. In effect, we can use a behavioral graph as a complex
classifier for perception of the complex behaviour of individual objects or groups
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1. Vehicle A is
 behind B on the right lane

2. Vehicle A is changing
lanes from right to left,

vehicle B is driving on the
right lane

3. Vehicle A  is moving back
to the right lane,

vehicle B is driving on the
right lane

4. Vehicle A is driving on
the left lane and

A is passing B (B is
driving on the right lane)

6. Vehicle A is before B on
the right lane

5. Vehicle A is changing
lanes from left to right,

vehicle B is driving on the
right lane

 

Fig. 2. A behavioral graph for the maneuver of overtaking

of objects. For this reason, a behavioral graph constructed for some complex
behavior is called a behavioral pattern.

As an example, let us study the behavioral graph presented in Figure 2 for a
group of two objects-vehicles (vehicle A and vehicle B) related to the standard
overtaking pattern. We can see that the path of temporal patterns with indexes
“1, 2, 3, 1, 2, 4” is matching a path from this behavioral graph, while the path
with indexes: “6, 5, 4” is not matching any path from this behavioral graph (this
path can match some other behavioral patterns).

A path of temporal patterns (that makes it possible to identify behavioral
patterns) should have a suitable length. In the case where the length is too short,
it may be impossible to discern one behavioral pattern from another pattern. For
example, we can make a mistake between an overtaking a passing by a vehicle
in traffic.

7 Perception of Behavioral Patterns

The construction of temporal windows is based on the notion of a temporal
pattern. For any temporal pattern ti from the family TP , we create a decision
table DTi that has only two attributes. Any object-row of the table DTi is
constructed on the basis of information registered during a time period that is
typical for a given temporal pattern ti. The second attribute of the table DTi

(the decision attribute of this table) is computed using the temporal pattern ti.
By contrast, a condition attribute registers the index of some behavioral pattern
from the family BP . This index can be obtained by using some complex classifier
created for some behavioral pattern from the family BP , because any complex
classifier from the family BP can check single temporal window (and its time
neighbourhood) whether the investigated group of objects matches to a given
behavioral pattern.

Next, we compute decision rules for DTi using methods of attribute values
grouping that have been developed in the RSES system (see [17]). Any com-
puted decision rule expresses a dependence between information about match-
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ing to some behavioral pattern and information about matching to some tem-
poral pattern. For example, consider the problem of recognition of overtaking
that can be understand as a behavioral pattern defined for a group of two
vehicles. Using the methodology presented above, we can obtain the follow-
ing decision rule: If the vehicle A is overtaking B then the vehicle B
is driving in the right lane. After usage of a transposition low, we can
obtain the following rule: If the vehicle B is not driving in the right
lane then the vehicle A is not overtaking B. The last rule serves an aid
to fast verification whether the behavior of a group of objects (e.g., vehicles A
and B) matches the behavioral pattern of overtaking. This method only allows
us to eliminate some behavioral patterns. After this elimination the complex
classifiers based on a suitable behaviour graphs should be applied.

8 Experimental Results

To verify the effectiveness of classifiers based on behavioral patterns, we have
implemented the algorithms in a Behavioral Patterns library (BP-lib), which is
an extension of the RSES-lib 2.1 library forming the computational kernel of
the RSES system [17]. The experiments have been performed on the data sets
obtained from the road simulator (see [16]). We have applied the “train and test”
method for estimating accuracy. A training set consists of 17553 objects gener-
ated by the road simulator during one thousand of simulation steps. Whereas, a
testing set consists of 17765 objects collected during another(completely differ-
ent) session with the road simulator.

In our experiments, we compared the quality of three classifiers: Rough Set
classifier with decomposition (RS-D), Behavioral Pattern classifier (BP) and Be-
havioral Pattern classifier with the dynamic elimination of behavioral patterns
(BP-E). For induction of RS-D, we employed RSES system generating the set of
minimal decision rules that are next used for classification of situations from the
testing data. However, we had to use the method of generating decision rules
joined with a standard decomposition algorithm from the RSES system. This
was necessary because the size of the training table was too large for the directly
generating decision rules (see [17]). The classifiers BP and BP-E are based on
behavioral patterns (see Sect. 6) but with application of dynamic elimination of
behavioral patterns related to the investigated group of objects. We compared
RS-D, BP and BP-E using accuracy of classification. Table 1 shows the results of
applying these classification algorithms for the concept related to the overtaking
behavioral pattern.

One can see that in case of perception of the overtaking maneuver (decision
class Yes) the accuracy and the real accuracy (real accuracy = accuracy ×
coverage) of algorithm BP are higher than the accuracy and the real accuracy
of algorithm RS-D for the analyzed data set. Besides, we see that the accuracy
of algorithm BP-E is only 4 percent lower than the accuracy of algorithm BP.
Whereas, the algorithm BP-E allows us to reduce the time of perception, because
during perception we can usually identify the lack of overtaking earlier than in
the algorithm BP. This means that we have not to collect and investigate the
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Table 1. Results of experiments for the overtaking pattern

Decision class Method Accuracy Coverage Real accuracy
Yes RS-D 0.800 0.757 0.606

(overtaking) BP 0.923 1.0 0.923
BP-E 0.883 1.0 0.883

No RS-D 0.998 0.977 0.975
(no overtaking) BP 0.993 1.0 0.993

BP-E 0.998 1.0 0.998
All classes RS-D 0.990 0.966 0.956
(Yes + No) BP 0.989 1.0 0.989

BP-E 0.992 1.0 0.992

whole sequence of time windows (that is required in the BP method) but only
some first part of this sequence. In our experiments with the classifier BP-E it
was at an average 47 percent of the whole sequence for objects from the decision
class No (the lack of overtaking in the time window sequence).

9 Conclusion

In this paper, we discussed some rough set tools for perception modelling that
make it possible to recognize behavioral patterns of objects and their parts chang-
ing over time. We have presented the complete approach to the perception of
behavioral patterns, that is based on behavioral graphs and the dynamic elim-
ination of behavioral patterns. Some of the tools mentioned in the paper are
already implemented in our system and may be tested (see e.g. [17]). In our fur-
ther work we would like to develop a complete software environment to model
the perception of behavioral patterns.
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ing (IIS05), Gdańsk, Poland, June 13-16 (2005)

14. Peters, J.F., Henry, C., Ramanna, S.: Reinforcement learning with pattern-based
rewards. In: Computational Intelligence (CI), Calgary, Alberta, Canada, July
(2005) [to appear]

15. Luck, M., McBurney, P., Preist, Ch.: Agent Technology: Enabling Next Generation.
A Roadmap for Agent Based Computing. Agent Link (2003)

16. Road simulator Homepage at
http://logic.mimuw.edu.pl/∼bazan/simulator

17. RSES Homepage at http://logic.mimuw.edu.pl/∼rses
18. Dorigo, M., Birattari, M., Blum, C., Gambardella, L.M., Monada, F., Stutzle, T.

(Eds.): Ant Colony Optimization and Swarm Intelligence. Lecture Notes in Com-
puter Science 3172, Springer-Verlag, Berlin (2004)

19. Sutton, R.S., Barto, A.G.: Reinforcement Learning: An Introduction. Cambridge,
MA: The MIT Press (1998)

20. Urmson, C., et al.: High speed navigation of unrehearsed terrain: Red team technol-
ogy for Grand Challenge 2004. Report CMU-RI-TR-04-37, The Robotics Institute,
Carnegie Mellon University (2004)

21. Zadeh, L.A.: A new direction in AI: Toward a computational theory of perceptions.
AI Magazine, 22(1) (2001) 73–84



Selecting Attributes for Soft-Computing
Analysis in Hybrid Intelligent Systems

Puntip Pattaraintakorn1,2, Nick Cercone1, and Kanlaya Naruedomkul2

1 Faculty of Computer Science, Dalhousie University, Halifax, NS, Canada
{puntip, nick}@cs.dal.ca

2 Department of Mathematics, Faculty of Science, Mahidol University, Thailand
scknr@mahidol.ac.th

Abstract. Use of medical survival data challenges researchers because
of the size of data sets and vagaries of their structures. Such data de-
mands powerful analytical models for survival analysis, where the pre-
diction of the probability of an event is of interest. We propose a hybrid
rough sets intelligent system architecture for survival analysis (HYRIS).
Given the survival data set, our system is able to identify the covariate
levels of particular attributes according to the Kaplan-Meier method.
We use ‘concerned’ and ‘probe’ attributes to investigate the risk factor
in the survival analysis domain. Rough sets theory generates the probe
reducts used to select informative attributes to analyze survival models.
Prediction survival models are constructed with respect to reducts/probe
reducts. To demonstrate the utility of our methods, we investigate a par-
ticular problem using various data sets: geriatric data, melanoma data,
pneumonia data and primary biliary cirrhosis data. Our experimental
results analyze data of risk factors and induce symbolic rules which yield
insight into hidden relationships, efficiently and effectively.

1 Introduction

Among prognostic modeling techniques that induce models from medical data,
survival analysis warrants special treatment in the type of data required and its
modeling. Data required for medical analysis includes demographic, symptoms,
laboratory tests and treatment information. Special features for survival data
are the events of interest, censoring, follow-up time and survival time specific
for each type of disease that we will discuss. For modeling, we employ data
mining to derive prediction models. While there exist techniques for process-
ing synthetic survival data, innovative approaches that consider survival data
challenges researchers. We propose a novel analysis to tackle such complexities.

Much recent research into hybrid systems tends to hybridize diverse methods
which complement each other to overcome underlying individual disadvantages.
From our point of view, it is difficult to gain insight into survival data. Fur-
thermore, the presence of noisy, errorful and irrelevant data reveals the need for
flexible and relaxed methods. Soft computing methodology can work synergisti-
cally with other data mining methods to provide flexible information processing
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in real situations. Medsker [1] stated that soft computing differs from traditional
computing in that it is tolerant of imprecision, uncertainty and partial truth.
Studies have shown that soft-computing in medical is sometimes more appro-
priate than conventional techniques [1]. Our approach to survival analysis with
attribute selection is in the initial stages. We are encouraged by our experi-
ences with PAS (Fig. 1) [2] to examine attribute selection using soft-computing
methods for survival analysis.

Partial Attribute 

Selection (PAS)

Analyze Domain 

Knowledge

Probe Attribute

Selection

Attribute

Reduction

Optimization

Data

Core, dispensable, attributes and reducts/probe reducts

Fig. 1. Four components of PAS module [2]

We introduce in Sect. 2 preliminaries and notation of some statistics and
rough sets theory for survival analysis. In Sect. 3 we propose a hybrid rough sets
intelligent system for survival analysis architecture (HYRIS). We demonstrate
the applicability of HYRIS on several data sets described in Sect. 4. Section 5
contains experimental results. Data evaluation is presented in Sect. 6. In Sect. 7
we add some general remarks of what next steps will be taken.

2 Preliminaries and Notation

2.1 Survival Analysis

Survival analysis describes time-to-event analysis. For example, consider the
question “Is diabetes a significant risk factor for geriatric patients?” Statistics
yield useful survival analysis data and theoretical tests to provide solutions. We
accomplish this analysis by computing the probability the event will occur within
a specific time and include a comparison among several risk factors. Frequently,
however, the prediction of whether the event will eventually occur or not is
of primary importance. It often happens that the study does not span enough
time in order to observe the event for all patients. Thus solutions difficult using
traditional statistical models such as multiple linear regressions.

Two extra factors we consider for survival analysis include: (i) survival time,
commonly misleading, we mean the time patients are admitted to the study
until the time to death as well as the time to particular events (e.g., recurrence
of disease or time until metastatis to another organ); (ii) if any patient leaves the
study for any reason, use of a censor variable is required, indicating the period of
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observation was cut off before the event of interest occurred. To properly address
censoring, modeling techniques must take into account that for these patients
the event does not occur during the follow-up period.

2.2 Kaplan-Meier Survival Analysis

In any data analysis it is always wise to perform univariate analysis before
proceeding to multivariate analysis and the construction of models. In survival
analysis it is highly recommended to look at Kaplan-Meier curves [3]. Kaplan-
Meier curves provide insight into the survival function for each group. The pro-
portion of the population of such patients who would survive a given length of
time under the same circumstances is given by the Kaplan-Meier method or the
product limit (PL) as shown in equation (1). S is based on the probability that
each patient survives at the end of a time interval, on the condition that the
patient was present at the start of the time interval. In other words, it is the
product of these conditional probabilities.

Ŝ(t) =
∏
ti≤t

(
1− di

ni

)
(1)

where ti is the period of study at point i, di is number of events up to point i
and ni is number of patients at risk just prior to ti.

The method produces a table and a graph, referred to as the life time ta-
ble and survival curve respectively. There are initial assumptions to make use
of Kaplan-Meier method that appear in [3]. While the Kaplan-Meier method
focused on a single attribute, the Cox proportional hazard model is used for
multiple attributes. This model assumes a relationship between the dependent
and explanatory variables and uses fine-tuned tests (cf. [4]). We handle multiple
attributes with system hybridization using rough sets theory (Sect. 2.5).

2.3 Hazard Function

The hazard function is the probability that each patient will experience an event
within a small time interval, given that the patient has survived up to the be-
ginning of the interval. In general we are interested in the cumulative hazard
function that is the risk of dying at time t, it is estimated by the method of
Peterson [5] as:

Ĥ(t) = − ln(Ŝ(t)) (2)

2.4 Log-Rank Test

We also consider the log-rank [6], Brewslow [7] and Tarone-Ware tests [8] which
explore whether or not to include the attribute in the prediction survival model
constructions. Under the example hypotheses:

H0: No significant difference in survival times between diabetes groups.
H1: Significant difference in survival times between diabetes groups.
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The three statistical tests differ in how they weight the examples. The log-rank
test weights all examples equally, the Breslow test weights earlier periods more
heavily and the Tarone-Ware test weights earlier examples less heavily than the
Breslow test.

2.5 Rough Sets

Rough sets theory is the last and most important technique to turn our proposed
system into a hybrid system. The purely statistical measurement gives reasonable
evidence to support the hypothesis. When considering noisy real-world data,
however, purely statistical measures can be less meaningful. The primary purpose
of our study is to simultaneously explore the effects of several attributes on
survival by using a hybrid rough sets approach. The initial study applying rough
sets theory to survival analysis is [9]. They illustrated rough sets contribution to
a medical expert system. Current research can be found in [10]-[11].

The rough sets principle can perform attribute selection of decision concepts
that remains the same over all information. The terms probe, core and dispens-
able attribute, reducts and probe reducts are introduced in [2].

3 Methodology

Survival data can be analyzed using several methods and results are affected
by both the analysis algorithm and the problem studied. From the architecture
presented in [2], we expand the PAS. We develop and add a component to PAS
to analyze domain knowledge for survival analysis (Fig. 1). Our method incorpo-
rates ad-hoc survival analysis to the previous state. The objective is to produce
a hybrid rough sets intelligent system architecture for survival analysis (HYRIS)
as depicted in Fig. 2.

Probe Attribute
Selection

Statistical
Analyzer

Attribute
Reduction

Probe reducts/
reducts

Data
set

Probe
attribute

Core, dispensable attribute 
and reducts

Fig. 2. A proposed hybrid rough sets intelligent system for survival analysis (HYRIS)

HYRIS is a three-module system, providing essential attributes according
to the statistical functions and rough sets theory. Since, only a portion of data
in the data set is relevant to a specific survival domain and survival time tar-
get concepts, an ad-hoc statistical analyzer can prune the concept space and
reduce complexity. A desirable attribute selection method selects and mines
the data set subject to survival domain specific objectives. Given our survival
data sets, HYRIS can generate applicable and useful reducts/probe reducts as
follows:
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1. Preprocess survival data sets into a usable format for entry to the Statistical
Analyzer module.

2. The censor and survival time attributes are used primarily in Statistical
Analyzer. The Kaplan-Meier method analyzes entire survival data and gen-
erates statistical summaries (e.g., life time table, survival function, mean
survival, median survival, quartiles etc.). A particular risk factor is included
in Kaplan-Meier method to determine the survival and hazard curves with
respect to the survival time attribute. Significance levels are tested by three
prominent techniques. Overall outcomes are then considered, the probe at-
tribute is identified for each survival data and sent to the next module.

3. It is important to reduce the number of attributes. Rough sets theory extracts
core attributes, dispensable attributes and reducts. In cases that survival
data have no core attributes or use all attributes as core, the probe attribute
from Statistical Analyzer is used to guide generation of probe reducts.

4. If Attribute Reduction returns the most distinguished selected attributes to
predict survival time, Probe Attribute Selection sets the reducts for final
results. Otherwise, the probe attribute from Statistical Analyzer is added to
produce most informative probe reducts.

4 Descriptions of Data Sets for Experiments

Our system was applied to several data sets - both benchmark and actual data
sets (Table 1). We will explain in detail the geriatric data from Dalhousie Medical
School (DalMedix). As a real-world case study, the geriatric data set contains
8546 patient records with status (dead or alive) as the censor attribute and the
time lived (in months) or survival time as the target function. Due to incom-
plete data, we imputed the time lived in months to formulate the censor variable.
For our study, all patients with status death we randomly assigned time lived
in months. Since data inconsistency is an issue in rough sets and affects dis-
cernibility [11], we performed a data cleaning step to obtain consistent data.
Subsequently, the data were discretized for the Statistical Analyzer. All data
is discretized based on percentile groups, with each group containing approxi-
mately the same number of patients (equal density). For the geriatric data, we
assigned a specification of 4 groups for survival time. Group 1 describes 1908
patients with survival time 7-17 months, 2411 patients with 18-22 months, 2051
patients with 23-48 months and 2176 patients with 49-73 months respectively.

It is commonly known that finding all reducts is NP-Hard [10], hence we focus
on a reasonably fast and effective method to produce reducts. We found core
attributes and dispensable attributes by using CDispro. The CDispro algorithm
presented in [2] provides acceptable accuracy and achieves high dimensionality
reduction as shown in Table 2. It shows the high number of condition attributes
are reduced: 43 condition attributes are reduced to 17 attributes for the geriatric
data set and 7 condition attributes to 3 for the melanoma data set. The CDispro
algorithm produces dispensable attributes as depicted in the last column. The
dispensable attributes do not contain any necessary information. The absence
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of these attributes is not changed by the original dependency relationship and
predictive ability. Normally, in the medical domain, the adoption of dispensable
attributes can minimize the expensive series of laboratory tests and medical
examinations or drop high risk treatments.

Table 1. Experimental data sets

Data sets Condition
attributes

Examples Attribute names Descriptions of data sets

geriatric 43 8546 hbp,...,diabetes (described in text)
melanoma*
[12]

7 30 age, ini2, . . . ,
ini4a, trt,

The survival time attribute is the
time until a return to drug use
and the censor attribute indicates
the returning to drug use

pneumonia
[13]

13 3470 agemom, alco-
hol, . . . , birth,
hos

The data contain cases from
a study conducted between
1970-1985 on the University of
Chicago’s Billing Hospital breast
cancer surgery patients

pbc**
[14]

17 424 hepato, edema,
bilir, . . . , choles,
albumin, urine,
alkal, sgot

Mayo Clinic trial in pbc of the
liver conducted between 1974-
1984. All patients referred to
Mayo Clinic during that interval,
met eligibility criteria for the ran-
domized placebo controlled trial
of the drug D-penicillamine

* exclude 2 attributes.
** exclude the additional 112 cases who did not participate in the clinical trial.

Table 2. Core attributes and dispensable attributes experimental results from CDispro

Data sets CDispro core attributes Dispensable

geriatric edulevel eyesi hear shower phoneuse shopping meal housew
money health trouble livealo cough tired sneeze hbp heart
stroke arthriti eyetroub dental chest stomac kidney bladder
bowels diabetes feet nerves skin fracture age6 sex

eartroub,
walk

melanoma age, sex, trt none
pneumonia all none
pbc none none

5 Experimental Results

To determine the Kaplan-Meier estimate of the survivor function, we took geri-
atric data on the 8546 patients and formed a series of time intervals. Each of
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these intervals is constructed such that one observed death is contained in the
interval. Status = 0 indicates that the example has been censored and status =
1 indicates death. For example, the calculation of Kaplan-Meier estimate of the
survivor function is provided:

Time Status Cumulative Standard Cumulative # at risk
(months) survival error event

1 1 1 8545
1 1 .9998 .0002 2 8544

...
2 1 5 8523
2 1 .9993 .0003 6 8522

...
71 1 6685 2
71 1 .0010 .0010 6686 1
73 0 6686 0

The total number of examples is 8546, of those 1860 were censored (21.76%)
leaving 6686 events (78.23%). The next results present the mean and median
survival time and the respective confidence intervals. Most survival data is highly
skewed, thus the median is commonly used. The median survival time is the time
at which half the patients have reached the event of interest.

Survival time Standard error 95 % CI
Mean: 29 0 (29,29)
Median: 22 0 (22,22)

From these values we can conclude that the median survival time of patients
from the geriatric data is 22 months: out of 100 patients, 50 would be dead 22
months after being admitted to our study. The estimations of quartiles are listed.

Percentiles 25 50 75
Value 29.00 22.00 19.00
Standard error 00.73 00.08 00.08

We generate the Kaplan-Meier curves by calculating the Kaplan-Meier estimate
of the survivor function. A plot of this curve is a step function, in which the
estimated survival probabilities are constant between adjacent death times and
only decrease at each death. In Fig. 3(a), no risk factor is included, it displays one
Kaplan-Meier survival curve in which all data are considered to belong to one
group. In Fig. 3(b) depicts the hazard function of geriatric data. The important
aspect of the survival function is to understand how it influences survival time.

After considering all data belonging to one group, we examine the effect of
all suspect attributes on survival time. All condition attributes are considered
to be risk factors and are included in the Kaplan-Meier method, which is used
to separate the data into several subgroups. Next, Figs. 3(c) and (d) depict the
analysis of diabetes and Parkinson’s respectively. In Fig. 3(c) we consider two
possible types of diabetes {0,1} and the same for Fig. 3(d). One can see that
two curves from these groups of patients reveal different survival characteristics.
We notice a slight difference between the two groups of diabetes patients and
wider differences between two groups of Parkinson’s. The patients who do not
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have diabetes and Parkinson’s seem to provide better results. In other words,
patients in groups that experience diabetes or Parkinson’s had a higher risk
of death than did other patients. However, the type without Parkinson’s seem
to have few censor cases left as time goes by. Initially, at time equal to zero
cumulative survival is 1. In both figures, the first 15 months after admission to
our study reveals very little chance of dying and two groups are visually close
together. During the 15-25 month period, the hazard is clearly increased. When
the curves have very good shapes, the patients start to have less risk of dying in
the following 3 years. After 5 years almost all patients are dead.

(a) Survival function (b) Hazard function

(c) Survival function with diabetes factor (d) Survival function with Parkinson factor

Fig. 3. Survival and hazard functions of geriatric data

The interpretation of Kaplan-Meier curves is only one significant part and it
is not sufficient to design the most dangerous risk factor. The comparison of the
survival curves for two groups should be based on formal statistical tests, not
visual impressions. We decided to run the formal hypothesis tests to see if there
is any statistical evidence for two or more survival curves being different. This
can be achieved using sensitive parametric methods if we have fitted a particular
distribution curve to the data. In practice, the log-rank tests are used because
they do not assume any particular distribution of the survivor function and are
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Table 3. Test results from geriatric data

Attributes Log-rank Breslow Tarone-Ware

livealone 0.4951 0.4707 0.4644
hbp 0.3502 0.1826 0.2032
Parkinson 0.0014 0.0097 0.0032
dental 0.9560 0.8999 0.9094
kidney 0.0054 0.0175 0.0088
bowels 0.0119 0.0714 0.0380
diabetes 0.0004 0.0162 0.0036
nerves 0.1107 0.2344 0.2007
skin 0.6897 0.8293 0.8117
fracture 0.0039 0.0187 0.0106

not bias to earlier period events. We then provide three statistical tests for the
equality of the survival function (df = 1). The example for risk factor diabetes:

Statistic Significance
Log Rank 12.77 .0004
Breslow 5.78 .0162
Tarone-Ware 8.46 .0036

The effects of all risk factors on the survival curves are compared. This allows
us to confirm which risk factor impacts survival time of patients significantly
and should be considered as a probe attribute. An example series of tests is
displayed in Table 3. We first consider all attributes to be potential candidate
probe attribute if they have a p-value of less than 0.2.

From these results we can detect that the difference between diabetes in
all test types is significant. Some risk factors are not significant and we should
drop them from the study. Apparently, even some less significant factors from
our prior study (Table 2) reveal influences on survival time. Thus we will not
eliminate all less significant risk factors before considering overall information.
By considering the characteristics and shapes of survival curves we can choose
the probe attribute reasonably. The conclusion is therefore that diabetes has the
most impact on survival time. In other word, H1 is accepted.

In our final step, the Probe Attribute Selection module is performed to distil
traditional reducts or probe reducts (Table 4). HYRIS produces probe reducts
using probe attributes if it returns reducts that do not clarify pattern groups
of survival. For example, the pbc data set use the alkali attribute as probe
(according to the previous paradigm) for handling situation with no reducts.

6 Evaluation

All data sets are run using ELEM2 [15] for validation. The results illustrate a
reduced number of total rules while keeping desired predictive ability (Table 5).
We can describe particular tendencies. e.g., two exemplary prognostic rules:
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If (edlevel = 2) ^ (eyesi ≤ 0.25) ^ (hear > 0) ^ (meal = 0) ^ (housew=0) ^ (0<health≤0.25)
^ (trouble=0) ^ (livealo=0) ^ (hbp>0) ^ (heart=0) ^ (stomac=0) ^ (bladder=0) ^ (diabetes=0)

^(skin=0) ^(age6 ≤ 3) ^ (sex = 2) then (survival time = 19-22 months)
If (edlevel = 6) ^ (eyesi > 0.5) ^ (cough = 0) ^ (bladder = 0) ^(age6 > 4) ^ (sex = 1)

then (survival time = 49-73 months)

One interesting result of the geriatric data in Table 5 is that ELEM2 did
not generate rules for survival times 7 to 22 months with all attributes while
efficiently generating rules for all patient’s survival times using reducts.

Table 4. Performance outcomes

Outcome Geriatric Melanoma Pneumonia PBC Attributes
Total 800+*** 16 610 83 All
# of 1600 11 610 N/A Reducts
rules N/A 16 N/A 6 Probe reducts
Classifi- 90.5686% 100.0000% 99.9408% 100.0000% All
cation 83.7851% 70.0000% 99.9408% N/A Reducts
accuracy N/A 100.0000% N/A 27.7391% Probe reducts
Average 11.4675 3.0625 8.414754 5.1687 All
length of 12.1388 2.6364 8.4148 5.1687 Reducts
the rules N/A 3.0625 N/A 2.3333 Probe reducts
CPU 701.3 0.5 24.7 1.9 All
time 420.6 0.4 24.7 N/A Reducts
used(s) N/A 0.3 N/A 0.5 Probe reducts

*** ELEM2 can generate a maximum of 400 rules per decision value
and generate the rules belonging to a patient’s survival time
between 7-22 months only.

Table 5. Reducts and probe reducts from HYRIS

Data sets Reducts Probe reducts

geriatric edulevel eyesi hear shower phoneuse shopping
meal housew money health trouble livealo cough
tired sneeze hbp heart stroke arthriti eyetroub
dental chest stomac kidney bladder bowels dia-
betes feet nerves skin fracture age6 sex

N/A

melanoma age, sex, trt age, sex, trt, ini2, ini3a
pneumonia all N/A
pbc none alkali, drug

7 Concluding Remarks and Future Works

HYRIS continues the development begun in [2] for survival analysis. HYRIS
presents us with an ad-hoc tool to highlight specific survival domain knowledge.
HYRIS can analyze and extract probe reducts based on statistics calculations.
The performance of our approach demonstrates acceptable accuracy while re-
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ducing data dimensionality and complexity without sacrificing essential domain
knowledge, both for benchmark and actual data.

We plan to improve this initial step and perform further tests using a genomic
data set which is a central challenge in medical data analysis. Incorporating
clustering methods to complete the PAS hybridization module will continue the
development of the two remaining modules, PRS and IRQS (described in [2]).
Future work will also extend to the present analysis with multiple attributes.
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Abstract. A brain computer interface (BCI) makes it possible to mon-
itor conscious brain electrical activity, via electroencephalogram (EEG)
signals, and detecting characteristics of brain signal patterns, via digital
signal processing algorithms. Event Related Potentials (ERPs) are mea-
sures that reflect the responses of the brain to events in the external or
internal environment of the organism. P300 is the most important and
the most studied component of the ERP. In this paper, a new method
for P300 wave detection is introduced. It consists of two components:
feature extraction and classification. For feature extraction, Mexican hat
wavelet coefficients provide robust features when averaged over different
scales. Classification has been carried out using rough set based meth-
ods. The overall results show that P300 wave detection can be performed
using only five EEG channels. This in turn reduces the computational
time compared to the averaging method that uses more channels.

Keywords: Brain computer interface, classification, EEG signal, Mexi-
can hat wavelet, P300 wave detection, rough sets.

1 Introduction

Brain Computer Interface (BCI) technology provides a direct interface between
the brain and a computer for people with severe movement impairments. Con-
siderable research has been done on BCI (see, e.g., [3,5,6,8,10]). The goal of BCI
is to liberate these individuals and to enable them to perform many activities of
daily living thus improving their quality of life and allowing them more indepen-
dence to play a more productive role in society and to reduce social costs. A BCI
involves monitoring conscious brain electrical activity, via electroencephalogram
(EEG) signals, and detecting characteristics of brain signal patterns, via digital
signal processing algorithms, that the user generates in order to communicate
with the outside world. A particular challenge in BCI is to extract the relevant
signal from the huge number of electrical signals that the human brain produces
each second.
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Event related potentials (ERPs) are psychophysiological correlates of neu-
rocognitive functioning that reflect the responses of the brain to changes (events)
in the external or internal environment of the organism. ERPs have wide usage
for clinical-diagnostic and research purposes. In addition, they have also been
used in brain computer interfaces [4]. P300 is the most important and the most
studied component of the ERP [3].

In this paper, we report results from BCI data analysis and classification
using rough set methods [13]. Previous work in classifying swallowing sounds
with rough set methods have shown considerable promise [9]. The objective of
the study is multi-fold: i) to determine if averaging of Mexican hat wavelet
coefficients is a robust technique ii) to determine the channels that are ideal
for signal extraction for P300 wave detection iii) to establish a good classifier
to predict the correct characters recognized by a subject. The experiments were
conducted on the dataset provided by the BCI group at the Wadsworth Center,
Albany, NY. This dataset represents a complete record of P300 evoked potentials
recorded with BCI2000 using a paradigm described by Donchin et al., 2000.
The data analysis and classification on the extracted signal data was performed
using RSES [14]. Since the expected response to a particular character (and
subsequently the word) is already known, rough set based supervised learning
methods are ideal for predicting the correct character sequence.

We have used both standard supervised and a form of sequential character-
by-character classification for this data. More recently, layered or hierarchical
learning for complex concepts has been successfully applied to data from road-
traffic simulator [11] and classification of sunspot data [12]. In both these cases,
complex concepts are decomposed into simpler but related sub-concepts. Learn-
ing at a higher-level is affected by learning at a lower level where sub-concepts
are learned independently. Incremental learning is another form of learning [16]
where the structure of the decision table is changed (updated) incrementally as
new data is added to the table rather than regenerating the whole table. In other
words, learning occurs on a hierarchy of decision tables rather than a single ta-
ble. Our work differs from both of these methods since (i) the concept (word
recognition) is simple, and (ii) our table does not change over time. However,
in order to determine optimal features and channels, we had to separate data
for each character (row flashing and column flashing) and perform the classifi-
cation in a sequential manner. The results obtained are very encouraging since
two out of three words were classified with 100% accuracy. The contribution of
this study is a rough set framework for demonstrating that Mexican hat wavelet
coefficients provide robust features when averaged over different scales and P300
wave detection can be performed using only five EEG channels. This in turn
reduces the computational time compared to the averaging method that uses
more number of channels and speeds up the rate of communication.

This paper is organized as follows. An overview of BCI methodology is given
in Section 2. This section also includes a brief introduction to ERP, P300, Mex-
ican hat wavelets, signal features, and signal waveforms in 2.1, 2.2, 2.3, 2.4,
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and 2.5. Data analysis and classification results are reported in Section 3. Con-
cluding remarks are given in Section 4.

2 BCI Signal Analysis

This section introduces event-related activity (ERP) of the brain, and the P300
component of the ERP.

2.1 Event-Related Activity

Fig. 1 depicts one channel of ongoing EEG activity, with stimuli presented every
second.

Fig. 1. Ongoing BCI Channel Activity

As shown in this figure, there is little visible change in the ongoing EEG as
a result of seeing the stimuli. This is because the ongoing EEG is composed of
signals from numerous sources, and the signal related to the stimulus is buried
within. If, however, one averages together many trials of the one-second of ac-
tivity surrounding the stimulus, event-related activity (ERP) emerges as shown
in the Visual Event-related Potential in Fig. 2.

Note that whereas the ongoing EEG activity is in the range of 50 microvolts,
the ERP is much smaller. Note also that the time axis covers about one second.
The ”peaks” and ”valleys” in the ERP are termed components, with positive de-
flections (downward in this picture) labelled with ”P” and negative deflections
(upward in this picture) labelled with ”N”. The N400, for example, is the neg-
ative deflection near 400 milliseconds after stimulus onset. The P300 (or P3)
component is the third major positive deflection. Each component can provide
a different indication of how the stimulus is processed. ERPs are measures to
reflect the responses of the brain to events in the external or internal environ-
ment of the organism. Although they are not easy to be detected, they have wide
usage for clinical-diagnostic and research purposes.

2.2 P300

P300 is the most important and the most studied component of the ERP [3]. It
is a significant positive peak that occurs 300ms after an infrequent or significant
stimulus. The actual origin of the P300 is still unclear. It is suggested that it is
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Fig. 2. Visual Event-Related Potential

related to the end of cognitive processing, to memory updating after information
evaluation or to information transfer to consciousness [3,8].

One of the fundamental methods of detecting the P300 wave has been the
EEG signal averaging. By averaging, the background EEG activity cancels as it
behaves like random noise, while the P300 wave averages to a certain distinct
visible pattern. There are limitations to the averaging technique and applications
for which it is not suitable. Although P300 wave is defined as a peak at 300
ms after a stimulus, it really occurs within 300 to 400 ms [1]. This latency
and also amplitude of the P300 waves change from trial to trial. Therefore, the
averaging technique is not an accurate method for the P300 wave detection and
there is a need for developing a technique based on advanced signal processing
methods for this purpose. A method for P300 wave detection based on averaging
of Mexican hat wavelet coefficients was introduced in [6]. However, the efficacy
of the technique was tested using a very simple classification method. A peak of
the averaged coefficients was found between 200 and 550 ms. If this peak was
located between 300 and 400 ms, it was considered as target stimulus. Otherwise
the stimulus was considered as a non-target.

A method for P300 wave detection based on averaging of Mexican hat wavelet
coefficients is introduced.

2.3 The Mexican Hat Wavelet

Wavelet coefficients of a signal x(t) at time point p are defined in Eq. 1.

c(s, p) =

∞∫
−∞

x(t)ψ(s, p, t)dt (1)

where s is a scale number, t is a time point, and ϕ(s, p, t) is an analyzing wavelet.
The analyzing wavelet used is the Mexican hat is defined in Eq. 2.

ψ(s, p, t) =
2√
3
π− 1

4 (1 − α2)e−
1
2 α2

(2)

where α = t−p
s .
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2.4 Signal Features and Feature Extraction

For each run, the EEG signal is stored in one big matrix (total # samples x
64 channels). One of the challenges of feature extraction is to determine which
of the 64 channels (scalp positions) contain useful information. In this study,
signal data from channel numbers 9, 11, 13, 34, 51 have been used. Consider the
averaged coefficient curve shown in Fig. 3.

Fig. 3. Average Mexican Hat Wavelet Coefficient

Fig. 4. 3D View of Average Mexican Hat Wavelet Coefficient

Assume that the maximum of this curve has the amplitude of A0 and it happens
at time t0. Now if we find the two local minimums one just after A0 and another
just before A0 with amplitudes B1 and B2 respectively, then we can define
two heuristic features averaged over scales from 30 to 100 (shown in Fig. 4):
Amplitude of the peak and time difference (see Eq. 3).

Amplitude of the peak = (A0− B1) + (A0− B2)
Time difference = |t0− 300msec| /300msec (3)
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(a)

(b)

Fig. 5. (a) User Display for Spelling Paradigm, (b) Focus on a Character

Note, that to detect P300 wave, amplitude of the peak feature should have
“large” value and time difference feature should be as “small” as possible (zero
is considered ideal). The two features are calculated using Mexican hat wavelet
from the five channels mentioned earlier.

2.5 Signal Waveform Data Characteristics

The data set provided by the BCI group at the Wadsworth Center, Albany,
NY has been used in this article. EEG was recorded from 64 scalp positions
(for details, see [4]). This dataset represents a complete record of P300 evoked
potentials recorded with BCI2000 using a paradigm described by Donchin et
al. [5], and originally by Farwell and Donchin [7]. The signals were digitized at
240Hz and collected from one subject in three sessions. Each session consisted
of a number of runs. In each run, the subject focused attention on a series of
characters, e.g., the word ”SEND” as shown in Fig. 5(a).

When a subject focuses on one character, the matrix is displayed for a 2.5sec
period, and during this time each character has the same intensity (i.e., the ma-
trix was blank). Subsequently, each row and column in the matrix was randomly
intensified for 100msec. Row/column intensifications were block randomized in
blocks of 12. Sets of 12 intensifications were repeated 15 times for each character.
Each sequence of 15 sets of intensifications was followed by a 2.5 s period, and
during this time the matrix was blank. This period informed the user that this
character was completed and to focus on the next character in the word that was
displayed on the top of the screen (the current character was shown in parenthe-
ses). In other words, for each character, 180 entries of feature values are stored:
90 for row intensification and 90 for column intensification. For example, A is
recognized only when row 7 and column 1 features indicate a P300 component
(see Fig. 5(b)).

For each intensification/trial, events are coded using the following variables:
(i) F lashing: 1 when row/col was intensified, 0 otherwise, (ii) PhaseInSequence:
1 during PreSetInterval (i.e., for each character, when matrix is blank (i.e., be-
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fore row/column intensifications started)) 2 while row/columns are intensified 3
duringPostSetInterval (i.e., for each character, when matrix is blank (i.e., after
row/column intensifications start). This variable can be used to determine which
character was on the screen, i.e., whenever this value switches from 3 to 1, there
is a new character on the screen, (iii) StimulusCode: 0 when no row/column is
being intensified (i.e., matrix is blank) 1Ě6 for intensified columns (1 Ě left-most
column) 7Ě12 for intensified rows (7 Ě upper-most row), (iv) StimulusT ype:
0 when no row/column is being intensified or intensified row/column does not
contain desired character 1 when intensified row/character does contain the de-
sired character. This variable can be used to separate the responses that did
contain the desired character from the ones that did not. The signal waveforms
associated with the intensification of a particular row/column were extracted
using the following steps:

• Find all signal samples that hold the period after one intensification.
• Determine the StimulusCode for this period.
• Accumulate associate signal samples in separate buffers, one for each

stimulus.

3 BCI Data Analysis and Classification

The objective of BCI data analysis and classification is two fold: to determine a
good feature extraction method and which channels are ideal for signal extraction
for P300 wave detection and to find a good classifier to predict the correct
characters recognized by a subject. These two objectives are intertwined, since
the classifier is in essence an indicator of the effectiveness of the feature extraction
method. In this paper, five features (attributes) have been used: Stimulus code
(character to be recognized), amplitude of the peak, time difference, ratio of
amplitude to time difference and Stimulus Type (decision). The experiments
were conducted using RSES [14] on 3 sets of words in uppercase: CAT, DOG and
FISH. Each character is stored in a table with 90 entries for row intensification
and 90 entries for column intensification. For example, the word CAT has a table
with 540 entries. Discretization was used since three of the feature values are
continuous. In all but one case, genetic algorithms (GA) method was used in rule
derivation[15]. The experiments were conducting using 10-fold cross-validation
technique. The definitions for accuracy and coverage are from RSES. The results
using character -by-character learning and standard learning (the entire run of
all row and column entries) for words DOG, FISH, CAT are shown in Tables 1,
21 and 3, respectively.

The first experiment involved feature extraction and classification with the
word “CAT”. One of the lessons learned was that averaging feature values over
5 channels gave a better classification result rather than separate values from
each channel. Another observation was the very poor accuracy and coverage re-
sults obtained with the standard approach (all runs for the entire word “CAT”).
1 H col. in Table 2 uses the decomposition tree method in RSES [14].
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Table 1. Word “DOG” Classification

Character-By-Character Approach

Character Training Set Size Testing Set size Accuracy Coverage

D row 72 18 100 100
D col 72 18 100 100
O row 72 18 100 100
O col 72 18 100 100
G row 72 18 100 100
G col 72 18 100 100

Standard Approach

“DOG′′ 432 108 100 100

Table 2. Word “FISH” Classification

Character-By-Character Approach

Character Training Set Size Testing Set size Accuracy Coverage

F row 72 18 100 100
F col 72 18 100 100
I row 72 18 100 100
I col 72 18 100 100
S row 72 18 100 100
S col 72 18 100 100

H row 72 18 100 100
H col 72 18 100 100

Standard Approach

“F ISH ′′ 476 144 100 100

Table 3. Word “CAT” Classification

Character-By-Character Approach

Character Training Set Size Testing Set size Accuracy Coverage

C row 72 18 100 100
C col 72 18 100 100
A row 72 18 100 100
A col 72 18 100 100
T row 72 18 100 100
T col 72 18 50 50

Standard Approach

“CAT ′′ 432 108 79 87
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Based on these observations, we had to adopt a character-by-character classi-
fication approach that isolated row and column data for each character. The
character-by-character classification approach led to the conclusion that char-
acter T feature values were very poor. We also tried to include other features
such as ratio of amplitude of peak to time difference to see if the classification
results would improve. Based on the data analysis for “CAT”, we used aver-
age feature values and character-by-character and standard approaches for the
two additional words “DOG” and “FISH”. These experiments reveal that P300
component was recognized perfectly for both words.

4 Conclusion

This paper introduces a new approach to P300 wave detection combined with an
application of rough set methods used to classify P300 signals. For feature extrac-
tion, Mexican hat wavelet coefficients provide features when averaged over dif-
ferent scales. Signal classification was done using RSES [14]. Rough set methods
provide a framework for verifying that Mexican Hat wavelets correctly identify
BCI signals extracted from 5 channels. This approach reduces the computational
time compared with the commonly used averaging method, which requires more
channels for signal extraction.
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Abstract. Recently, the author presented a Paradigm that can serve
as a general framework for the development of Intelligent and Sapient
(Wise) Systems. Here, under the proposed Paradigm, some performance
criteria for the proper design and operation of Intelligent and Sapient
(Wise) Systems are developed. These criteria are based on properly con-
sidering some characterizing matrices having a significant role on the
performance of Intelligent and Sapient (Wise) Systems.

1 Introduction

In recent works, [3], [5], [6], the author has presented a Paradigm that can con-
tribute with some essential aspects to establish a baseline for the development
of Computational Sapience (Wisdom) as a new discipline [6]. It is demonstrated
in [3], [5], [6], that, under the proposed Paradigm, the development of Com-
putational Sapience (Wisdom) methodologies can be accomplished as a natural
extension of some non-conventional (AI, Soft Computing, and Computational In-
telligence) approaches. Furthermore, it is also demonstrated in [3], [5], [6], that
the Paradigm serves as a general framework for the development of Intelligent/
Sapient (Wise) Systems and MetaBots, [5], [7].

In [3], also some learning, adaptation, and cognition aspects are considered.
These aspects have lead the author to postulate a ”formal” concept of Computa-
tional Sapience (Wisdom), [3], [5], [6]. In particular, some learning, adaptation,
and knowledge (essential for cognition [11]) principles are properly addressed.
However, also the concepts of “stability”, “discerning”, and “inference”, (as a
condition for judgment) are considered, [3]. Furthermore, it is also postulated
in [3], that under the proposed Paradigm, inferential capabilities and the ability
to determine direct and inverse relationships can contribute to built up knowl-
edge with capacity for cognition and sound judgment; and leading to Artificial /
Computational Sapience (Wisdom).

In [3], [5], [6], [7], some theoretical results for the proposed Paradigm are
presented by the author. In these works also some necessary conditions for the
implementation of general (Adaptive) Inference Systems under the proposed
Paradigm are established. It is demonstrated, [3], [5], [6], [7], that the proposed
Paradigm permits to develop simple but efficient Learning strategies for some
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Classes of (Adaptive) Inference Systems: for the case in which there is knowledge
of a system input/output system relationship; and also when there is partial, or
no knowledge of this relationship, [3], [5], [6], [7]. Furthermore, it is also shown
that these Classes can effectively used to approximate the corresponding inverse
functions characterizing this relationship, [6], [7].

Since the Proposed Paradigm enables the ability to estimate (via Adaptive
Inference Systems) direct and inverse relationships; it can contribute to the con-
struction of knowledge and the capacity for delivering sound judgment. Conse-
quently, the Paradigm can lead to cognition [11], and Sapience (Wisdom), [3].

In this article, under the proposed Paradigm, some performance criteria are
established for the proper design & operation of Intelligent and Sapient (Wise)
Systems. These criteria are based on properly considering some characterizing
matrices having a significant role on the performance of Intelligent and Sapient
(Wise) Systems. In particular, it is shown that from these characterizing matri-
ces it is possible to establish: (a) an upper bound on a homogenized condition
number; (b) a generalization of an isotropy condition; and (c) a proper bound
on its rate of change. These criteria can be easily used for proper system design
analysis/optimization and to determine the best regions for system operation.

2 Sapient (Wise) Systems Paradigm

It is important to mention that the proposed Paradigm formulation is based
on the development of an inverse effect-causal time-variant relationship, [3], [5],
[6], [7]. For a given system, at any instant of time, a set of input variables in
the Plant (causal state) space establishes a unique set of output variables in
the task/performance (effect state) space. At any instant of time, denote the
Plant variables by ψi ≡ ψi(t); i = 1, 2, · · · , n. Also, define the task/performance
variables describing system tasks by a vector of m variables yj ≡ yj(t); j =
1, 2, · · · ,m. Also, let tε[to, tf ] where to and tf are the initial and final time of the
task interval; and let !m and !n be the m-dimensional and the n-dimensional
Euclidean spaces respectively. Assume that y ≡ y(t) = [y1, y2, · · · , ym]T ε!m and
ψ ≡ ψ(t) = [ψ1,ψ2, · · · ,ψ1n]T ε!n are related by [9]:

y(t) = F(ψ(t)). (1)

In many applications it is more convenient to set the task variables (effect state)
to follow a desired state transition, and try to calculate the corresponding Plant
variables (causal state). This implies establishing an inverse relationship from
Eq.(1). In general, this relation is nonlinear; hence an analytical inverse rela-
tionship cannot be easily obtained. Under a local approach the problem can be
treated at the inverse functional and rate of change level. That is, the problem
can be addressed in the following indirect fashion. By differentiating Eq.(1) with
respect to time, the next equation is obtained:

ẏ(t) = J(ψ(t))ψ̇(t) (2)
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where ẏ ≡ ẏ(t) = dy(t)/dt, ψ̇ ≡ ψ̇(t) = ψ(t)/dt, and

J(ψ) ≡ J(ψ(t)) =
∂

∂ψ
F(ψ(t)), (3)

is the (m× n) Jacobian Plant matrix.
From the Eq.(2), a ψ(t) plan can be computed in terms of a prescribed state

transition y(t). As shown in [9], a solution in an inexact context is given by:

ψ̇ = J+
wzδ(ψ)ẏ + [I − J+

wzδ(ψ)J(ψ)]ν; (4)

where δ > 0, and ν is an arbitrary vector; and the weighted-augmented pseu-
doinverse J+

wzδ(ψ) is given by:

J+
wzδ(ψ) = W−1JT (ψ)[J(ψ)W−1JT (ψ) + δZ−1]−1 (5)

= [JT (ψ)ZJ(ψ) + δW ]−1JT (ψ)Z; (6)

where, the positive definite symmetric matrices W , Z, act as metrics to allow
invariance to frame reference and scaling (homogenize dimensions). Notice that
for δ = 0 in Eq.(5), the Eq.(4) reduces to the exact solution. Also let

Jwz ≡ Z1/2J(ψ)W−1/2. (7)

Also, as shown in Fig. 1, notice that the procedure to approximate a solution
can be represented by considering as inputs to the system the Task variables,
a ”feedforward block” consisting of the computation of an approximated solu-
tion (via the augmented-weighted pseudoinverse), and an (top) ”external block”
containing the Jacobian matrix.

The process for approximating the Jacobian matrix, the null space vector ν
(direct functions), and the augmented-weighted pseudoinverse matrix (inverse
function) can be performed sequentially, and/or concurrently. Furthermore, it is
this approximating process of both the direct and inverse functions that charac-
terize a Sapient (Wise) system [3], [5].
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Fig. 1. Conventional Inverse Function Approximation
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In [2], [3], [5], some theoretical results are presented establishing proper
bounds on the norm of the difference between exact and inexact solutions (for
the cases where the Jacobian matrix is entirerly known, partially known, or
unknown). From the Eq.(4), it can be easily observed that the solutions de-
pend heavily on the computation (approximation) of the pseudoinverse matri-
ces. This computation can be performed in a conventional (numerical) manner;
or as postulated in [3], it can also be approximated, as shown in Fig. 2, via
non-conventional techniques (N-C.T.) such as (but not limited to) ANNs, and
Adaptive Inference Systems (FIS, AFIS, CANFIS, [1]).

The theoretical results presented in [2], [3], [5], constitute the foundation of
the Proposed Paradigm. In particular, the results indicate that as long as the
inverse (augmented-weighted pseudoinverse matrix) function approximation is
done as above, it is possible to establish finite bounds on the error on the Task
variables. Furthermore, notice that the approximations for both direct (Jaco-
bian matrix, null space vector) and inverse (augmented-weighted pseudoinverse)
relationships are properly considered. These approximations can be realized (se-
quentially and/or concurrently) utilizing conventional (numerical) techniques,
and/or via non-conventional methodologies [3], [5], [6].

v

 d

dy
.

.

J

+

-+ ψ
.

+
N-C.T.

J

-y

Fig. 2. Non-conventional Inverse Function Approximation

It is important to point out once more that the (sequential, and/or concur-
rent) realization of the (direct and inverse) approximations constitutes a char-
acteristic of Sapient (Wise) Systems. It is also important to notice that the use
of non-conventional techniques (N-C.T.) such as ANNs and Adaptive Inference
Systems has the additional feature that they allow to incorporate adaptation,
learning, and inference aspects. Consequently, the Paradigm implementation via
the N-C.T. techniques, in fact constitutes a stepping stone towards the real-
ization of Sapient (Wise) systems. In Fig.2 an N-C.T. appears explicitly in the
feedforward loop to indicate that it is mainly applied to the approximation of the
(augmented-weighted) pseudoinverse matrix. However, also as easily an N-C.T.
can be utilized in the top feedback loop, for the computation of the Jacobian
matrix J and (to incorporate global characteristics [3], [5], [6]) the vector ν.
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An example of a Sapient (Wise) System approach is the novel procedure
for global optimization of non-linear functions using Artificial Neural Networks
developed by the author [4]. The procedure has shown effective, for highly non-
linear functions with many local minima, such as the peaks function and the
Griewank function, [4]. As shown in the figure, the technique is capable to obtain
the global minimum for the peaks function, [4]. In this procedure, both the
Jacobian matrix approximation as well as the inverse function approximation
are done using ANNs. Furthermore, the proposed technique is shown to compare
favorably with genetic algorithms and simulated annealing techniques [4].
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Fig. 3. Global Minimum of the peaks function

3 Performance Criteria

From the Eq.(4), it can also be easily observed that the solutions to generate
plans depend heavily on the norm of the pseudoinverse matrices expressions,
which in turm depends on the rank preservation of Jwz. Furthermore, as pointed
out in [9], the condition number of a matrix it is also an appropriate criterion
for measuring system performance.

As discussed in [9], it is relatively easy to define a matrix norm and a homoge-
nized condition number on the Plant Space. This homogenized condition number
can be utilized to measure task/performance invariant to frame reference selec-
tion and/or scaling; and also to deal with non-homogeneous Plant dimensions.
As shown in the next development it can also serve for optimal Plant design.

First, recall that the (m × n) matrix Jwz(ψ(t)) is the weighted Jacobian
matrix at any tε[to, tf ] given by Eq.(7). Now, notice that it is relatively easy to
show that

‖J‖s ≡ ‖Jwz‖2 ≡ ‖Z1/2J(ψ)W−1/2‖2, (8)
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where ‖ . ‖s represent a homogenized norm [5]. Then, the next proposition easily
follows [9].

Proposition 1. Let σ̃1 ≡ σ1{Jwz}, and σ̃m ≡ σm{Jwz}, be the largest and
smallest singular values of the matrix [Jwz] respectively. Then, a homogenized
condition number can be given by:

κs ≡ ‖J‖s‖J+‖s = σ̃1/σ̃m. (9)

Notice that in general it is quite difficult to express explicitly the condition
number; then, its direct use for systems design is limited. Still, it can be used
for design analysis/optimization by considering the Eq.(9) and performing an
extensive simulation on the entire Task space. A better performance index can
be developed by considering instead an upper bound on the condition number.
From Eq.(9) it is relatively easy to show the following Proposition.

Proposition 2. Let σ̃1, and σ̃m, be as in Proposition 1; then, an upper bound
for the condition number is given by:

κs(ψ) ≡ σ̃1(ψ)/σ̃m(ψ) ≤ ‖ Jwz(ψ) ‖m
F /λ1/2(ψ), (10)

where λ(ψ) = det[Jwz(ψ)JT
wz(ψ)], and ‖.‖F stands for the Frobenius norm.

Due to the difficulty on expressing explicitly λ(ψ); for general cases this upper
bound on the condition number can not be easily expressed explicitly either.
However, it is useful for those cases (m = 2, 3) in which it is relatively easy to
express explicitly λ(ψ).

The above, illustrates the need to develop performance indices that can be
easily expressed explicitly for general cases. For this purpose the following Propo-
sitions have been developed. Notice that it can be easily shown that:

Proposition 3. Let σ̃1, ...., σ̃m, be as above; and σiso > 0. Then, the singular
values are equal to the same value; that is, σ̃1 =, ....,= σ̃m = σiso; if and only if

JwzJ
T
wz = σ2

isoI. (11)

Furthermore, in this case, κs = 1.

Notice that σiso is the isotropic value of the singular values; that σiso is in fact
a function of ψ. and that the Eq.(11) represents the so-called isotropic condition
of a matrix. Next, the following Proposition can also be easily shown.

Theorem 1. Consider the weighted matrix Jwz as given in Eq.(7). Then, an
upper bound for the rate of change of its homogenized isotropic value is given by:

˙σiso ≤ β

m∑
i=1

n∑
j=1

|Jwz(i,j)| |
n∑

k=1

∂Jwz(i,j)/∂ψk|, (12)

where β = [l/
√
m‖Jwz‖F ]; and l = |ψ̇|max, and Jwz(i,j) are the elements (i, j) of

the matrix Jwz.
Proposition 3 and Theorem 1 permit to develop performances criteria that

can be easily expressed explicitly and used for systems design & operation.
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4 Sapient Systems Design and Operation

Notice that the main objective for Plant Design & Operation is to ensure that the
matrix Jwz preserves its rank and that is well conditioned on a specific region;
that is, that ‖J+

wzδ‖s, (for δ → 0), remains bounded in that region. One of the
main obstacles on developing simple and general procedures for Plant Design &
Operation is the inherent difficulty to find an explicit expression for J+

wzδ. This
explains the merit of a procedure for systems design and operation based on
the isotropy condition given by Eq.(11), or the upper bound given by Ineq.(12),
since the procedure relies on explicit expressions.

A conventional procedure for Plant Design & Operation based on the isotropy
condition given by Eq.(11), or the upper bound given by Ineq.(12), involves a
trial and error process consisting of solving a series of optimization problems. The
optimization procedure normally involves formulating a constrained nonlinear
programming problem which considers properly any of the above performance
criteria as an objective function and subject to some parameter constraints. The
solution of the optimization procedure yields some optimal systems parameters
as well as some regions for best operation.

4.1 Use of Proposition 3 and Theorem 1

The Proposition 3 and Theorem 4 can be the basis for systems design analy-
sis/optimization, as well for determining the best regions for system operation.
In particular, the isotropy condition given by Eq.(11), or the upper bound given
by Ineq.(12) can be used alone or in conjunction. In this case, a proper ob-
jective function can be defined only in terms of ‖Jwz(ψ)JT

wx(ψ) − σ2
iso(ψ)I‖2F ,

or on the upper bound given by Ineq.(12); or by properly combining both
expressions.

4.2 Non-conventional Techniques Issues

It is important to notice that the above Propositions and Theorem have been
developed assuming that the weighted Jacobian matrix Jwz is available. However,
their use remains valid in the case that an approximation (by conventional or
non-conventional -ANNs, AFIS, CANFIS- techniques) to the weighted Jacobian
matrix is considered.

Moreover, for Inference Systems it is possible to establish [3] a simple explicit
expression that can serve to develop a non-conventional approach for Plant De-
sign & Operation. Notice that in this case it is desired that a matrix Ψ ≈ J+

wzδ;
and that Ψ can be expressed explicitly in terms of antecedent/premise, scal-
ing, and consequent parameters. Furthermore, in this case a proper norm of
the matrix Ψ can be easily expressed explicitly in terms of the system param-
eters. That is, it is desired to optimize this norm (objective function) sub-
ject to some constraints in the antecedent/premise, scaling, and consequent
parameters, [3].
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5 Conclusions

In this article several performance criteria for the proper design and operation of
Intelligent and Sapient (Wise) Systems are presented. These criteria are based
on properly considering some characterizing matrices having a significant role on
the performance of Intelligent and Sapient (Wise) Systems. In particular, here
it is shown that from these characterizing matrices it is possible to establish: (a)
an upper bound on a homogenized condition number; (b) a generalization of an
isotropy condition; and (c) a proper bound on its rate of change. As discussed
here, these criteria can be used for design analysis and optimization, as well for
determining the best regions for system operation.
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Abstract. In a previous paper the author posited that a sapient system
would be a robot that performs abductions on a classification of concepts.
In the present work, I propose the three steps that would be required
for a robot to reach an initial state of sapience. Each step begins with
improved mechatronics, continues with improvements in pattern recogni-
tion and ends with improvements in symbol manipulation. The first step
starts with an anthropomorphic robot. I propose that if in the last step
we implement adductive reasoning we have arrived at an initial sapient
system. A low level robot showing the first stage evolution of a simple
robot is presented. The implementation evinces many features of biolog-
ical evolution such as misfitness, adaptation, exaptation, mutation, and
co-evolution.

1 Introduction

Artificial Intelligence’s paradigmatic game is Chess. This statement is the result
of a search for a universally recognized intelligent human activity that could be
played against a machine. This choice has been done in the hope of learning the
system nature of human intelligence. I have been similarly motivated to search
for a human activity which is recognized as Sapient. I found that the human
activity to be a heuristic Meaningful Learning activity: one which constructs
new meaning from experience [1]. This heuristics implies intelligent actions and
thoughts leading to valuable abductions that modify the memory structure. But
it is my feeling that a sapient system requires, in addition, a structural com-
promise with the nature of its supporting smartness, i.e. a defined composition
of many single smart systems quite independent of each other; each one with
its own strengths and constraints. The supporting smartness can be synthesized
into three: body-brain capacity (mechatronic for a robot), formalizing capac-
ity (symbolic for a robot) and pattern recognizing capacity (both for man and
robot). The capacities evolve in the hands of the designer in lines of improve-
ment. Each improvement in each line elicits an improvement in the other lines
(co-evolution).

D. Śl ↪ezak et al. (Eds.): RSFDGrC 2005, LNAI 3642, pp. 727–733, 2005.
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2 Evolving Rules to Be Followed by the Designer

The experimenter or designer who evolves the robot must follow certain rules:

1. Any evolution starts with a given proto-robot ( starting-species rule)
2. Any co-evolving step must start with a mechatronic improvement (speciation

rule)
3. Any co-evolving line improvement must start “on top” of the previous ad-

vance of the line (mutation rule)
4. Before applying any mutation, the fitting of the robot must be improved

through adjustment of the parameters in each line of the current co-evolution
(adaptation rule)

5. In the case of reasonable behavior success of the robot in the current step,
the decision to move to the next evolutionary step must be taken (fitting
rule).

3 Prerequisites for a Proto-Robot

The experimenter must start with a basic robot (a proto-robot) for which I would
propose the following prerequisites: it must have a mechatronic visual system and
visual motor coordination; it must be implemented with arms and corresponding
objects-reaching capabilities; the arms should be anthropomorphic. A head-torso
configuration as in the case of the robot COG [2] with a single arm will do.

4 Evolution

Evolution can be considered as a sequence of steps driven by nature but in robots
can be steps driven by a designer. We propose three steps for a designer to reach
the implementation of Robo sapiens.

4.1 First Step

The first step starts with the “initial” mechatronic part of the robot; continues
with the implementation of a network that recognizes nearby tagged objects.
Since the tags can vary, the pattern recognition system should be able to learn
to recognize tag variations by reinforcement (for example, see Kaelbling [3]).
This stage ends by giving names to the recognized variables (for example, see
Steels [4]).

4.2 Second Step

The second step starts with the implementation of new sensorial modalities in
the mechatronic line, continues with improvement of the existing pattern recog-
nition network through the addition of the new modality input so the robot can
now recognize untagged objects. The learning process delineated in the previous
pattern recognition step must be expanded to learn to identify shapes (for exam-
ple, see Poggio [5]). The step ends with the superimposition of a formal system
that represents the recognized objects by their symbols.
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4.3 Third Step

The third stage starts with a new memory: a storage and retrieval electronics
dedicated to representations. It continues with an adaptation of the previous
network to infer objects (for example, see Kersten [6]). This step ends with the
implementation of a representation of knowledge of the world and with ability
to reason about it (for example, see Doyle [7]). At this point the robot is ready
to explore a wider world than the one confined to the laboratory; thus, it is the
moment to mutate the mechatronics, adding an all-terrain carrier and navigator
that can take the robot outside the laboratory. This extension must continue
with a pattern recognition adaptation focused on classifying world objects by
their common features (for example, see Quinlan [8]). I propose that if in this
extended stage we implement symbolic abductive reasoning (for example, see
Perlovsky [9]) we have created a candidate for Robo sapiens.

5 A Low Level Proto-Robot: PROTO

In order to learn the nature of the co-evolution I make use of a Lynxmotion
robot to develop a “PROTO”, see Fig. 1

Fig. 1. A picture of PROTO from above showing on top of its hand the mobile sensor

5.1 Initial Mechatronics

PROTO has one arm with a light receptor attached to its hand tool. The arm
has three sections moved by four servomotors and it is transported on top of a
three wheeled vehicle (two wheels are motorized with modified servomotors). The
light receptor (infrared) feeds an amplifier-filter-detector circuit (light processing
circuit). A dynamic attenuator in this last circuit is implemented so the range of
the sensor approaching distance to an IR light beacon can go from centimeters to
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milimeters without saturation. There are four microcontrollers that move each
one of the arm servos stepwise; these servos are called premotor, in the sense of
the premotor nuclei of the nervous system (only three are shown in Figure 2).
Each microcontroller receives two kinds of signals, one that enables it and the
other, a perceptual signal, coming from the pattern recognition system that
provides utility information: the “utility signal”. When a premotor is habilitated,
it samples the present utility signal and decides to move one step in either one
of two directions depending on the value of the utility signal and the previous
direction of the step movement. When the utility signal is non significant, the
microcontroller self inactivates [10]. Every time one of these microcontrollers
moves a step, it also sends a signal that commands the utility module to sample
the output of the light processing circuit (see Fig. 2).

5.2 The Initial Pattern Recognition

There is a microcontroller in PROTO called the utility module that samples, by
command, the output of the light processor circuit and calculates the difference
from the previously sampled value. If this difference is significant and positive
(sensor approaching the light source) the sampled signal is coded as +1. When
the difference is significant and negative (sensor departing from the light source)
the sampled signal is coded as -1. Otherwise, the signal is coded as 0. (For
a more detailed description, see Negrete-Mart́ınez and Cruz [10].) These three
values (utility signals) are the output of this microcontroller (see Fig. 2).

Fig. 2. Initial state of development in PROTO. In the mechatronic line there is a
light processor circuit. In this mechatronic line the picture presents three premotor
modules followed by its corresponding servomotors. In the pattern recognition line of
development there is only one module, the utility module. The symbolic line has only
one module, a scheduler program in a microcontroller.



Three Steps to Robo Sapiens 731

5.3 The Initial Symbol Processing

PROTO carries a microcontroller, in which there is a program that enables
the activation of a single premotor microcontroller at a time in a given cyclic
schedule. The premotor microcontrollers when self-deactivated make jump to
the next activation command the symbolic program (through sending a “done”
signal to the scheduler, see Fig. 2 in).

5.4 Initial Behavior Performance of PROTO

PROTO extends its arm with the sensor, from 20 cm to several millimeters from
the source of light.

6 First Step in PROTO

The co-evolution of PROTO in its first step is presented in incremental terms.
The Fig. 3 is an extension of Fig. 2 but most of the original connectors between
the blocks have been suppressed for clarity.

Fig. 3. First step stage of development in PROTO

6.1 First Mechatronic Improvement

To the initial mechatronics, a premotor module has been added, the light-search-
and-turn module. This module activates three servomotors: one that moves the
sensor and a premotor microcontroller that commands the corresponding servo
and the rotating motors of the vehicle, see Fig. 3.
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6.2 First Pattern Recognition Improvement

In the pattern recognition line a new module has been added, a light-finding
module (microcontroller) that habilitates in turn two other premotor microcon-
trollers. This premotor habilitation is different from the previous kind because
it is coming from the light-finding module and not from the scheduler program,
see Fig. 3.

6.3 First Symbolic Improvement

In the symbolic line there is a change in the scheduler program, the function of
this program is suppressed temporarily while the premotor light-search-and-turn
module remains active. The improvement in the symbolic line is the inclusion of
a“stop-schedule”signal for the symbolic module (notice the thick line connection
in Fig. 3). The robot, at the end of this first evolving step, exhibits a new behavior
that makes the sensor search for light and makes the robot turn the car toward
the origin of the light when the sensor is not facing the light.

7 Discussion

The designer searches during the initial performance of the PROTO for un-
wanted features, misfittings of the machine to its world (in biological terms).
The designer tries several corrections in pattern recognition or in the symbolic
part trying to solve the misfitting. This is equivalent to adaptations in biology.
In case of failure of the adaptations, the designer tries corrections in the lines
(equivalent to mutations in biology). When successful, the designer is ready to
move to the next co-evolution. Every mechatronic “mutation” leaves open the
possibility of a pattern recognition mutation and this last mutation leaves open
an opportunity for a symbolic mutation, a cascade of mutations and their cor-
responding adaptations. This last dynamic at times results in exaptation [11].
A simple example of exaptation was found in the implementation of mobility in
the sensor. Before the implementation of mobility in the sensor, proto followed
the penumbra of the beacon; but after its implementation (designed to search
for light) the sensor followed a better reaching pattern, now following the center
of the beacon’s beam.

Abduction Failures. Corrections of abduction failures have not been specified in
the candidate for Robo sapiens because they must take place in further evolving
steps.

8 Conclusions

– Before reaching a sapient state a robot must acquire some skills in its mecha-
tronics, pattern recognition and symbolic processing.

– The desirable final activity of a sapient system in the laboratory should
combine “AI” resources among them abduction. The abduction should be
performed on an explicit knowledge structure.
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– The robot must perform combined actions in the physical world that would
result in abductive modification in its memory structure.

– I postulate that three evolutionary steps must been taken before a robot
can reach an initial state of sapience. Each step is a co-evolution process
that begins with an improved mechatronics continues with improved pattern
recognition and ends with an improvement in symbol manipulation.

– I found that a low level implementation of the first step can aptly illustrate
the advantages of co-evolution.

– I also found that low level implementation can show several emergent bio-
logical features such as misfittings, adaptations, exaptations, mutations and
co-evolution of skills.

– The presence of brainlike structures can be assimilated in the implementation
of the premotor modules.

– The number of steps to reach an initial state of sapiency must not be taken
literally; they only reflect mayor openings to exaptations to be exploited by
the designer.

References

1. Negrete-Mart́ınez, J: In Search of a Sapient Game. IEEE International Conferences
of Knowledge Intensive Multi-Agent Systems KIMAS-2005, Boston, MA. (2005)
512-514

2. Brooks, R. A., Breazel C., Marjanowic, M., Scalssellati, B., Williamson, M. M.: The
COG Project: Building a Humanoid Robot. Computation for Metaphors, Analogy,
and Agents. Lecture Notes in Computer Science. Springer-Verlag Berlin Heidelberg
New York 152 (1999) 52-87

3. Kaelbling, L.P.: Learning in Embedded Systems. The MIT Press (1993)
4. Steels, L.: Perceptually grounded meaning creation. Proceedings of the Interna-

tional Conference on Multi-Agent Systems, Menlo Park Ca. AAAI Press. (1996)
5. Poggio,T. Sung, K.: Example-based learning for view-based human face recogni-

tion. Proceedings of the Image Understanding Workshop. 11 (1994) 843-850
6. Kersten, D.: High level vision as statistical inference. In Gazzaniga, M. (ed). The

Cognitive Neuroscience. Cambridge, MA., MIT Press. (1998)
7. Doyle, J.A.: Truth Maintenance System. Artificial Intelligence 12 (1979) 231-272
8. Quinlan, J.R.: Induction of Decision Trees. Machine Learning 1 (1986) 81-106
9. Perlovsky, L.I.: Neural Networks and Intellect. Oxford University Press (2001)

10. Negrete-Mart́ınez J., Cruz, R.: Self-organized Multi-modular Robotic Control. Pro-
ceedings of the 3rd International Symposium on Robotics and Automation, IS-
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