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Abstract. Query rewriting has many applications, such as data caching, query 
optimization, schema integration, etc. This issue has been studied extensively 
for relational databases and, as a result, the technology is maturing. For XML 
data, however, it is still at the developing stage. Several works have studied this 
issue for XML documents recently. They are mostly application-specific, being 
that they address the issues of query rewriting in a specific domain, and develop 
methods to meet the specific requirements. In this paper, we study this issue in 
a general setting, and concentrate on the correctness requirement. Our approach 
is based on the concept of query containment for XPath queries, and address the 
question of how that concept can be adopted to develop solutions to query re-
writing problem. We study various conditions under which the efficiencies and 
applicability can trade each other at different levels, and introduce algorithms 
accordingly.  

1   Introduction 

Query rewriting using views has many applications, such as data caching, query op-
timization, schema integration, etc. It can be simply described as follows. A user 
query wants to retrieve information from a given set of data. Instead of directly run-
ning the user query, we wish to rewrite it into another query by using a separate view 
query as a tool. The rewritten version then produces the output that can satisfy the 
users� needs. This issue has been studied extensively for relational databases [8, 9, 11, 
13, 14]. As a result, the technology is maturing. For XML data, however, it is still at 
the developing stage. Several works have studied this issue for XML documents in 
specific contexts recently. In [3], the authors propose a system for answering XML 
queries using previously cached data. In [1, 5, 15], methods are suggested to rewrite 
queries using views to enhance the efficiencies. The work in [4, 17] study how the 
queries over the target schema can be answered using the views over the source data, 
and hence provide a way for schema integration. In [2, 7, 12], the authors study the 
query rewriting problem for semi-structured data. Since all these works are tailored to 
specific domains, they do not discuss how they can fit into a general setting. In this 
paper, we introduce a general framework for XPath query rewriting in a restricted 
context. Having such a framework has the following advantages. First, it characterizes 
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the problem and the related solutions, and therefore provides us with insights into its 
theoretic nature. Second, it tells us how the two competing goals, completeness and 
efficiency, interplay and therefore suggests directions for further improvements over 
the existing solution.  

Like the work in relational databases, most of the work on query rewriting using 
views for XML data are based on the concept of query containment of one kind or 
another. Recently, the research on query containment problem for XML queries has 
generated significant results. In [10], the authors study this problem in a limited class 
of XPath queries, which contains four kinds of symbols, /, //, [ ], *, and found that the 
problem of query containment is coNP-hard. In [6], the authors extend the results to 
the case where disjunctions, DTDs and some limited predicates are allowed. 

There are two aspects for a general XPath query, navigation script and tagging 
template The navigation script guides the search for the required information while 
the tagging template provides the format for assembling the constructed document. 
Query rewritings for these two aspects are more or less orthogonal. In this paper, we 
study the framework for the rewriting for navigation script only, since this is the more 
vital and significant part of the two. We restrict our study also only to the subset of 
XPath queries that contains four kinds of symbols, /, //, [ ], *, as this can set up a 
foundation for further extension. We first provide a model for the problem, and then 
concentrate on the correctness problem. Our approach is based on the concept of 
query containment for XPath queries, and addresses the question of how that concept 
can be adopted to develop solutions to query rewriting problem. We study various 
conditions under which the efficiencies and applicability can trade each other at dif-
ferent levels, and introduce algorithms accordingly.   

The rest of the paper is organized as follows. In Section 2, we first review some 
basic concepts, and then suggest a model for query rewriting problem. In Section 3, 
we present some solutions to query rewriting problem, and discuss the trade-offs 
between these solutions. We conclude the paper by summarizing the main results. 

2   XPath Query and Rewriting 

2.1 Pattern Trees and Input Trees 

An XPath query can be denoted as a tree, called a pattern tree. Each node is attached 
with a label from an infinite alphabet, except for the root. The tree may contain 
branches, and can contain two kinds of edges, parent/child (denoted by single edges) 
and ancestor/descendent (denoted by double edges). If there is a child or descendant 
edge from n1 to n2, we say n2 is a C_child or D_child, respectively, of n1. Among all 
the nodes, there is a set of distinguished nodes, called return nodes. Although from 
the prescribed semantics, an XPath query should be considered to contain only a sin-
gle return node, in this paper we do not restrict the number of return nodes to one. 
This will make the result applicable to more general query structures, such as those 
written in XQuery [18], where return nodes normally correspond to the last steps in 
path expressions, and accessing them (i.e., variable binding or referencing) triggers 
the creation of output nodes. (We use the convention that the root is always a return 
node.) Non-return nodes are called transit nodes. 
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XPath queries execute on XML document trees, which we will refer to as input 
trees. The execution proceeds by matching the nodes in the pattern tree to the nodes 
in the input tree. The following notations are from [10]. Let q be a pattern tree and t 
be an input tree. An embedding is a mapping e: nodes(q) → nodes(t) such that (1) for 
any node n ∈ nodes(q), either label(n) = �*�, or label(n) = label(e(n)) and (2) for any 
n1, n2 ∈ nodes(q), if n1 is a parent of n2, then there is an edge from e(n1) to e(n2); if n1 

is an ancestor of n2, then there is a path from e(n1) to e(n2). For each n  ∈ nodes(q), 
we say e matches n to e(n). Let return-nodes(q) = {n1, �, nk}. The set anws(q, t) = 
{{e(n1), �, e(nk)}: e is an embedding from nodes(q) to nodes(t)} is called the answer 

to q on t. We say that pattern trees q is contained in pattern tree p if anws(q, t) ⊆ 
anws(p, t) for all t.  

Let q be a pattern tree, and m be the number of descendant edges in q. Let ur = <u1, 

�, um>, where for all 1 ≤ i ≤ m, ui is a non-negative integer. The ur - extension of q 
with z is an input tree, tu, formed by modifying q as follows: replacing the label * with 

symbol z, and replacing the ith descendant edge, say ab, by a path aλib where λi con-

tains ui nodes, all labeled z. Note that λi is not originally in tree q. We call it the ith 
guest path in tu. (Refer to Figure 2 for an example.) Thus except for the nodes in any 

guest path, all the nodes in a ur -extension belong to the original q. To avoid ambigu-
ity, we say that they are copies of those in q, and use symbol π for the mapping from 
the nodes in q to their copies in any of its ur -extensions. If for all 1 ≤ i ≤ m, ui = c, 

i.e., all the guest paths contain equal number of nodes, c, then that ur -extension is 
referred as a c-extension. For example, the tree in Figure 2.b is a 3-extension of the 
pattern tree in Figure 2.d. Call a path a star-path in a pattern tree if all its edges are 
child-edges and nodes are labeled *. For any tree or path t, we use |t| to denote the 
number of nodes it contains. 

2.2   Query Rewriting 

Regardless of the context, any technique for query rewriting uses substitution one way 
or another. The differences lie on the levels at which the substitution is made. For 
XML queries, most techniques apply the substitution implicitly at the pattern tree 
node level. The idea is, given pattern trees p and q, and an input tree to both, if the 
answer to be produced by p can be reproduced by q, then we can �delegate� the task of 
p to q by rewriting the nodes of p in terms of the nodes of q 1. The following two 
definitions formalize this idea.   

Definition 1: Let p and q be pattern trees. A rewriting of p by q is a triplet (p, q, h) 
where h: return_nodes(p) → return_nodes(q) is called a return node mapping (RNM), 
p and q are respectively called user query and view query.   
                                                           
1  Whether or not the answers reproduced should be complete is dictated by the correctness 

criteria for different applications. For example, if q is used to optimize the performance of p, 
then it must generate complete solutions. On the other hand, if q is used for the purpose of 
schema integration, it normally generates only partial answers.  
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In the above definition, the return node mapping is arbitrary. In particular, it does 
not have to be one-to-one or onto. This definition is applicable to any pair of pattern 
trees and RNMs. Our interest, however, is in a restricted class, as described below. 

Definition 2: Rewriting (p, q, h) is correct on an input tree t if for all embedding e: 
nodes(q) → nodes(t), there is an embedding f: nodes(p) → nodes(t) such that f and 
eo h are consistent on return-nodes(p) (i.e., for all n ∈ return-nodes(p), f(n) = e(h(n))). 
If it is correct on all input trees, then we say it is correct.  

Intuitively, a correct rewriting of p should produce the answers that are acceptable 
to p on any input. For example, consider the pattern trees in Figure 1. 

Suppose return_nodes(p) = {1, 2, 4} and return_nodes(q) = {5, 6, 7}. Let the RNM 
h: return_nodes(p) → return_nodes(q) be defined as: h(1) = 5, h(2) = 6, h(4) = 7. We 
now show that the rewriting (p, q, h) is correct. Let t be any input tree, and e: nodes(q) 
→ nodes(t) be an embedding.  

 

 

Fig. 1. An example for query rewriting 

From the labels and the structure of q, we must have: e(5)) = root(t), label(e(6)) = 
a, label(e(7)) = a, there is a path λ from root(t) to e(6), and there is an edge ε from 
e(6) to e(7). Define g: nodes(p) → nodes(t) as: g(1) = root(t), g(2) = e(6), g(3) = child 
of root(t) in λ and g(4) = e(7). Clearly, g is an embedding, and g is consistent with 
eo h. This completes the proof.  

Now we define another RNM as follows: h1(1) = 5, h1(2) = 6, h1(4) = 6. It can be 
shown that the rewriting (p, q, h1) is not correct. Indeed, consider the input tree in 

Figure c, and embedding e1: nodes(q) → nodes(t1) defined as e1(5) = 8, e1(6) = 9, 
e1(7) = 0. Clearly, there does not exist an embedding that can match 2 to 9 and 4 to 9. 

Note that for the same pair of queries, there may be more than one correct rewrit-
ing. For example, we can define h2: return_nodes(p) → return_nodes(q) as: h2(1) = 5, 
h2(2) = 7,   h2(4) = 7. It can be easily shown that (p, q, h2) is also a correct rewriting. 

We now present some informal argument for the expressive power of our formula-
tion. We argue that the condition in Definition 2 is the weakest one can assume con-
forming with the common notion used in practice for query rewriting, that is, substitu-
tion of view query for user query at the node level. First, note that, to be able to 
rewrite p using q, it is necessary that any result generated by q is acceptable by p. 
(This is a different way of saying that p contains q.) Although this assumption is 
weaker than ours, it nonetheless does not capture the idea of node substitution men-
tioned above. To capture that idea, additional component needs to be incorporated 
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into the model to relate the view query nodes to the user query nodes in a manner that 
is independent of the input trees. This is way the RNM mapping is introduced in the 
above two definitions. 

Now, there arise issues of how to determine efficiently if a given rewriting is cor-
rect and, given two pattern trees, how we find all the correct rewritings. We will study 
these issues in the subsequent sections. 

3   Relating Query Containment to Query Rewriting 

In the relational databases, query containment is the base for query rewriting. In this 
section, we study their relationship for XPath queries. To simplify the presentation, in 
this section when we mention rewriting (p, q, h) we assume implicitly that h is onto. 
This is because when the onto-condition is not met, we can always consider only the 
subset of the return nodes of q to which h is mapped. Then our results will follow 
without essential changes.   

3.1   A Necessary and Sufficient Condition for Correct Rewriting 

Query containment requires that any set of input nodes that are matched by the return 
nodes of the view query are also matched by the return nodes of the user query, while 
a correct query rewriting requires that this be true at the node level. This suggests that 
the latter is at least as strong a condition as the former. In the following theorem let L 
be the number of nodes in the longest star-path, and z be a label not used by any node 
in p. 

Theorem 12: A rewriting (p, q, h) is correct if and only if it is correct on the ur -
extension of q for all ur = <u1, �, um>, where for all 1 ≤ i ≤ m, ui ≤ L + 1. 

Proof: The �only if� part is straightforward. We explain the idea for the proof of  �if� 
part. Let t be any input tree, and e: nodes(q) → nodes(t) be an embedding. Let <ai, bi> 

be the ith descendant edge in q. It must be matched to a path e(ai)λie(bi) in t, where λi 

is a path in t with a length of possibly zero. Define ur ≡ <v1, �, vm>,  where for all 1 

≤ i ≤ m, vi = |λi| when |λi| ≤ L, and vi = L+1 when |λi| ≥ L+1. Let this ur -extension of 

q with z be tu. Denote by µi the ith guest path in tu. Thus |µi| = vi and all nodes in µi 
are labeled z. (Refer to Sec. 2.1.) By the assumption, (p, q, h) is a correct rewriting in 
tu. Thus there is an embedding g: nodes(p) → nodes(tu) such that for all n ∈ re-

turn_nodes(p), g(n) = e(h(n)). We can define a mapping f: nodes(p) → nodes(t) in 
such a way that it is an embedding and for all n ∈ return_nodes(p), f(n) = e(h(n)), as 
follows. If g(n) ∉µi for all 1 ≤ i ≤ m,  let f(n) = e o π-1o g(n). (Recall π maps the nodes 

in q to their copies in the ur -extension.) If g(n) ∈ µi for some 1 ≤ i ≤ m, consider 

following two cases. (1) |µi| ≤ L. In this case we let f(n) be the jth node in λi if g(n) is 

                                                           
2  For this and the following theorems, we present only the informal argument. The formal 

proof is found in [16]. 
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the jth node in µi. This is possible since |µi| = |λi|. (2) |µi| = L+1. In this case |µi| ≤ |λi|. 
We have the following observations. First, since label(g(n)) = z, we have label(n) = *. 
Second, let α be the longest star-path in p such that n ∈ α. By assumption, we have 
|α| ≤ L. Thus at least one end node of α is incident with a descendant edge and is also 
matched to a node in µi, otherwise we would have |α| ≥ |µi| = L+1, which is impossi-
ble. Because of this, we can let f match, one by one, all the nodes preceding the de-
scendant edge that were previously matched to µi by g onto a prefix of λi, and all the 

nodes following the descendant edge that were previously matched to µi by g onto a 

suffix of λi. We call such a way of mapping �prefix-suffix mapping�. Shown in Figure 
2 is an example of prefix-suffix mapping. It can then be easily shown that the function 
f so defined is an embedding from p to t, and for all n ∈ return_nodes(p), f(n) = 
e(h(n)).                                                                                                                

 
We have mentioned that the correct-rewriting problem is a subset of containment 

problem. A natural question is, how big is this subset? At this time, we do not have a 
definite answer. Rather than exploring the difference of the two, however, our interest 
is how we can solve the rewriting problem with the help of the solutions to the con-
tainment problem, and with what a price.   

 

 

Fig. 2. Prefix-suffix mapping from p to λ1, L = 2, |µ1| = 3, |λ1| = 5 

It is worth mentioning here that the RNM for a correct rewriting is not equivalent 
to homomorphism introduced in [10]. A homomorphism from p to q requires explic-
itly every node and edge in p to follow some structural pattern, depending on those in 
q, while a correct rewriting requires only some mapping from the return nodes in p to 
those in q that can meet the correctness criterion, without imposing structural con-
straints. It can be shown that homomorphism implies correct rewriting, but the reverse 
is not true [16]. 
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Using Theorem 1, we can develop a sound and complete algorithm to determine if 
(p, q, h) is a correct rewriting. However, checking whether or not the rewriting is 
correct on all the ur -extensions of q specified in the theorem is intractable: there are 
(L+1)r ur -extensions to consider in total, where r is the number of descendant edges 
in q. In the subsequence sections, we will present alternative methods that can have 
better performance, at the price of stronger assumptions. 

3.2   An Efficient Method  

We observe that the main cost of the algorithm mentioned above results from a large 
number of ur -extensions that must be considered. By adding a little strong condition, 
we can reduce this number to one, as described by the following theorem.  

Theorem 2: Assume any transit node of p labeled �*� is not incident with a descendant 
edge, L is the number of nodes in the longest star-path in p, and z is a label not used 
in p. Then the following three statements are equivalent: 

 

1. p contains q. 
2. There exists an embedding e: nodes(p) → nodes(tL+1) such that e(return_nodes(p)) 

= π(return_nodes(q)), where tL+1 is the (L+1)-extension of q with z, and π maps the 
nodes in q to their copies in tL+1. 

3. There exists an RNM h: return_nodes(p) → return_nodes(q) such that (p, q, h) is a 
correct rewriting.  

Proof:  
1 ⇒ 2: Clearly, π: nodes(q) → nodes(tL+1) is an embedding. Since p contains q, by 

definition, there is an embedding e: nodes(p) → nodes(tL+1) such that 

e(return_nodes(p)) = π(return_nodes(q)).  
2 ⇒ 3: Let h = π-1o e: nodes(p) → nodes(q). We will show that (p, q, h) is a correct 

rewriting. (In the triplet, h should be understood as restricted on return_nodes(p).) 
First note that for any node x ∈ nodes(q), π(x) does not belong to any guest-path tL+1. 

In particular, π(return_nodes(q)) is disjoint with any guest-path in tL+1. We now prove 

the claim that for all n ∈ nodes(p), e(n) does not belong to any guest-path in tL+1. If n 

∈ return_nodes(p), then by assumption, e(n) ∈ π(return_nodes(q)). The claim follows. 
Now assume n is a transit node. Assume the contrary, i.e., e(n) belongs to some guest-
path, r. Let s be the longest star-path containing n whose nodes are all matched to r by 
e. Thus |s| ≤ L. On the other hand, from the above arguments, all the nodes in s are 
transit nodes. By assumption they are incident only with child edges. Note that neither 
the node preceding s nor the node following s is matched to r. Thus we must have |s| = 
|r| = L + 1. This is impossible, implying e(n) cannot belong to any guest-path. Our 
claim follows. Now, let t be any input tree. Let g: nodes(q) → nodes(t) be an embed-
ding. Consider mapping go h: nodes(p) → nodes(t). Let o ∈ nodes(p) be an arbitrary 
node. If label(o) ≠ �*�, then label(o) = label(e(o)) ≠ �z�, implying label(e(o)) = label(π-

1(e(o))) ≠ �*�. Since g is an embedding, label(π-1(e(o))) = label(g(π-1(e(o)))). Thus 
label(go h(o)) = label(g(π-1(e(o)))) = label(o). Now let o1, o2 ∈ nodes(p) be arbitrary 
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nodes.  First assume there is a child edge from o1 to o2. Then there is an edge from 
e(o1) to e(o2). Since neither e(o1) nor e(o2) belongs to a guest-path, there is a child 

edge from π-1(e(o1)) to π-1(e(o2)), implying there is an edge from g(π-1(e(o1))) to g(π-

1(e(o2))). Second, assume there is a descendant edge from o1 to o2. Then there is a 
path from e(o1) to e(o2). Again, since e(o1) and e(o2) are not in guest-paths, there must 

be a path from π-1(e(o1)) to π-1(e(o2)) (which may contain some guest-path as sub-

path). This implies that there is a path from g(π-1(e(o1))) to g(π-1(e(o2))). We have 

proven that the mapping go h is an embedding. Note π-1(π(return_nodes(q))) = re-
turn_nodes(q). Since by assumption, e(return_nodes(p)) = π(return_nodes(q)), we 
have π-1(e(return_nodes(p))) = return_nodes(q), or h(return_nodes(p)) = re-
turn_nodes(q). Let n ∈ return_nodes(p). We have (go h)(n) = g(h(n)). Therefore h = 
π-1o e is the desired RNM. 

3 ⇒ 1: This follows from that given any input tree t, (p, q, h) being correct on t 
implies p ⊇ q on t.                                                                                              

 

The assumption in Theorem 2 somewhat constrains the cases where the theorem 
can be used. It nonetheless covers many common cases. From the proof of the theo-
rem, if statement 2 is true, and we know π and e, then we can construct a correct re-
writing, i.e., (p, q, π-1o e). To determine π, we first construct tL+1. This can be done in 
a single scan of the nodes and edges in q. For each node scanned, we create its corre-
spondence in tL+1 consistent with π. Each time when a child edge is scanned in q, we 
create an edge in tL+1, and when a descendant edge is scanned, we create a guest-path 
of length L+1. When we finish scanning q, the construction of tL+1 is completed.  

We now look into the question of how to search for embeddings from p to tL+1 effi-
ciently. We shall now present an algorithm that searches for embeddings in the gen-
eral case. We first need a data structure to store the embeddings with the matching 
between return nodes annotated. We use the term �sub-graph tree� to refer to a tree 
that is a sub-graph. (A sub-graph tree is therefore not necessarily a subtree.)  We use 
the term embedding-tree to refer to a tree that stores embeddings. An Embedding tree 
consists of two kinds of nodes, P_nodes (for pattern tree) and I_nodes (for input tree). 
All the nodes are labeled the ids of the corresponding tree nodes. Parents and children 
must be of different kinds. The root is a P_node. If a P_node is labeled x and it has an 
I_node child labeled y, then there is an embedding that matches node x to node y. 
Each embedding is represented by a subgraph-tree that contains all the P_nodes and, 
for each P_node, exactly one I_node child. Shown on the left side of the double arrow 
in Figure 3 is the embedding tree that contains all the embeddings for the pattern tree 
and the input tree respectively in figures 1.a and 1.c.  

The circles denote P_nodes and the rectangles denote I_nodes. On the left side of 
the double arrow is the embedding tree, which contains two embeddings, represented 
by the sub-graph trees on the right side of the double arrow.   

Algorithm 1 below constructs an embedding-tree for all the embeddings from a 
given pattern tree to an input tree3. For simplicity, we will use the phrase �return 

                                                           
3  This is an extension of the one in [10], which generates only binary answers. 
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nodes� also to refer to those nodes in any ur -extension of q that are copies of the re-
turn nodes in q. 

 
Algorithm 1 
Input: pattern tree p with root r1, and a set R1 of return nodes  
               Input tree t with root r2, and a set R2 of return nodes    

               Two dimensional arrays C and D, where each array entry takes as value a set of  
I_nodes, or U (i.e., undefined).   

Output: the embedding tree containing the set of all embeddings: nodes(p) → nodes(t) that 
match r1 to r2 

 
1   set every entry of C and D to U 
2    insert as the root of the embedding tree a P_node n1 for r1 
3    C_Build(r1, r2, C[r1, r2]) 

4    if C[r1, r2]  = Φ then 
5         remove n1 
6         return                // no embedding found 
7    create as the single child of n1 the I_node C[r1, r2]                                              
 

C_Build(PatternTreeNode x, InputTreeNode y, SetofInodes C[x, y]) 
 
1     if (label(x) ≠ * and label(x) ≠ label(y)) then C[x, y] ← Φ; return 
2     if (x ∈ return_nodes(p) and y ∉ return_nodes(t)) then C[x, y] ← Φ; return 
3     for each C_child x� of x    //test if the sub-pattern rooted at x� can match a sub-tree 
                                                 //rooted at a child of y 
4          for each child y� of y  
5              if C[x�, y�] = U then C_Build(x�, y�, C[x�, y�]) //make the call only if no earlier  
                                                                                           //call made on the same pair 
6          if C[x�, y�] =  Φ for every child y� of y, then C[x, y] ← Φ; return    //no match 
7      for each D_child x� of x    //test if the sub-pattern rooted at x� can match a sub-tree   
                                                  //rooted at a descendant of y 
8          for each child y� of y 
9              if D[x�, y�] = U then D_Build(x�, y�, D[x�, y�]) 
10            if D[x�, y�] = Φ for every child y� of y, then  C[x, y] ← Φ; return     //no match 
11    create an I_node n1 labeled y                         //can match, so store it in embedding tree 

 
Fig. 3. An Embedding-tree 
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12    for each C_child x� of x                                 //also store all the matches for each child 
13       create a P_node n2 as a new child of n1 
14       for each child y� of y                                                     
15         if C[x�, y�] ≠ Φ then let C[x�, y�] be a new child of n2 //C[x�,y�] has a single member 
16    for each D_child x� of x 
17       create a P_node n3 as a new child of n1 
18       for each child y� of y 
19          if D[x�, y�] ≠ Φ then let D[x�, y�] be a new set of children of n3  //D[x�,y�] may have  
                                                                                                                    //multiple members 
20    C[x, y] = {n1}; return  
 

C_Build(x, y, C[x, y]) stores into entry C[x, y] an I_node for y, or Φ, depending on 
whether or not the sub-pattern rooted at x can match the subtree rooted at y in such a 
way that all the return nodes in the sub-pattern are matched to the return nodes in the 
subtree. If the match is successful, it also creates the P_node children for the I_node, 
one for each child of x (lines 13 and 17). These P_nodes in turn have their I_node 
children (lines 15 and 19), storing the matching for the children of x. Line 5 checks 
and see if C[x�, y�] is set by some earlier calls. This may happen due to the presence 
of the loop in line 22 in D_Build( ), whose pseudo-code is shown below.   

 
D_Build(PatternTreeNode x, InputTreeNode y, SetofINodes D[x, y]) 
 
1  L ← Φ 
2 if (label(x) ≠ * and label(x) ≠ label(y)) then go to 22     //cannot match y, let�s turn  

                                          // to its descendants 
3 if (x ∈ return_nodes(p) and y ∉ return_nodes(t)) then go to 22 
4   for each C_child x� of x  
5      for each child y� of y  
6           if C[x�, y�] = U then C_Build(x�, y�, C[x�, y�])) 
7           if C[x�, y�] = Φ for every child y� of y,  then go to 22 
8       for each D_child x� of x 
9           for each child y� of y 
10             if D[x�, y�] = U then D_Build(x�, y�, D[x�, y�] ) 
11             if D[x�, y�] = Φ for every child y� of y, then go to 22 
12     create an I_node n1 labeled y 
13    for each C_child x� of x 
14        create a P_node n2 as a new child of n1 
15        for each child y� of y 
16            if C[x�, y�] ≠ Φ then let C[x�, y�] be a new child of n2  
17    for each D_child x� of x 
18        create a P_node n3 as a new child of n1 
19        for each child y� of y 
20              if D[x�, y�] ≠ Φ then let D[x�, y�] be a new set of children of n3 

21    L ← {n1}  

22    for each z ∈ children(y)  //recursively determine if x can match the descendants of y 
23        if D[x, z] = U then D_Build(x, z, D[x, z]) 
24        L ← L ∪ D[x, z] 
25    D[x, y] ← L; return 
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D_Build(x, y, D[x, y]) stores into entry D[x, y] a set of I_nodes if the sub-pattern 
rooted at x can match the subtree rooted at y and/or y�s descendants, such that the 
return nodes are matched to the return nodes, and Φ otherwise. The way it stores the 
matching information for the children of x is identical to that in C_Build( ).   

For the time complexity of the algorithm, notice that for any pair of a node in p and 
a node in t, once the corresponding entry in C or D array is set by a call, then no later 
calls will be made on the same pair. This means all the calls are made on different 
pairs. Thus the total number of calls is at most |p|•|t|, implying a time complexity of 
O(|p|•|t|). (Note that once an embedding is returned, we need to check further if it 
maps the return nodes of p onto the return nodes of q. This can be done by simply 
comparing |e(return_nodes(p)| and |return_nodes(q)|, and incurs only a linear time 
complexity.)   

3.3   A Weaker Condition 

Correct rewriting imposes a fixed relationship between the return nodes of p and their 
RNM correspondences in q. This suggests that the paths delimited by the return nodes 
in p and those by their RNM correspondences in q may need to follow some patterns. 
In this section, we will look at this in detail. In the following, for any pattern tree or 
input tree, we use the notation <a1, �, am> to refer to a path that starts with node a1 
and ends at node am. Note that this notation does not contain information about the 
kind of edges connecting the adjacent nodes when the path is in a pattern tree. Also, 
for any two paths λ and µ, and mapping g: nodes(λ) → nodes(µ), we use the notation 
g(λ) =  µ to indicate that g maps respectively the beginning and the end nodes of λ to 
the beginning and the end nodes of µ, and preserves the order of any two nodes in λ 
when it maps them to different nodes in µ.  

Definition 3: Let λ = <x1, �, xm> and µ = <y1, �, yn >. We say e: nodes(λ) → 

nodes(µ) is a relay from λ to µ, denoted as erelay(λ) = µ (or simply erelay(λ)), if e(λ) = 

µ, and the following conditions hold true:  
 

1. m = 1, n = 1 and (label(x1) = * or label(x1) = label(y1)), or 
2. m = 2, n = 2,  erelay(x1) = y1, erelay(x2) = y2, there is a child edge from x1 to x2, and 

there is a child edge from y1 to y2, or 

3. 2 ≤ m ≤ n, erelay(x1) = y1, erelay(xm) = yn, each node in sub-path <x2, �, xm-1> is 
labeled *, does not branch, and path <x1, �, xm> contains at least one descen-
dant edge, or 

4. there is 1 ≤ i ≤ m, 1 ≤ j ≤ n, such that erelay(< x1,�,xi>)=<y1,�,yj>, and erelay(< 
xi,�, xm>)=<yj,�,yn> 

 

The idea is that for any embedding g from µ to an input path, we can compose erelay 

and g to form an embedding from λ to the same input path. This is clearly the case 
when conditions 1 and 2 are met. When condition 3 is met, we retain the mapping for 
the two end nodes of λ, but apply the prefix-suffix mapping introduced in Section 3.1 
for the inner nodes if necessary. Condition 4 simply makes the definition recursive. 
Consider Figure 4. 
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Fig. 4. a and c: relay, b: not relay 

In Figure 4.a, the mapping is a relay, since the path on the left can be decomposed 
into two sub-paths, <a, b> and <b, f>. The former meets condition 2, and the latter 
meets condition 3. Then by applying condition 4 the claim follows. To see how condi-
tion 3 meets our intuition in this instance, suppose an embedding g matches path <a, 
f> on the right to an input path γ, and matches descendant edge <b, c> to the sub-path 
<b, c> of γ. Then the mapping shown in the figure as is can be composed with g to 
form an embedding from the path on the left to γ. On the other hand, if g matches <b, 
c> to sub-path <b, x, c> of γ, we directly match the upper node labeled * on the left to 
node x, and keep the rest of the composition unchanged. This still results in an em-
bedding from the path on the left to γ. In general, no matter what the input path is, we 
can form an embedding from the path on the left to it, as long as there is an embed-
ding from the path on the right to it. This is the idea behind the notion of relay.  

Similarly, the mapping in Figure 4.c is also a relay. The mapping in Figure 4.b, 
however, is not a relay. This is because the path on the left cannot be decomposed in 
accordance with condition 4. Thus, for example, if the right path is matched to input 
path γ but the descendant edge <b, c> in it is matched to sub-path <b, x, c> of γ, it is 
not possible to form an embedding from the left path to γ.  

 

In the general case, we have the following lemma. 
 

Lemma 1. Let λ and µ be two pattern tree paths, and g(λ) = µ be an arbitrary relay. 
Let t be an input path and e: nodes(µ)→nodes(t) be an embedding such that e(start-
node(µ)) = start-node(t) and e(end-node(µ)) = end-node(t). Then there is an embed-
ding f: nodes(λ)→nodes(t) such that f(start-node(λ)) = start-node(t) and f(end-
node(λ)) = end-node(t). 

Idea of Proof: If g meets conditions 1 or 2, we simply let f = e o g. If e meets condi-
tion 3, then we can perform prefix-suffix mapping from the inner nodes of λ to the 
inner nodes of t, resulting in an embedding. If we have to decompose λ according to 
condition 4, then we can apply the above procedure to the resultant sub-paths.           

 

Based on the above lemma, we have the following 
 

Theorem 3: Let p and q be pattern trees. If there is a mapping g: nodes(p) → nodes(q) 
satisfying the following conditions: (1) g(return_nodes(p)) = return_nodes(q), (2) for 
all path λ in p in which the beginning and ending nodes are return or leaf nodes, and 
the remaining are transit nodes, g is a relay, then (p, q, g) is a correct rewriting.  
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Proof: By condition 1, g can match return nodes in p only to return nodes in q. Let t 
be an input tree, and e: nodes(q) → nodes(t) be an embedding . Let λ be an arbitrary 
return-or-leaf-node-delimited path in p and g(λ) = µ where µ is a path in q. Let n be 
whichever delimiting node of λ that is a return node. By condition 1 in the theorem 
we have g(n) is also a return and delimiting node of µ. Applying lemma 1 to λ, we 
obtain an embedding that matches  λ to e(µ), and n to e(g(n)). Note that since any 
inner node in λ does not branch, which is required by condition 3 in Definition 3, the 
possible prefix-suffix mapping performed for the inner nodes of λ will not affect the 
embeddings for other paths in p. Thus the embedding obtained collectively for all 
such paths is indeed an embedding from p to t.                                                   

   

Is Theorem 3 weaker than Theorem 2? The answer is yes. The following is why. 
Suppose Condition 2 in Theorem 2 is true. Let h = π-1 o e: nodes(p) → nodes(q). The 
arguments in the proof of Theorem 2 have shown that for all o ∈ nodes(p), label(o) ≠ 
* ⇒ label(o) = label(h(o)), and for all n1, n2 ∈ nodes(p), if there is a child edge from 
n1 to n2, then there is a child edge from h(n1) to h(n2), Thus the first two conditions in 
Definition 3 are true. This means h is a relay for any path in p. The proof for Theorem 
2 also shows h(return_nodes(p)) = return_nodes(q). Together, these imply the two 
conditions in Theorem 3 (with h substituting for g). On the other hand, the conditions 
in Theorem 3 do not imply those in Theorem 2: they do not require that transit nodes 
labeled * not be incident with descendant edges. This means the assumption in Theo-
rem 3 is strictly weaker than that in Theorem 2. 

Theorem 3 gives an approach to searching for correct rewriting, i.e., searching for 
relays. In reality, we can narrow the search space by discarding �replicas�. Note that it 
is possible that multiple relays are identical when they are restricted to return nodes. 
When this happens, we need to consider only one of them.  

 

Theorem 4:  Let λ and µ be two pattern tree paths, and g(λ) = µ be a relay. Then there 
is a relay f(λ) = µ such that πo f: nodes(λ)→ nodes(t0) is an embedding, where t0 is 

the 0-extension of µ and π maps each node in µ to its copy in t0. (Refer to Sec. 2.1.) 
 

Idea of Proof: If g meets condition 1 or 2, let f = g. In this case t0 is identical to µ, 

since µ does not contain descendant edges. Thus πo f is an embedding. If g meets 
condition 3, we obtain f by performing prefix-suffix mapping from the inner nodes of 
λ to the inner nodes of µ. In this case t0 is identical to µ., except that in the place of 

each descendant edge in µ is an edge of t0. Since prefix-suffix mapping always maps a 

child edge in λ to an edge in µ, which is also an edge in t0, πo f is surely an embed-

ding. Note that f is still a relay from λ to µ, since prefix-suffix mapping does not alter 
condition 3. In case we need to decompose λ according to condition 4, we apply the 
above procedure to the resultant sub-paths of λ.        

 

Note that in Theorem 4, if n is an end node of λ, then f(n) = g(n). Thus if we want 
to find a relay that satisfies the conditions in Theorem 3, we can consider f only. For 
this purpose, according to Theorem 4 also, we can first find all the embeddings from 
λ to t0, then determine those that can be transformed to relays from λ to µ. Searching 
for embeddings can be done by applying Algorithm 1. The transformation is done 
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simply by applying π-1 to the embeddings. (In the following algorithm this is done 
implicitly.)  

In the following algorithm, we use the term �D_edge� to refer to an edge in t0 that 
corresponds to the descendant edge in q. We term a path segment that is delimited by 
return or leaf nodes in p.  

 
Algorithm 2 

 

Input: pattern tree p; input tree t0, with a set of D_edges; an embedding e: nodes(p) →  
  nodes(t0) 

Output: a decision of whether or not e is a relay for all the segments in p 
1     s ← next segment 
2     if s = NULL return �yes� 
3     if ¬Relay(s, e) return �no� 
4     go to 1 
 

Boolean Relay(Segment s, Embedding e) 
 

1    <a, b> ← first child edge ε in s such that e(ε) is a D_edge; 
2    if <a, b> = NULL then return �yes� 
3    if label(b) ≠ * then return �no� 
4    c ← first successor of b in s that is incident with a descendant edge and delimits   
    a star-path with no branching 
5    if c = NULL, then return �no� 
6    d ← child of c 
7    if Relay(<d, �, end-node(s)>, e) then return �yes�  
8    return �no� 
 
The idea should be clear. Each child edge in the prefix <start-node(s), a> is not 

matched to a D_edge, thus we have erelay(<start(s), a>) is true by Condition 2 and 4 in 
Definition 3. If the test in line 5 evaluates to true, then there does not exist a sub-path 
starting from a that meets any condition in Definition 3, else path <a, �, d> meets 
Condition 3, erelay(<a,�,d>) is true. Thus erelay(start(s), d) is true by Condition 4. This 
means erelay(s) is true iff erelay(<d, �, end(s)>) is true. For example, when we apply 
the algorithm to the left path in Figure 4.a, two recursive calls will be made. The top 
call is on the entire path, and the nested call is on the path containing the bottom two 
nodes.  

For time complexity, it is easy to see that on any path, Relay( ) returns in O(m) 
time where m is the number of nodes in the path, implying that the algorithm runs in 
O(n) where n is the number of nodes in p. Thus, to find all the correct rewriting based 
on Theorem 3, in addition to the cost of running Algorithm 1 on p and t0, we need to 

pay an extra cost of O(w•n), where w is the number of embeddings from nodes(p) to 
nodes(t0). In the general case, w is much smaller than n. Therefore, this extra cost is 
close to linear. Note that, if Algorithm 2 returns �no� for all the embeddings, this does 
not necessarily mean that there does not exist a correct rewriting for p and q. This is 
because the conditions in Theorem 3 are not necessary conditions. When that hap-
pens, we may need to resort to the method based on Theorem 1 for the final judgment. 
(Refer to the discussion in the next section.)   
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4   Conclusion 

We study the issue of query rewriting using views for XPath queries in a general 
setting. Several issues are studied, including conditions for correct query rewriting, 
search methods, and trade-offs between efficiency and applicability. Our solution can 
be used as a basis for developing solutions suited to special requirement. For example, 
for small queries, the method based on Theorem 1 should be used, as it is both sound 
and complete. If a query is large, but has no transit node with a wildcard label that is 
associated with a descendant edge, then the method based on Theorem 2 is the best, 
since it is both sound and complete (under that condition), as well as efficient. These 
methods can also be used in a hybrid manner. For example, if the condition in Theo-
rem 2 is not met, we use the method based on Theorem 3. If it returns �no�, we then 
use Theorem 1.    

There are several related issues. Suppose there does not exist a correct rewriting for 
p and q. (This is the case, for example, when p does not contain q.) How do we search 
efficiently for another query q� ⊂ q such that there exists a correct rewriting for p and 
q�? Another issue is the extension of the model to incorporate more features of XPath 
queries. These issues can be viewed as immediate follow ups of the work in this pa-
per, and deserve further study. 
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