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Abstract. Motivated by the analogies between languages and sports videos, we 
introduce a novel approach for video parsing with grammars. It utilizes compiler 
techniques for integrating both semantic annotation and syntactic analysis to 
generate a semantic index of events and a table of content for a given sports 
video. The video sequence is firstly segmented and annotated by semantic event 
detection with domain knowledge. A grammar-based parser is then used to 
identify the structure of the video content. Meanwhile, facilities for error 
handling are introduced which are particularly useful when the results of 
automatic parsing need to be adjusted. As a case study, we have developed a 
system for video parsing in the particular domain of TV diving programs. 
Experimental results indicate the proposed approach is effective. 

1   Introduction 

Digital videos have become more and more popular and the amount of digital video 
data has been growing significantly. As a result, efficient processing of digital videos 
has become crucially important for many applications. Most of current video systems 
are still unable to provide the equivalent functions, like “table of contents” or “index” 
which are available for a textbook, or for locating required information. Because 
manual video annotation is time-consuming, costly and sometime can be a painful 
process, various issues of content-based video analysis and retrieval have been 
intensively investigated recently [1, 2]. The key problem that needs to be resolved is 
that of automatically parsing videos, in order to extract meaningful composition 
elements and structures, and to construct semantic indexes. 

This study is concerned with the automatic parsing of sports videos. As a great 
favorite of a large audience over the world, sports videos represent an important 
application domain. Usually, a sports game has a long period, but only part of it may 
need to be reviewed. For example, an exciting segment from a one-hour diving 
competition may only last a few seconds – from jumping from the springboard to 
entering the pool. It’s discouraging to watch such a video by frequently using the 
time-consuming operations of “fast-forward” and “rewind”. Thus, automatic parsing of 
sports videos is highly valued by users, for it not only helps them to save time but also 
gives them with the pleasing feeling of control over content that they watch [3]. 
Moreover, efficient tools are also useful to professional users, such as coaches and 
athletes, who often need them in their training sessions. 
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The task of sports video parsing is similar to creating an index and a table of contents 
for a textbook, which encompasses two subtasks:  

1) Extracting index entries based on semantic annotation; 
2) Constructing a comprehensive structure hierarchy based on content structural 

analysis. 

Most related previous work on sports videos has its focus on semantic annotation 
with shot classification [4, 5], highlight extraction [6, 7], and event detection [5, 8-10]. 
A video shot is referred to as an unbroken sequence of frames recorded from a single 
camera, and usually it is the basic unit in video processing. Based on domain-specific 
feature extraction, such as color, edge, and motion, Neural Networks [4] and Support 
Vector Machines [5] were used to classify shots into predefined categories. In order to 
extract the most interesting segments or highlights of a sports video, the method based 
audio-track analysis [6] and the method by modeling user’s excitement [7] were 
proposed separately. However, the lack of exact semantics is the main drawback in 
those approaches. The end users will almost always like to interact with high-level 
events, such as a serve in tennis, or a goal in soccer. In [8], several high-level events in 
tennis videos were detected by reasoning under the count-line and player location 
information. In [9], they first determined candidate shots in which events are likely to 
take place by extracting keywords from closed caption streams, and then those 
candidates were matched and selected with example image sequences of each event. 
Both the rule-based approach [5] and the statistical-based approach [10] were used to 
infer high-level events by employing context constraints of sports domain knowledge. 
Although significant progress has been made on automatic semantic annotation, it is 
still hard to obtain sufficient accuracy when handing the vast amount of video content 
in real environment. 

Structural analysis is another important issue, which has been mentioned in the 
literature [11, 12]. However, their approaches are restricted to segmenting fundamental 
units such as serve and pitch in tennis, play and break in soccer. In [13], a 
general-purpose approach was proposed which does not require an explicit domain 
model. It adopts the time-constraint clustering algorithm to construct a three-layer 
structure, i.e., shot, group and scene. However, such an unvarying structure 
representation is not suitable for sports videos owing to the lack of the ability to model 
various game structures. Thus, none of the existing work is capable of recognizing the 
hierarchical game structures of sports videos. 

The aim of this paper is to introduce a novel approach to integrate both semantic and 
structural analysis for sports videos parsing with grammars. Different from other 
systems in the literature, we suggest that sports videos could be treated as languages, 
where the sport video parsing system is analogous to a compiler. Our system consists of 
three procedural steps: basic unit segmentation, semantic annotation and syntax 
analysis. Firstly, the raw video stream is segmented into basic units, which are 
equivalent to words in a language. Although there exist different units, such as shots, 
sub-shots, or other predefined segments, we treat the shot as the basic unit due to it’s 
ubiquity in video analysis. Secondly, each basic unit is annotated during semantic 
analysis. This step detects semantic events and assigns tokens indicating these events to 
the basic units. Finally, we utilize context-free grammars to represent the content 
inter-structures of sports videos, because the grammars provide a convenient means for 
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encoding the external rules into the application domain with a parse tree. Based on the 
grammars, we employ the syntax analysis to identify a hierarchical composition of the 
video content. Meanwhile, with the use of the grammars, our system would be able to 
identify misinterpreted shots and to detect errors since automatic analysis based on 
low-level features cannot provide 100% accuracy. To our best knowledge, this study is 
the first attempt to integrate semantic annotation and syntactic analysis for parsing 
sports videos. Experimental results show that our system is effective and easy to use. 
Although we only demonstrate parsing diving competition videos as a case study in this 
paper, the framework can also be applied to other sports videos. 

The rest of the paper is organized as follows. Section 2 presents our approach to 
modeling sport videos. This is followed by a framework for automatic parsing of TV 
diving programs in Section 3. Experimental results are reported in Section 4. Section 5 
concludes the paper. 

2   Modeling Sports Videos 

In many types of sports broadcasting, one can have the following two interesting 
observations. First, each sports game can be represented in a tree structure. For 
example, a tennis game is divided first into sets, then games and serves. A diving game 
contains several rounds, and there are some plays in each round. In order to facilitate 
user access, efficient techniques need to be developed to recognize the tree structure 
from raw video data. 

 

Fig. 1. Examples of events in sports videos: (a) replay events, (b) state events, and (c) target 
events 

Second, there are a number of repetitive domain-specific events in sports videos, 
which are meaningful and significant to users. These events can be classified into three 
groups: replay events, state events and target events (see Fig. 1). In sports videos, 
interesting events are often replayed in slow motion immediately after they occur. We 
call the replay segments as replay events. State events occur when the game state is 
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changed, such as score. Because they typically indicate the beginning and the end of 
structural units, state events are highly correlated with the game structure. Finally, 
target events represent specific objects and their motions in a game, such as shots in 
soccer games or dives in diving competitions. 

Due to a wide variety of video content, it is almost impossible to provide a versatile 
method of event detection, which is able to bridge the gap between the low-level 
features and the high-level semantics. Thus, we have devoted a great deal of attention to 
the application context. Based on our observations from sports videos, we reveal that: 

(1) Replay events typically are sandwiched between specific shot transitions;  
(2) State events are usually accompanied with superimposed captions, which are 

overlapped on the video in the production process to provide information about the 
situation of the game;  

(3) In target events, motion introduced by objects and cameras is much active. 

Based on the above observations, sports video parsing is similar to language 
processing which is based on dictionaries and grammars. In the scope of sports videos, 
the dictionary that we use to annotate shots is a set of domain-specific events, and the 
grammar is a set of rules represented in the form of the tree structure. 

3   A Framework for Parsing Sports Videos 

In this section, we first introduce a framework which provides the system overview and 
then discuss the related algorithms for semantic and structural analysis. To show the 
merit of our approach, we develop a system for parsing TV diving programs as a cast 
study. 

3.1   Overview 

The purpose of this framework is to parse a sport video to construct a semantic index 
and a table of contents based on events. Through the use of the index and the table of 
contents, users will be able to position specific video contents which they are looking 
for. The proposed system, which is a compiler-like, is composed of three phases: shot 
detection, semantic annotation and syntactic analysis. Fig. 2. shows the flowchart of the 
framework. 

First, the raw stream is segmented into a sequence of shots by using automatic shot 
boundary detection techniques. A number of algorithms have been proposed for this 
purpose and we implemented a histogram-based approach, which achieves a 
satisfactory performance for both abrupt and gradual shot transitions [14]. 

Second, shots are recognized as tokens based on semantic event detection. Each 
event is associated with a token. For example, the token “d” represents the dive event in 
diving competitions. After an event is detected, every shot in the event is annotated 
with the token, which can be used as an event-based index. Different event detection 
methods can be integrated into our framework. In this paper, three domain-specific 
approaches are proposed including replay event detection, state event detection and 
target event detection. 
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Fig. 2. Architecture of the system 

Finally, we use the sequence of tokens to construct a tree structure. Every sport game 
has its own rules that are the base that the structure that the game needs to follow. Prior 
to parsing, the syntax of the sports game is described by a context-free grammar. Then 
we exploit compiler techniques to design a parser. Meanwhile, error detection and 
recovery procedures are implemented in the syntactic analysis phase. 

3.2   Semantic Annotation 

In nature, the semantic annotation is the process in which each shot is classified by 
predefined event models. As stated in Section 2, the events are divided into three 
categories: replay events, state events, and target events. 

Replay events are sandwiched between special shot transitions, which usually 
contain logos with special editing effects. We have developed a straightforward 
algorithm for automatic detection of the replay event, which includes the following 
steps: 

1. The pixel-wise intensity distance is measured between the frames in shot 
boundaries and the example logo images at the region where logos typically appear. If 
the distance is below an empirically chosen threshold, then the special shot transition is 
detected; 

2. If the interval between two special transitions is in the range of a possible duration 
for a replay, a replay event is recognized and all shots between the transitions are 
annotated with the replay event. 

State events are normally accompanied by superimposed captions providing 
important information about the status of the game. In a diving competition, there are 
three kinds of state events including “ready”, “score”, and “round end”. “Ready” is the 
event when the player gets ready on the platform or springboard. The superimposed 
text includes player’s name, rank, etc. After that, the player dives into the pool. When 
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the player climbs out the pool, the text box of the score appears which is defined as the 
event “score”. The event “round end” refers to the end of a round associated with a 
scoreboard. Superimposed text in different state events has different layout and 
keywords. In our system, the three types of state events can be detected. 

First, the text (existing in the form of “text blocks”, i.e., a rectangle box that covers a 
line of text) in each frame is detected and obtained by automatic text detection [15]. 
Then we measure the similarity between the frame and the example image of the state 
event. Let F = {f1,…,fn} and G = {g1,…,gm} denote the text blocks in the frame and the 
example image respectively. |f| or |g| is the number of pixels in each text block, and f∩g 
is the set of joint pixels in f and g. In the matching, the similarity is given by 
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If the similarity is beyond a threshold, the frame would be matched with the state event. 
We count the matched frames in a shot, and assign the shot with the token of the state 
event that has the most matched frames. If few frames are matched, the shot doesn’t 
belong to any state event. 

As discussed in Section 2, most of the target events can be well characterized by 
motion. In a diving competition, we are pursuing the “dive” as the target event. In fact, 
it is one shot, in which an athlete dives into the pool from the platform or springboard. 
The camera focuses on the athlete, and at the moment of diving, there is a dominant 
downward camera motion. Therefore, the camera motion can be used as a critical cue. 

In the current version of our system, we use a camera motion detector to recognize 
and model events. For estimating the camera motion between two successive frames, 
we first calculate motion vectors from block-based motion compensation, and then the 
vectors are counted to infer the camera motion. Because the camera usually puts 
athletes at the center of the view in a diving competition, we don’t calculate the motion 
vectors near the center of frames, which could reduce the computational cost as well as 
the false estimation caused by the front objects (i.e. the athletes).  

3.3   Syntactic Analysis 

To introduce the syntactic analysis for sports video parsing is essential for three 
reasons. First, by use it, we can efficiently construct the tree structure based on 
compiler techniques. Second, by describing the knowledge about the game structures 
with grammars, we can separate the domain knowledge from the parsing process. Thus, 
the system is more flexible and can be easily extended. Third, a new facility of error 
handling can be introduced. It also helps users to locate errors in the results of 
automatic parsing, which could make the system more friendly and usable. 
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Table 1. Tokens in a diving game 

Token Category Semantics 
r replay event replay segment 
b state event be ready for a dive 
s state event score 
e state event end of round  
d target event dive 
u undefined shot undefined shot 

 

Once the sports video is annotated with the tokens by the event detection (see Table 
1), we need to identify the structure by the syntactic analysis. The approach used in the 
syntactic analysis is similar to a language compiler, which builds a parse tree from the 
input sequence according to the grammar. Here, the stream of tokens produced by the 
semantic annotation is parsed, and then based on the grammar description to construct 
the table of contents for a specific game. 

We use context-free grammars to describe the syntax of sports games. For example, 
the tree structure of a diving competition (as shown in Fig. 1) can be expressed as 
following: 

S → R | RS 
R → Pe | PR 
P → bdrs 

where S is the start symbol, R means a round which consists of P – the play of each 
diver. We ignore undefined shots as “blanks” between events. If several shots in 
succession are annotated by the same token, the first one is fed to the parser while the 
left one is skipped. By elimination of left factoring, the grammar is translated to the LL 
grammar, and then a predictive parser is used to construct a parse tree. 

Because the tokens recognized by automatic semantic annotation may be inaccurate 
and the actual video content may not be confirmed with the grammar, how to respond to 
errors is another task of the syntactic analysis. In our system, we introduce a new 
facility for error handling. It is particularly useful when the results of automatic parsing 
need to be validated manually. The objectives of our error handling facility includes: 
(1) to report the error occurrence timely and precisely; (2) to recover from an error for 
later analysis; and (3) it should not seriously reduce the speed of normal processing. If 
an error occurs long before it is detected, it is difficult to identify precisely what is the 
nature of the error. For the viable-prefix property, (i.e. an error is detected at the 
moment that the prefix of the input cannot be a prefix of any string of the language), the 
LL method that we used can detect an error as it happens. To recover errors, in general, 
several strategies have been widely accepted and used, including panic model, phase 
level, error production, and global correction. The panic model is used for the 
simplicity and efficiency in our system, where the parser discards the input symbol 
until a designated set of synchronized tokens is found (delimiters as “e”).  
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4   Experimental Results 

Our system has been implemented on a Pentium IV 1.8GHz PC using Java language 
with Java Media Framework API under Windows 2000. To assess and evaluate the 
system, we tested it by parsing diving competition videos with the digitization rate 25 
frames/sec in MPEG format of 352×288 frame resolution. The videos about 4 hours 
come from different competitions and stadiums. The ground truth is labeled manually. 

The experiments carry two objectives. The first is to evaluate the event detection 
based on the semantic annotation. The second is to evaluate the performance of the 
syntactic analysis. 

Table 2. Result of semantic annotation on event level 

Replay Event State Event Target Event  
Precision Recall Precision Recall Precision Recall 

A 100% 100% 100% 93% 70% 75% 
B 100% 100% 100% 92% 74% 63% 
C 100% 100% 99% 91% 82% 97% 
D 97% 99% 99% 79% 69% 81% 
Total 99% 100% 99% 87% 74% 81% 
 

The evaluation for semantic annotation is measured by the precision and recall rates 
for each type of events.  

eventsdetectedofnumber 

events detectedcorrectly  ofnumber 
 precesion =

 

eventsofnumber 

events detectedcorrectly  ofnumber 
  recall =  

From Table 2, our system achieves better performance on replay events and state 
events than on target events. Comparing contents of these three types of event, we 
found that target events are generally different from state events and reply events. We 
believe the reason lies in the large motion variation in the video shots. To enhance the 
performance, more effective features and more powerful statistical models are 
required.  

In our experiments on diving competitions, high-level structure units beyond shots 
include play and round. A play is defined as the segment from the event “ready” to the 
event “score”. A round is the interval between the events “round end”. Unlike [13], in 
which the structure that most people agreed with was used as the ground truth of the 
experiments, our definition and evaluation are more objective. From the results in 
Table 3, it is observed that the proposed approach never made a false detection, but 
tended to miss some high-level units. This is because in the grammar-based syntactic 
analysis, a high-level unit is defined in terms of not only events occurring but also the 
relations between them. Namely, an event may be missed because some events 
associated with it are detected wrong. A more powerful strategy of error recovery may 
resolve this problem. 
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In Table 4, we assess the ability of error detection in the syntactic analysis. The LL 
method is able to detect an error as soon as possible. However, it is always difficult to 
correct the error immediately without manual interruption. In the pane mode of error 
recovery in our system, the parser recovers itself until a synchronizing token is found. 
Due to the interval before the parser gets recovered from an error and is ready for 
detecting the next error, some errors may be missed. In the current system 62% of 
errors are reported. Considering the simple strategy that we adopted, the results are very 
encouraging.  

Table 3. High-level structure construction results 

Play Round  Shots 
Detected Miss False Detected Miss False 

A 356 34 6 0 4 0 0 
B 448 34 6 0 5 0 0 
C 673 49 11 0 5 0 0 
D 850 50 22 0 6 0 0 
Total 2327 167 45 0 20 0 0 

Table 4. Error report in the syntactic analysis 

 Annotation Error Reported Error  Missed Error 
A 29 22 7 
B 28 18 10 
C 28 22 6 
D 80 40 40 
Total 165 102 63 

5   Conclusions 

In this paper, we have proposed a novel framework for video parsing with grammars. 
Motivated by the analogies between languages and sport videos, we introduced 
integrated semantic and structural analysis for sports videos by using compiler 
principles. Video table of contents and indexes based on events provide users with a 
semantic way of finding the content in which they are interested. In addition, the 
grammar enables users to identify errors in the results of automatic parsing, which 
could make the system more friendly and usable. As a case study, a video parsing 
system for TV diving programs has been developed.  

At present, we are extending this framework to other typical sports videos (i.e., 
volleyball, tennis, and basketball). The remaining problems are from two challenges: 1) 
to enhance the event detection, e.g., more audio-visual feature representations and 
machine learning techniques; 2) to extend the grammar-based parser to handle loose 
structure patterns like basketball and soccer, where stochastic grammars may be better. 



 Automatic Parsing of Sports Videos with Grammars 775 

 

References 

1. Ngo, C.W., Zhang, H.J., Pone, T.C.: Recent Advances in Content Based Video Analysis. 
Int. J. Image and Graphics (2001) 

2. Dimitrova, N., Zhang, H.J., Shahraray, B., Sezan, I., Huang, T. Zakhor, A.: Applications of 
Video-Content Analysis and Retrieval. IEEE Multimedia, Vol. 9, No. 4 (2002) 

3. Li, F.C., Gupta, A., Sanocki, E., He, L., Rui, Y.: Browsing Digital Video. Proc. ACM 
Conference on Human Factors in Computing Systems (2000) 169-176 

4. Assfalg, J., Bertini, M., Colombo, C., Bimbo, A.D.: Semantic Annotation of Sports Videos. 
IEEE Multimedia, Vol. 9, No. 2 (2002) 

5. Duan, L.Y., Xu, M., Chua, T.S., Tian, Q., Xu, C.S.: A Mid-level Representation Framework 
for Semantic Sports Video Analysis. Proc. ACM Multimedia (2003) 

6. Rui, Y., Gupta, A., Acero, A.: Automatically Extracting Highlights for TV Baseball 
Programs. Proc. ACM Multimedia (2000) 105-115 

7. Hanjalic, A.: Generic Approach to Highlights Extraction from a Sports Video. Proc. IEEE 
Int. Conf. Image Processing (2003) 

8. Sudhir, G., Lee, J.C.M., Jain, A.K.: Automatic Classification of Tennis Video for 
High-Level Content-Based Retrieval. Proc. IEEE Int. Workshop on Content-Based Access 
of Image and Video Databases (1998) 81-90 

9. Babaguchi, N., Kawai, Y., Kitahashi, T.: Event Based Indexing of Broadcasted Sports 
Video by Intermodal Collaboration. IEEE Trans. Multimedia, Vol. 4, No. 1 (2002) 

10. Xu, G., Ma, Y.F., Zhang, H.J., Yang, S.Q.: A HMM Based Semantic Analysis Framework 
for Sports Game Event Detection. Proc. IEEE Int. Conf. Image Processing (2003) 

11. Zhong , D., Chang,, S.F.: Structure Analysis of Sports Video Using Domain Models. Proc. 
IEEE Int. Conf. Multimedia and Expo (2001) 

12. Xie, L., Chang, S.F., Divakaran, A., Sun, H.: Structure Analysis of Soccer Video with 
Hidden Markov Models. Proc. Int. Conf. Acoustic, Speech, and Signal Processing (2002) 

13. Rui, Y., Huang, T.S., Mehrotra, S.: Constructing Table-of-Content for Videos. Multimedia 
Systems, Vol. 7, No. 5 (1999) 

14. Lienhart, R.: Comparison of Automatic Shot Boundary Detection Algorithm. Proc. SPIE 
Storage and Retrieval for Image and Video Databases (1999) 

15. Zhong, Y., Zhang, H.J., Jain, A.K.: Automatic Caption Localization in Compressed Video. 
IEEE Trans. Pattern Analysis and Machine Intelligence, Vol. 22, No. 4 (2002) 


	Introduction
	Modeling Sports Videos
	A Framework for Parsing Sports Videos
	Overview
	Semantic Annotation
	Syntactic Analysis

	Experimental Results
	Conclusions
	References


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (None)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /ColorConversionStrategy /sRGB
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveEPSInfo true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth 8
  /ColorImageDownsampleThreshold 1.33333
  /EncodeColorImages true
  /ColorImageFilter /FlateEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth 8
  /GrayImageDownsampleThreshold 1.33333
  /EncodeGrayImages true
  /GrayImageFilter /FlateEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /False

  /SyntheticBoldness 1.000000
  /Description <<
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f0072002000680069006700680020007100750061006c0069007400790020007000720069006e00740069006e0067002e000d0028006300290020003200300030003400200053007000720069006e006700650072002d005600650072006c0061006700200047006d0062004800200061006e006400200049006d007000720065007300730065006400200047006d00620048000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e00640065002f007000640066002f000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f0072002000680069006700680020007100750061006c0069007400790020007000720069006e00740069006e0067002e000d0028006300290020003200300030003400200053007000720069006e006700650072002d005600650072006c0061006700200047006d0062004800200061006e006400200049006d007000720065007300730065006400200047006d00620048>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.000 842.000]
>> setpagedevice




