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Preface 

DEXA 2005, the 16th International Conference on Database and Expert Systems 
Applications, was held at the Copenhagen Business School, Copenhagen, Denmark, 
from August 22 to 26, 2005. The success of the DEXA series has partly been due to 
the way in which it has kept abreast of recent developments by spawning specialized 
workshops and conferences each with its own proceedings. In 2005 the DEXA 
programme was co-located with the 7th International Conference on Data 
Warehousing and Knowledge Discovery [DaWaK 2005], the 6th International 
Conference on Electronic Commerce and Web Technologies [EC-Web 2005], the 4th 
International Conference on Electronic Government [EGOV 2005], the 2nd 
International Conference on Trust, Privacy, and Security in Digital Business 
[TrustBus 2005], the 2nd International Conference on Industrial Applications of 
Holonic and Multi-agent Systems [HoloMAS 2005], as well as 19 specialized 
workshops. 

These proceedings are the result of a considerable amount of hard work. Beginning 
with the preparation of submitted papers, the papers went through the reviewing 
process. This process was supported by online discussion between the reviewers to 
determine the final conference program. The authors of accepted papers revised their 
manuscripts to produce this fine collection. DEXA 2005 received 390 submissions, 
and from those the Program Committee selected the 92 papers in these proceedings. 
This year the reviewing process generated more than 1000 referee reports. The hard 
work of the authors, the referees and the Program Committee is gratefully 
acknowledged. 

Profound thanks go to those institutions that actively supported this conference and 
made it possible. These are: 

• Copenhagen Business School 
• Danish Ministry of Science, Technology and Innovation 
• DEXA Association 
• Austrian Computer Society 
• Research Institute for Applied Knowledge Processing (FAW) 

The success and reputation of the DEXA series and DEXA 2005 would not have 
been possible without a high level of organization. Our thanks go to Andreas Dreiling 
(FAW, University of Linz) and Monika Neubauer (FAW, University of Linz). And 
our special thanks go to Gabriela Wagner, manager of the DEXA organization, and 
manager of the whole DEXA 2005 event. The editors express their great appreciation 
for her tireless dedication over the past 16 years which has established the high 
reputation that DEXA enjoys today, and made DEXA 2005 a major event. 
 
 
June 2005  John Debenham 

Roland R. Wagner 
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Detecting Semantically Correct Changes to Relevant Unordered Hidden
Web Data

Vladimir Kovalev, Sourav S. Bhowmick . . . . . . . . . . . . . . . . . . . . . . . . . . . 395

Design for All in Information Technology: A Universal Concern
Jenny Darzentas, Klaus Miesenberger . . . . . . . . . . . . . . . . . . . . . . . . . . . . 406

An Efficient Scheme of Update Robust XML Numbering with XML to
Relational Mapping

Hyunchul Kang, Young-Hyun Kim . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 421

On Maintaining XML Linking Integrity During Update
Eric Pardede, J. Wenny Rahayu, David Taniar . . . . . . . . . . . . . . . . . . . . 431

On the Midpoint of a Set of XML Documents
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Abstract. This work deals with the design of Loose Inter-Organizational 
Workflow (IOW). Loose IOW refers to occasional cooperation, free of 
structural constraints, where the partners involved and their number are not pre 
defined. We show that the design of Loose IOW application is very complex 
due to three factors: (i) the heterogeneity and distribution of the component 
processes, the organizations and the information (ii) the autonomy of each 
partner, which must be preserved (iii) the need to integrate in a coherent 
framework the three dimensions of a workflow: process, information and 
organization. One possible way to deal with this complexity, and to ease loose 
IOW applications design, is to use a well known software engineering principle: 
the separation of aspects, which aims at decomposing a system in 
communicating sub systems, each one coping with a relevant abstraction that 
requires a model to be structured and described. Following this practice, a loose 
IOW application must be though as three communicating models: an 
informational model, an organizational model and a process model. The first 
two models are represented with UML class's diagram, while the last model is 
described with Petri Nets with Objects (PNO), which are a formal language, 
have a very adequate expressive power and make the glue between the three 
workflow dimensions. We illustrate our solution through the well-known 
“reviewing papers” case study. 

1   Introduction 

Inter-organizational Workflow Context. Inter-Organizational Workflow (IOW for 
short) is a current research problematic, which investigates the cooperation of several 
distributed, autonomous and heterogeneous business processes [1] [2]. We mean by 
cooperation the gathering of business processes and the sharing of resources 
(information, human and machine) between the component organizations in order to 
achieve a common global goal. 
IOW can be studied in the context of two following distinctive scenarios: loose IOW 
and tight IOW [3]. In this work, we focus on loose IOW which refers to occasional 
cooperation between organizations, free of structural constraints, where the 
organizations involved and their number are not pre-defined but should be selected at 
run time in an opportunistic way. 
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The design of loose IOW application is very complex. This complexity is mainly due 
to three factors:  

- The heterogeneity and distribution of the component processes, the organizations 
and the information since IOW supports the cooperation between business 
processes running in different organizations.  Naturally, these organizations do not 
share the same information and do not have necessary the same capacities. 
Regarding the heterogeneity of processes, the same service can be provided by 
two different organizations according to processes which differ by their quality, 
their duration or the number of stages they require.  

- The autonomy of each partner must be preserved. First, each partner participating 
in an IOW should be able to decide by itself, the conditions of the cooperation i.e. 
when, how and with whom it cooperates. Second, each partner may prefer publish 
the interface of its process rather than its detail (implementation). 

- The need to integrate in a coherent framework the three related dimensions of a 
workflow (process, information and organization). Indeed, a workflow process is 
made of a set of coordinated tasks, each one uses and produces information and is 
performed by an actor (human or machine) of the organization. 

Most of the works concerning IOW [1][2] only focus on the process dimension by 
providing interaction models to support distributed execution of component 
processes. These works do not make really the glue between the three-workflow 
dimensions.  

The problem being addressed in this paper is “how to design a loose IOW 
application considering the three main dimensions (organization, information and 
processes) in a coherent framework”. One possible way to take into account these 
different dimensions and to deal with their complexity is to use a well known 
software engineering principle [4]: the separation of aspects, which aims at 
decomposing a system in communicating sub systems, each one coping with a 
relevant abstraction that requires a model to be structured and described. Following 
this practice, a loose IOW application must be though as three communicating 
models: an informational model, an organizational model and a process model. They 
are described below. 

- The informational model (IM) describes the forms, documents, data that are used 
and produced by a workflow. 

- The organizational model (OM) has two objectives. First, it structures actors in 
classes sharing the same features. A class is called role when it comprises actors 
having the same capabilities, and an organizational unit for actors belonging to a 
some organization structure. Second the organizational model attributes to each 
actor authorization to perform tasks. Roles and organizational Units are 
abstraction that can be used to define business processes without referring 
explicitly to the individual actors in a workflow, but rather to the capacity they 
must have. 

The process model (PM) defines the component tasks, their coordination, and the 
information and actors involved in each task. This model refers to both the 
organizational model, which defines and organizes the set of potential actors, and the 
informational model, which allows access to the objects to be processed. To describe a 
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process model we need a Process Description Language (PDL). Unfortunately, some 
PDLs define tasks at a low level detail, as the process to be executed, and do not 
provide abstractions to design and simulate the model. Conversely, other languages 
define tasks at a very high level, as a goal to be reached, and do not provide an 
operational semantics. The ideal language would be one with a very large expressive 
power to describe the three models (information, organization and process) in a 
uniform way, to provide an operational semantics and to define tasks at a very high 
level. 

Our solution is based on the following principles: 

- The separation of aspects, which introduces an original way to decompose a system 
in communicating sub systems, thus offering new reuse opportunities and easing 
software maintenance and evolution.  

- The use of PNO, which is an appropriate PDL to formally describe processes 
referencing the organizational and informational models.  

We illustrate our solution through the well-known “reviewing papers” case study (see 
table 1). 

Table 1. The reviewing papers case study 

We consider a distributed version of the well-known  “reviewing papers” case study.  
The chairman receives papers from authors and then registers, codifies and classifies 
them by topics. According to this classification, he elaborates one or several call for 
reviewers in a public and well known electronic space. After receiving bids from 
potential reviewers, he selects some of them to constitute his Program Committee 
(PC).  
Then, he distributes the papers to be evaluated and the review form to the PC 
members.  After receiving all the review reports from the PC members, the chairman 
synthesizes these reports and elaborates two lists, one for the accepted papers and the 
other one for the rejected papers and finally, he informs each author.    
This case study is inspired from the ACM Special Track on Coordination [5], and can 
be seen as a loose IOW since its actors (authors, chairman and reviewers) are 
distributed in different organizations (laboratories, enterprises or universities) and as 
we have described above, reviewers are recruited dynamically by the chairman. 
Moreover, each reviewer may have its own reviewing process. For example, some of 
them could delegate the reviewing to colleagues, while others will review all the 
papers by them self.  

Organization of the paper. The remainder of this paper is organized as follows. 
Section 2 briefly introduces PNO formalism as an appropriate language for modeling 
processes and justifies why we use this formalism. Section 3 models the case study 
through three communicating models (OM, IM and PM). The IM is based on 
ontology to solve information heterogeneity. The OM is based on an original 
component “a Matchmaker” in charge of connecting dynamically partners. The PM 
is based on PNO formalism, which enable the description and the coordination of the 
component processes while referencing the two previous models. Section 4 briefly 
discuses the related works and concludes the paper. 
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2   Petri Nets with Objects 

2.1   What Are Petri Nets with Objects? 

Petri Nets with Objects (PNO) [6] are a formalism combining coherently Petri nets 
(PN) technology and Object-Oriented (OO) approach. While PN are very suitable to 
express the dynamic behavior of a system, OO approach enables the modeling and the 
structuring of its active (actor) and passive (information) entities. In a conventional 
PN, tokens are atomic and indissociable, whereas they are objects in a PNO. As any 
PN, a PNO is made up of places, arcs and transitions, but in PNO, they are labeled 
with inscriptions referring to the handled objects. More precisely, a PNO features the 
following additive characteristics:  

- Places are typed. The type of a place is a (list of) type of some object-oriented 
sequential languages. A token is a value matching the type of a place such as a (list 
of) constant (e.g. 2 or ‘hello’), an instance of an object class, or a reference towards 
such an instance. The value of a place is a set of tokens it contains. At any moment, 
the state of the net, or its marking is defined by the distribution of tokens onto 
places. A transition is connected to places by oriented arcs as it aims at changing 
the net state, i.e. the location and value of tokens.  

- Arcs are labeled with parameters. Each arc is labeled with a (list of) variable of the 
same type, as the place the arc is connected to. The variables on the arcs 
surrounding a transition serve as formal parameters of that transition and define the 
flow of tokens from input to output places. Arcs from places to a transition 
determine the enabling condition of the transition: a transition may occur (or is 
enabled) if there exists a binding of its input variables with tokens lying in its input 
places. The occurrence of an enabled transition changes the marking of its 
surrounding places: tokens bound to input variables are removed from input places, 
and tokens are put into output places according to variables labeling output arcs.  

- Each Transition is a complex structure made up of three components: a 
precondition, an action and emission rules. A transition may be guarded by a 
precondition, i.e. a side-effect free Boolean expression involving input variables. In 
this case, the transition is enabled by a binding only if this binding evaluates the 
precondition to true. Preconditions allow for the fact that the enabling of a 
transition depends on the location of tokens and also on their value. Most 
transitions also include an action, which consists in a piece of code in which 
transition’s variables may appear and object methods be invoked. This action is 
executed at each occurrence of the transition and it processes the values of tokens. 
Finally, a transition may include a set of emission rules i.e. side-effect free Boolean 
expressions that determine the output arcs that are actually activated after the 
execution of the action.  

Figure 1 gives an example of a PNO describing a simple task registering of paper, given 
the paper, call for paper, an available author and the Chairman in charge of registering 
the paper. This PNO is composed of a transition, four input places and two output 
places. Each place is typed with one of the four following object classes: <Call for 
paper>, <Paper>, <Author> and <Chairman >. Each input place contains a token 
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CFP

A

Selected Call for paper
<Call for paper>

Submitted paper
<Paper>

P

Available Author
<Author>

Ch

Available Chairman
<Chairman>

R =Ch.Register_Paper (P)

(CFP.Deadline <Date())

Success
<Result>

Fail
<Result>

Registering of paper
Pre-condition

Action
Emission Rules

R R

R <> null R=null

Title:---
Abstract: ---
Keywords:---
Content:---

ConferenceName:---
Deadline:---
Topics:---,---,---
Location:---

Name:---
Affiliation: ----
Submit_Paper (---):Result

Name:---
Affiliation:---
Register_Paper(---):Result

 

Fig. 1. Example of a PNO 

whose value is indicated by a comment linked to it by an arrow. From left to right, the 
first two input places called submitted paper and selected call for paper contain one 
token corresponding respectively to a paper and a call for paper. The object class 
<Paper> has four attributes {Title, Abstract, Keywords, Content} and the object class 
<Call for paper> has four attributes {ConferenceName, Deadline, Topics, Location}. 
Let us also remark that the <Paper> and <Call for paper> object classes refer to 
informational model. The second two input places called Available Chairman and 
Available Author contain also one token corresponding respectively to a Chairman and 
an Author. The class object <Chairman > has two attributes {Name, Affiliation}, 
features a method {Register_Paper} and the <Author> object class, has two attributes 
{Name, Affiliation}, features a method {Submit_Paper}. Both object classes refer to 
organizational model. Now let us consider the transition registering of paper. It has a 
precondition (CFP.Deadline<Date())which indicates that the submission date must not 
exceed the actually date. If this precondition is satisfied, the action is executed and the 
Chairman is asked to execute the Register_Paper method. According to the result R, 
returned by this method, the emission rules will direct the process through one path or 
another. If the registering of paper is ok, the result R is not null and then a token is put 
in the Success output place. In the other case, a token is put in the Fail output place 

2.2   Motivations for Using Petri Nets with Objects 

Advantages of PN in Workflow Context. Petri Nets are widely used for workflow 
modeling [7]. Several good reasons justify their use: 

- An appropriate expressive power that allows the clear and precise description of 
the different tasks involved in a process and their coordination. The main workflow 
control patterns [8] (e.g. sequence, parallel, split, join…) can be described by Petri 
Nets.  

- A graphical representation that eases the process definition. 
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- An operational semantics enabling an easy mapping from specification to 
implementation.  

- Theoretical foundations allowing analysis and verification of behavioral properties 
and performance evaluation. Numerous techniques with associated tools are 
available as varied as algebraic techniques, graph analysis and simulation.  

Advantages of PNO in Workflow Context. Conventional Petri nets focus on the 
process definition and do not capture the organizational and the informational 
dimensions of a workflow. As we have mentioned it in the previous section, Petri nets 
with Objects extend classical Petri nets by integrating high-level data structure 
represented as objects and therefore provide the possibility to integrate in a coherent 
way the two dimensions missing in conventional Petri nets. Thus, using PNO, actors of 
the organizational model are directly represented as objects and they may be invoked 
through methods in the action part of a transition. In the same way, data and documents 
of the informational model are also represented by objects flowing in the PNO and 
transformed by transitions. 

Advantages of PNO in IOW Context. PNO provides two mechanisms to support 
process interoperability. Interaction with other external processes can be modeled with 
additional (called connection) places. Input places can represent localizations where 
partners are asked to put typed information while output places represent localizations 
where typed information are made available for partners. This mechanism does not 
require to know the identity of the partner and the detail of their process. In this case, 
the autonomy of each partner is preserved. Regarding, the interaction with a priori 
known software components (matchmaker, …), it can be modeled by directly invoking 
them in the action part of a transition. The use of a matchmaker is very useful in the 
context of loose IOW since it helps to dynamically connect distributed partners. 

3   Modelization of the Case Study 

The purpose of this section is to present our solution of the well-known “reviewing 
papers” case study. Our solution is made of three communicating models, namely the 
informational, organizational and process models.  

3.1   The Informational Model  

As we have mentioned in section 1, the loose IOW context corresponds to a situation 
where the identities of partners and their processes are not known a priori and 
consequently the informational model can not be described fully. To solve this 
problem, we propose the use of an ontology. This ontology describes the common 
vocabulary (or main concepts) of the domain being considered, and partners (reviewers 
and chairman in our case) are supposed to adhere to this common ontology in order to 
cooperate. As shown by [9], an ontology can be support for solving data semantic 
interoperability between partners. 

Our informational model describes the structure of two types of information: 
documents and data. The documents can be classified in two great classes: Manuscript 
and Electronic.  
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-id_doc

Document

-id_data

Dataexploites

1..*

1..*

Manuscript Document Electronic Document

-author code
-remaks
-note
-final decision

Review synthesis

-author name
-author code
-paper title

Secret

-paper title
-author name
-author affiliation

List

List of accepted papers List of rejected papers

-conference name
-topics
-submission deadline
-location

Call for paper

-paper title
-author(s) name(s)
-author(s) affiliation(s)
-keywords
-abstract
-content

Paper

Full Paper Short Paper

-author code
-remarks
-note

Review report

-service name
-textDescription
-inputs
-outputs
-preconditions
-postconditions
-quality of service

Form

-providername

Offer Form

-requestername

Request Form

3

 

Fig. 2. Informational model: the ontology of the reviewing papers case study 

The manuscripts documents are the following:  

- Secret, which is produced by the chairman for codifying and decodifying papers 
when we consider anonymous authors; 

- List of accepted papers, which is produced by the chairman for mentioning the 
accepted papers including the author’s names and their affiliations. 

- List of rejected papers, which is also produced by the chairman for mentioning the 
rejected papers including the author’s names and their affiliations. 

- Review synthesis, which is produced by the chairman and corresponds to an 
aggregation of a set of review reports.   

- The electronics documents are the following: 
- Paper, which is submitted by the author to the conference; 
- Review report, which is filled by an anonymous reviewer containing his remarks 

and his evaluation note.  
- Call for paper, which is produced by the Program Organization Chair and 

contains the necessary information about the conference such as submission 
deadline, categories of papers, topics and so on. 

- Request form (or call for reviewers), which is used by the chairman in order to 
express its needs for reviewer recruiting; 

- Offer form (or bid), which is used by the reviewer in order to describe its 
capabilities for reviewing papers.  

These documents also exploit data which can be structured in information sources. 
The following figure gives an overview of our informational model described by 
means of UML class’s diagram (see figure 2). 

3.2   The Organizational Model  

Our organizational model is based on the Agent-Group-Role Meta model (AGR for 
short) suggested by [10]. This meta model is one of the frameworks proposed to 
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define the organizational dimension of a multi-agent system, and it is well appropriate 
to the IOW context. Several reasons justify the interest of this meta model: (i) it eases 
security: what happens in a group cannot be viewed from agents that do not belong to 
that group. (ii) adding dynamically a software component into the kernel of the 
application is easy because creating a new group or playing a new role may be seen as 
a plug-in process when a software component is integrated into an application. (iii) it 
supports coherent exchange because a role describes the constraints (obligations, 
requirements, skills) that an agent should satisfy to obtain a role. Moreover, our 
organizational model extends classical organizational models [11] by adding an 
original component called “Matchmaker” as it is presented in [12]. This component is 
very useful in the context of loose IOW since it helps to connect a requester (for 
instance chairman) to a provider one (for instance reviewer). More precisely, our 
organizational model is organized around the following components: 

- Three types of groups: Program Committee, Authors and Matchmakers. 
- Two types of agents: performer or non-performer. 
- Four roles: Author (if the paper is co-authored, the corresponding author is the 

first in the list); Chairman; Reviewer and Matchmaker. 

The following figure gives an overview of our organizational model by means of 
UML class’s diagram (see figure 3). 

-name
-address

Group

-name
-address

Agent

-name
-type

Roles

Matchmakers Program Committe Authors

Is member

Is defined for

handles

1

1..*

1..*

1..*1..*

1..*
Non Performer

Performer

-name

Action

-goal

Task
-name
-goal

process

executes 0..*
0..*

1..*

-id-info

Information

exploites

1..*

1..*

+submit()

Author

+register()
+codify()
+decodify()
+classify()
+fill()
+prepare()
+find()
+attribute()

Chairman

+notify()
+advertise()
+delegate()

reviewer

+publish()
+response()

matchmaker

communicates 1..*

1..*
cooperates

0..*
advertises

find

1..*

cooperates

 

Fig. 3. Organizational model based on AGR meta model 
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Remark 1. Since we are in loose context, all potential partners are not known. To 
solve this difficulty, we propose the use of the notion of role seen as an abstraction 
that can be used without referring explicitly to the individual actors in a workflow but 
rather to the capacity they must have. 

Remark 2. In our case study, we have only one matchmaker, which is specialized in 
the conference organization domain.  

3.3   The Process Model  

The reviewing papers process is made of several coordinated tasks and described with 
a PNO (see figure 4). In this figure, the left hand side net corresponds to the behavior 
of the chairman. In the middle, the transition in “grey” represents the behavior of the 
matchmaker, and on the right hand side net we have the behavior of a potential 
reviewer. Let us detail the tasks (transitions) composing the process: 

1. Registering of paper by the chairman consists in entering and saving the 
different components of a paper (e.g. the author(s), received date, keywords etc) 
submitted by the author. 

2. Codifying of paper by the chairman consists in deleting author (s) name (s) of 
already registered paper, and creating a secret document containing the 
attributed code for author(s), which helps the chairman after receiving review 
reports to decodify papers. 

3. Classifying of paper by the chairman consists in gathering the anonymous paper 
by topic. 

4. Finding reviewers consists in publishing requests (or call for reviewers) 
according to a precise and clear format. This publication by the chairman with 
destination for the matchmaker; each request form clearly describes the 
capabilities of the required reviewers. The role of the matchmaker is first to 
select the best partners and then to return the identities of partners to the 
chairman. We assume that the chairman and the reviewer share the same form 
(see the informational model in section 3.1) in order to facilitate the matching 
process. 

5. Attributing of paper by the chairman consists in assigning a set of reviewers to a 
paper. 

6. Evaluating of papers consists in judging papers by the assigned reviewers. Each 
evaluation is the review report filled by the corresponding reviewer. Moreover, 
each reviewer may have its own reviewing process as we have mentioned it in 
table 1. In this way, we represent the transition “Evaluating of papers” as a 
“black box” for the others partners. 

7. Collecting and summarizing review reports by the chairman consists in erasing 
the anonymous mentioning off the review report and preparing a review 
synthesis. 

8. Preparing two lists by the chairman consists in producing i) a document called 
"list of accepted papers" making appear the list of accepted papers as well as the 
authors and ii) a document called “list of rejected papers” containing the same 
information. 

Remark 3. The places correspond to classes of the informational model and the 
organizational model. 
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Remark 4. To solve the distribution of component processes, we use two mechanisms: 
connection places (in black in the figure) and a Matchmaker in “grey”.  

Remark 5. For clarity reason, we do not give the detail of each transition. 
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Fig. 4. Modelization of process model by means of Petri Nets with Objects 
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4   Discussion and Conclusion 

The design of loose IOW remains insufficiently addressed. Existing propositions in 
the literature are rather dedicated to tight IOW ([13], [14] and [15]), and they do not 
really make the glue between the workflow dimensions i.e. information, organization 
and process. Theses works only focus on the process dimension by providing 
interaction models to support distributed execution of component processes. For 
instance, [13] only focuses on execution aspect of processes by proposing Web 
services based architecture to support dynamic inter-organizational business 
processes, and it does not concentrate on design aspect of processes. [14] only 
proposes a model supporting dynamic heterogeneous workflow process 
interconnection. Even if [15] deals with the design and execution aspects of 
processes, the resulting language “YAWL” -which extends Petri Nets with some 
additional patterns-, does not make the glue between the three-workflow dimensions. 
We believe our solution is currently unique in trying to take into account the three 
dimensions of a workflow in a coherent framework. This is made possible thanks to 
the use of Petri Nets with Objects formalism. 

In this paper, we have presented a solution based on an approach the separation of 
aspects, and a formalism the Petri Nets with Objects (PNO) for the design of loose 
IOW. To better illustrate our solution, we have chosen the well-known “reviewing 
papers” case study. During the design of loose IOW, we have taken into account its 
three specifics features, namely the distribution, the autonomy and the heterogeneity. 
Regarding the distribution, we have integrated in the organizational and process 
models an original component called “Matchmaker” in charge of connecting 
dynamically distributed partners. Moreover, thanks to additional places (called 
connection places) provided by PNO formalism, it’s possible to compose and 
coordinate components processes. Regarding the autonomy, we have added the 
concept of role in the organizational model, which can be considered as an 
abstraction, which does not refer explicitly to the individual actors but rather to the 
capacity they must have. Doing so, the workflow initiator does not have to know the 
potential partners and each partner can keep its internal structure private. Regarding 
the heterogeneity, we have used an ontology enabling the informational model 
description and data semantic conflict solving.  

Our solution forms the basis of a method for the design of Loose IOW 
applications. It can be organized around three steps: 

- Step1. Creation of the informational model. We must identify the universe of 
discourse i.e. the business domain. We use or we create an ontology of this 
domain to which the partner could adhere. Then the informational model can be 
built as it is a sub-set of this ontology. 

- Step2. Description of the organizational model. We instantiate the AGR meta 
model which structures organizations participating in IOW in terms of Agents, 
Groups and Roles. To connect dynamically distributed partners, the organizational 
model must integrate mediator agents. The potential partners, not known at design 
time, are described through roles.  

- Step3. Description of the process model. Once the informational and the 
organizational models are described, we describe the process model as a Petri-Net 
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with Objects. While some transitions correspond to local tasks, other transitions 
correspond to tasks to be sub-contracted. In this last case, the corresponding 
transitions must include an invocation method to call the mediator in charge of 
finding a partner, and input and output places to respectively provide information 
and receive result. The links with the two previous models are guaranteed by the 
two principles: i) The types of the places are classes of the informational or 
organizational models ii) actions inside transitions are methods of these classes. 
Once defined, the process model can be simulated, checked and validated. Our 
case study has been implemented in a simulator called MatchFlow [12] whose 
objective is to connect workflow service requesters (for instance chairman in our 
case) to workflow service providers (for instance reviewer in our case). 
MatchFlow implements the three-workflow dimensions. As future work, we plan 
to derive OWL-S specification [16] from PNO, which is considered as an 
appropriate language for Web Workflow Service description allowing providers to 
publish their capabilities and requesters to express their needs. 
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Abstract. Workflow management systems (WFMS) coordinate execution of log-
ically related multiple tasks in an organization. Such coordination is achieved
through dependencies that are specified between the tasks of a workflow. Of-
ten times preventive measures are not enough and a workflow may be subjected
to malicious attacks. Traditional workflow recovery mechanisms do not address
how to recover from malicious attacks. Database survivability techniques do not
work for workflow because tasks in a workflow have dependencies that are not
present in traditional transaction processing systems. In this paper, we present an
algorithm that shows how we can assess and repair the effects of damage caused
by malicious tasks. Our algorithm focuses not only on restoring the consistency
of data items by removing the effects of malicious tasks but also takes appropriate
actions to ensure the satisfaction of task dependencies among all the committed
tasks.

1 Introduction

Workflow management systems (WFMS) are responsible for coordinating the execution
of multiple logically related tasks performed by an organization. Since vulnerabilities
cannot be completely removed from a system and preventive measures sometimes fail,
a workflow may be subject to malicious attacks. A malicious attacker may create an il-
legal task or corrupt a task in a workflow to gain some personal benefits. This malicious
task would possibly corrupt data items accessed by some benevolent tasks, or it may
trigger some other tasks in this workflow due to the existence of intra-task dependen-
cies in the workflow. Further, tasks that are dependent upon this malicious task can, in
turn, corrupt other data items and affect other tasks. The process may continue and the
damage can spread in a short span of time. In this paper we present an algorithm that
shows how a workflow can detect and recover from such malicious attacks.

Recovering from malicious attacks have been investigated in the context of database
systems. In such systems, a transaction executed by a malicious user might corrupt some
data item. Other transactions reading from this data item and writing on other data items
help spread the damage. Ammann et al. [1] have proposed techniques for assessing
and repairing such damage. Their techniques involve parsing the database log to check
which transactions were affected by malicious transaction and undoing and redoing
the affected transactions. Panda et al. [7] have also proposed a number of algorithms
on damage assessment and repair; some of these store the dependency information in

K.V. Andersen, J. Debenham, and R. Wagner (Eds.): DEXA 2005, LNCS 3588, pp. 14–23, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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separate structures so that the log does not have to be traversed for damage assessment
and repair.

Techniques for damage assessment and recovery in database systems are not ade-
quate for workflows. This is because transactions in a database are independent entities.
The only way in which one transaction depends on another is through read-write depen-
dencies. A workflow consists of tasks that have control-flow and data-flow dependen-
cies specified among them, in addition to read-write dependencies. These dependencies
ensure the proper co-ordination and execution of tasks in a workflow. The presence of
these dependencies requires new techniques for damage assessment and recovery. In
this paper, we propose one such technique.

A naive solution undoes the workflow with malicious tasks and the other workflows
that have executed after it, and then re-executes these other workflows again. Our solu-
tion tries to improve upon this by minimizing the number of other workflows that need
to be undone and re-executed. We take into account the nature of the dependencies
that exist between the tasks of a workflow when we are doing damage assessment. The
dependencies enable us to find out which specific tasks of the other workflows are af-
fected. We undo these affected tasks only and re-execute them. Minimizing the number
of tasks that are undone and re-executed speeds up the damage recovery process.

The remainder of the paper is organized as follows. Section 2 discusses related
works in this area. Section 3 presents our definition of workflow and the various types
of dependencies that exists in a workflow. Section 4 enumerates the information re-
quired and the assumptions in our recovery algorithm. Section 5 presents the workflow
recovery algorithm. Section 6 concludes the paper with pointers to future works.

2 Related Works

Although a lot of research appears in workflow, we focus our attention to those
discussing workflow dependencies, workflow recovery and workflow survivability.
Eder and Liebhart [4] classify workflow as document-oriented workflow and process-
oriented workflow, identify potential different types of failure, and discuss some possi-
ble recovery mechanisms. All these concepts are used to achieve one goal, which is to
restore the most recent consistent process state after a failure, so that as little as possible
long-duration work is lost and process execution can continue.

The FlowBack model [6] discusses the use of compensation for partial backward
recovery of workflows. When user wants to abort the original process, the compen-
sation process will be executed. The FlowBack prototype focuses on the flow control
between tasks in the case of semantic failure but this flow control is ensured manually.
The authors state that the compensation process can be very complex, because it must
consider all the paths leading from each task in a workflow. Many tasks cannot be com-
pensated due to the semantics of applications. Moreover, the compensation process is
not transparent to the user.

Survivability has received attention in the database context. Ammann et al. propose
a two pass repair algorithm for traditional database systems in their paper [1]. The
static algorithm composes of two passes. Pass one scans the log forward from the entry
where the first malicious task starts to locate every malicious and suspect tasks. Pass two
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goes backward from the end of the log to undo all malicious and suspect tasks. They
also proposed a dynamic repair algorithm. Their paper focuses on the purely syntactic
information about the interleaving of read and write operations. Their algorithms cannot
be applied to workflow systems having control flow and data flow dependencies.

Gore and Ghosh [5] discuss the recovery and rollback problem in distributed ex-
tended transactions. They propose a solution to the recovery problem using partial roll-
backs. In the proposed model, the transactions communicate and collaborate only by
exchanging messages. These messages are stored in message logs and message tables
which are used extensively during recovery. The drawback of this approach is that it
is not general – it is based on specialized log structures. Moreover, the authors do not
address the issue of transaction dependencies in this paper.

Yu, Liu and Zang [8] describe an algorithm for on-line attack recovery of work-
flows. The algorithm tries to build the list of redo and undo tasks, after an independent
Intrusion Detection System reports malicious tasks. They also relax the restriction of
executing order that exist in an attack recovery system; they introduced multi-version
data objects to reduce unnecessary blocks in order to reduce degradation of performance
in recovery. The authors in this paper treat all types of control-flow dependencies in the
same manner. In our paper, we show that the different types of control-flow dependen-
cies require different treatment for recovery. Our algorithm takes into account the type
of dependencies in performing recovery from malicious attacks.

3 Our Workflow Model

In our model, a “workflow” is a set of tasks with dependencies specified among them
that achieve some business objective. Formally, a workflow Wi =< T,D,C > where
T is the set of tasks in the workflow Wi, D is the set of dependencies, and C is the
set of completion sets in T . A workflow Wi is said to be completed if all the tasks in
anyone completion set are committed and all other tasks are either in an unscheduled or
aborted state. We assume that each task in a workflow is a transaction as per the standard
transaction processing model [2]. A task Ti j, which belongs to a specific workflow Wi,
consists of a set of data operations (read or write) and task primitives; the begin, commit
and abort primitives are denoted by bi j, ci j, and ai j respectively. A task Ti j can be in any
of the following states: unscheduled (uni j), initiation (ini j), execution (exi j), prepare
(pri j)(means prepare to commit), committed (cmi j) and aborted (abi j). Execution of
task primitives causes a task to change its state. Detailed state transition diagrams are
shown in 1.

In order to properly coordinate the different tasks in a workflow system, dependen-
cies are specified on task primitives, task operations, and task input/outputs. We refer
to these different kinds of dependencies as task dependencies. The only kind of inter-
workflow dependency we consider is read-write dependency. Between tasks of the same
workflow we can have read-write dependency as well as control-flow dependencies, and
data-flow dependencies.

A control-flow dependency specified between a pair of tasks Ti j and Tik expresses
how the execution of primitives (begin, abort and commit) of task Ti j relates to the ex-
ecution of the primitives (begin, abort and commit) of another task Tik. we give some
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Fig. 1. States of Task Ti j

typical control-flow dependencies found in workflows. For a complete list of task de-
pendencies, we refer the interested readers to the work by Chrysanthis 1991 [3].

[Commit dependency](Ti j →c Tik): If both Ti j and Tik commit then the commitment
of Ti j precedes the commitment of Tik.

[Strong commit dependency](Ti j →sc Tik): If Ti j commits then Tik must commits.
[Abort dependency](Ti j →a Tik): Tik must abort if Ti j aborts.
[Termination dependency](Ti j →t Tik): Tik cannot commit/abort until Ti j com-

mits/aborts.
[Force-commit-on-abort dependency](Ti j → f ca Tik): Tik must commit if Ti j aborts.
[Exclusion Dependency](Ti j →ex Tik): if Ti j commits and Tik has begun executing,

then Tik must abort.
[Begin dependency](Ti j →b Tik): Tik cannot begin until Ti j has begun.
[Begin-on-commit/abort dependency](Ti j →bc/ba Tik): Tik cannot begin until Ti j

commits/aborts.
[Force begin-on-begin/commit/abort/terminate dependency] (Ti j → f bb/ f bc/ f ba/ f bt

Tik) : Tik must begin if Ti j begins/commits/aborts/terminates.

Task Ti j is data-flow dependent upon task Tik in a workflow, denoted by Tik →d f Ti j.
if there exists a data item x which is an input data item for task Ti j and an output data
item of task Tik, task Ti j accept x as an input from task Tik, and both tasks belong to the
same workflow. Note that if there is a data-flow dependency between task Tik and Ti j,
there will also be a control flow dependency of the form begin-on-commit between the
two tasks. This is because for the output of Tik to be available to Ti j, Tik must commit
before Ti j starts execution. So we do not consider data-flow dependencies separately
while performing recovery.

A task Ti j is read-write dependent upon task Tkl if there exists a data item x such
that: (i) Ti j reads x after Tkl has updated x, Tkl does not abort after Ti j reads x, and, (ii)
if any Tpq updates x after Tkl has updated x but before Ti j reads it, then Tpq is aborted.

Example 1. Workflow W1 consists of a set of tasks T = {T10,T11,T12,T13,T14,T15}.
Each task performs a work: T10 – Make a car reservation from Company B; T11 – Re-
serve a ticket on Airlines A; T12 – Purchasing the Airlines A ticket; T13 – Canceling
the reservation; T14 – Reserving a room in Resort C; T15 – Cancel the car reserva-
tion. The set of task dependencies D include: control-flow dependencies { T14 →a T10,
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Fig. 2. Tasks and Dependencies in Workflow given in Example 1

T11 →bc T12, T11 →bc T13, T12 →ex T13, T14 →a T12, T10 →bc T15}, data Flow dependen-
cies { T10 →d f T15, T11 →d f T12, T11 →d f T13}, read-write Dependencies { T14 →rw T10,
T14 →rw T12}, As shown in this example, the three kinds of dependencies can co-exist in
a workflow. The workflow can have several completion sets. Some possible completion
sets are {T14,T10}, {T14,T11,T12}, {T14,T13}, {T10,T15} and {T14,T11,T13}.

4 Information Needed by the Repair Algorithm

Workflow repair is much more complex than the recovery in traditional transaction pro-
cessing system. The repair process will need to know the state of the workflow after
some malicious attacks (damage assessment) and it will also need to know the actions
needed to perform the recovery. The specific actions to be taken depends on the structure
of the workflow, that is, the dependencies associated with the workflow. The structure of
the workflow can be obtained from the workflow schema. A workflow schema defines
the type of a workflow. The specification of a workflow schema includes: the specifica-
tion of tasks, the dependencies between these tasks, and the set of completion sets for
this type of workflows. Each workflow is actually an instance of a workflow schema.
We denote the schema associated with workflow Wi as W Si. The information about all
the workflow schema is maintained in stable storage.

In order to recover from a workflow system failure and/or malicious attack, the state
information of a workflow need to be logged onto some stable storage. We propose that
such information be stored in the system log. Execution of a workflow primitive, a
task primitive, or a task operation results in the insertion of log a record. Execution
of a begin primitive in a workflow results in the insertion of the following log record.
< START Wi,W Si > where Wi indicates the workflow id and WSi indicates the schema
id that corresponds to the workflow Wi. The completion of the workflow is indicated
by a log record < COMPLET E Wi >. Execution of the primitive begin for task Ti j

results in the following records being inserted in the log: < START Ti j > where Ti j

is the task id. Similarly,< COMMIT Ti j > or < ABORT Ti j > records the execution
of the primitive commit or abort. Execution of operations also cause log records to be
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inserted: A read operation log record < Ti j X ,value > and a write operation log record
< Ti j X ,v,w >.

5 Workflow Repair Algorithm

We focus on those intrusions that inject malicious tasks into the workflow management
systems. Under these intrusions, the attackers can forge or alter some tasks to corrupt
the system or gain some personal benefit. We assume that there is an Intrusion Detection
Manager (IDM) in the system. The IDM can identify the malicious attacks and report
the malicious tasks periodically. But it cannot discover all the damage done to the sys-
tem. The damage directly caused by the attacker can spread into the whole workflow
system by executing normal tasks without being detected by the IDM.

We explain some of the terms that we use to explain the algorithm. A malicious
task is a committed task which is submitted by an attacker. A malicious workflow is
one which contains at least one malicious task in any completion set of it. A task Ti j

is control-flow dependent upon another task Tik if the execution of task Ti j depends
upon the successful/unsuccessful execution of task Tik. Note that not all tasks related by
control-flow dependencies are control-flow dependent on each other. Some control-flow
dependencies impose an execution order on the different tasks; these do not require one
task to be executed because of the successful/unsuccessful execution of another. Such
tasks are not control-flow depndent on the other. For example, the commit dependency
Twi →c Tw j controls the order of two tasks entering the commit state. It does not require
any task Twi (Tw j) to be executed because of another Tw j (Twi).

For any control-flow dependency Twi →dx Tw j between Twi and Tw j, either task Twi

or task Tw j may be malicious/affected after a malicious attack taken place. For each
case, we analyze how the malicious/affected task affects the other task. The cases when
Tw j is control-flow dependent on a malicious or affected task Twi are enumerated in
Table 1. This table also gives the repair actions that are needed for task Tw j. Only two
control-flow dependencies can cause task Tw j to be control-flow dependent upon Twi:
abort dependency and begin-on-commit dependency. The abort dependency requires
Tw j to abort if Twi aborts. Since Twi is a malicious/affected task it must be undone.
This necessitates undoing Tw j if it has already been committed. The begin-on-commit
dependency ensures that Tw j will not begin until Twi commits. Thus undoing Twi requires
an undo of Tw j if Tw j has been commited.

Table 1. Is Tw j control-flow dependent upon the malicious or affected task Twi?

Dependency Tw j CF dependent upon Twi? Action in repair
Twi →c/sc/t Tw j No No

Twi →a Tw j Yes if Tw j commited, undo Tw j

Twi →bc Tw j Yes if Tw j commited, undo Tw j

Twi →b/ba Tw j No No
Twi → f bb/ f bc/ f ba/ f bt Tw j No No

Twi → f ca/ex Tw j No No
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Table 2. Is Twi control-flow dependant upon the malicious or affected task Tw j?

Dependency Twi CF dependent upon Tw j? Action in repair
Twi →c/t/a Tw j No No

Twi →sc Tw j Yes if Twi commited, undo Twi

Twi →b/bc/ba Tw j No No
Twi → f bb/ f bc/ f ba/ f bt Tw j No No

Twi → f ca/ex Tw j No No

If Tw j is a malicious or affected task, it must be undone. Table 2 shows whether Twi is
control-flow dependent upon task Tw j and the repair actions needed for Twi. In this case
only Twi is control-flow dependent upon Tw j if there is a strong-commit dependency.
This dependency will be violated if we undo Tw j. In such a case, if Twi has committed,
it must be undone.

Before presenting our algorithm, we state our assumptions. (i) We consider the ef-
fect of committed malicious tasks in repairing. (ii) We assume that the execution of dif-
ferent workflows can interleave with each other. (iii) Each task is executed as a transac-
tion which means it has the properties of atomicity, consistency, isolation, and durability
[2]. (iv) To ensure strict and serializable execution, we use the strict two phase-locking
mechanism [2].

We denote the committed malicious tasks in a workflow system history by the set
B, which are detected by IDM. Based on these malicious tasks, we can identify the
corresponing malicious workflows as the set BW . The basic idea is that all malicious
workflows must be undone. We must identify all affected task of other good workflows,
and remove the effects of all malicious workflows.

Our algorithm proceeds in four phases. The first phase undoes all malicious work-
flows. It also collects the set of committed tasks for the good workflows. The second
phase performs the damage assessment caused by malicious workflows by identifying
all the set of affected tasks. In this we first identify the completed workflows that do
not need any recovery action. We then identify all the tasks that were affected due to
the presence of control-flow and read-write dependencies. The third phase undoes all
the affected tasks. The fourth phase is responsible for re-execution and continuation of
incomplete workflows.

Algorithm 1
Workflow Repair Algorithm
Input: (i) the log, (ii) workflow schemas, (iii) BW – set of malicious workflows
Output: a consistent workflow state in which the effects of all malicious and affected
tasks are removed

Procedure WorkflowRepair
Phase 1: Undo malicious workflows and Identify the committed tasks sets of other workflows
globalAborted = {} /* set holding aborted tasks of all workflows */
committed[w] = {} /* set holding committed tasks of workflow Ww, which is not a malicious workflow */
work f lowList = {} /* set holding the committed tasks of all but malicious workflows */
begin
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/* Scan backwards until we reach < START Wi >where Wi is the earliest malicious workflow*/
do

switch the last unscanned log record
case the log record is < ABORT Twi >

globalAborted = globalAborted∪{Twi}
case the log record is < COMMIT Twi >

if Ww /∈ BW∧Twi /∈ globalAborted
for Ww, committed[w] = committed[w]∪{Twi}

case the log record is update record < Twi,x,v,w >
if Ww ∈ BW∧Twi /∈ globalAborted

change the value of x to v /*undo the task in the malicious workflow*/
case the log record is < START Twi >

if Ww ∈ BW∧Twi /∈ globalAborted
write < ABORT Twi > log record

case the log record is < START Ww >
if Ww ∈ BW

write < ABORT Ww > log record
else

work f lowList = work f lowList ∪ committed[w]
end //phase 1
Phase 2: find all affected tasks
corrupted = {} //a set holds all corrupted data items
undo = {} //a set holds all affected tasks, which need to be undone
finished = {} //a set holds all completed workflows
begin

/* Scan forward from < START Wi > where Wi is the earliest malicious workflow */
do

while not end of log
switch next log record
case log record = < COMPLET E Wi >

if there exists a completion set Cj of Workflow Wi such that Cj⊆ committed[i]
f inished = f inished ∪{i}

else
if i ∈ f inished

f inished = f inished −{i}
case log record = < Ti j,X ,v,w > //write record

/*find out the corrupted data item that is written by malicious or affected task*/
if (Wi ∈ BW∧Ti j /∈ globalAborted)∨Ti j ∈ undo

corrupted = corrupted∪{X}
case log record = < Ti j,X ,value > //read record
/*find out the affected task which reads a corrupted data item*/

if X ∈ corrupted∧Wi /∈ BW∧Ti j /∈ globalAborted∧Ti j /∈ undo
undo = undo∪{Ti j}
/* get the set of control-flow affected tasks */
newSet = getControl f lowA f f ected(Ti j,committed[i])
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if newSet 	= NULL
undo = undo∪newSet
scan back to the earliest affected task in newSet

case log record = < COMMIT Ti j >
if Ti j ∈ undo

committed[i] = committed[i]−Ti j

end //phase 2
Phase 3: undo all the tasks in the undo set.
begin scan backwards from the end of the log and undo all tasks in undo list

do
switch the last unscanned log record
case log record = < Ti j,X ,u,v >

if Ti j ∈ undo
restore the value of X to u //restoring before image

case log record = < START Ti j >
if Ti j ∈ undo

write < ABORT Ti j > log record
end //phase 3
Phase 4: resubmit the incomplete workflow to scheduler and continue the e execution.
begin

for each committed[i] ∈ work f lowList
if i /∈ f inished

submit committed[i] to the scheduler
end //phase 4

6 Conclusions and Future Work

In this paper we have focussed on how to repair attacks caused by one or more mali-
cious tasks in a workflow. In addition to the read-write dependencies that are present in
the traditional transactions, workflows have control-flow and data-flow dependencies as
well. These dependencies help spread the damage caused by malicious tasks and com-
plicates the recovery process. Our algorithm removes the effects of workflows having
malicious tasks and tries to minimize undoing the good tasks. Only good tasks that were
affected are undone and re-executed.

We have given an algorithm that shows how the workflow can be repaired in the
event of a malicious attack. A lot of work remains to be done. For instance, we need
to formalize what we mean by a correct execution and correct repair of a workflow.
Finally, we need to prove that our algorithm satisfies the correctness criteria. Workflow
is an example of an extended transaction model. This work can be applied to other
extended transaction processing models since read-write and control-flow dependencies
also exist in these models. Specifically, we plan to propose how recovery from malicious
transactions can occur in other kinds of extended transaction model.
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Abstract. Collaborative information systems are becoming more and more com-
plex, involving numerous interacting business objects within considerable pro-
cesses. Analysing the interaction structure of those complex systems will enable
them to be well understood and controlled. The work described in this paper
is a contribution to these problems for workflow based process applications. In
fact, we discover workflow patterns from traces of workflow events based on a
workflow mining technique. Workflow mining proposes techniques to acquire a
workflow model from a workflow log. Mining of workflow patterns is done by a
statistical analysis of log-based event. Our approach is characterised by a ”local”
workflow patterns discovery that allows to cover partial results and a dynamic
technique dealing with concurrency.

Keywords: workflow patterns, workflow mining, business process reengineering.

1 Introduction

With the technological improvements and the continuous increasing market pressures
and requirements, collaborative information systems are becoming more and more com-
plex, involving numerous interacting business objects. Analysing interactions of those
complex systems will enable them to be well understood and controlled. Our paper is a
contribution to this problem in a particular context : workflow application analysis and
control by mining techniques (a.k.a. ”reversing processes” [1]).

In our approach, we start by collecting log information from workflow processes
instances as they took place. Then we build, through statistical techniques, a graphical
intermediary representation modelling elementary dependencies over workflow activi-
ties executions. These dependencies are then refined to discover workflow patterns [2].
This paper is structured as follows. Section 2 explains our workflow log model. Sec-
tion 3, we detail our structural workflow patterns mining algorithm. Section 4 discusses
related work, and concludes.

2 Workflow Log Model

As shown in the UML class diagram in figure 1, WorkflowLog is composed of a set
of EventStreams (definition 1). Each EventStream traces the execution of one case
(instance). It consists of a set of events (Event) that captures the activities life cycle

K.V. Andersen, J. Debenham, and R. Wagner (Eds.): DEXA 2005, LNCS 3588, pp. 24–33, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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Fig. 1. Workflow Log Model

Fig. 2. Running example of workflow

performed in a particular workflow instance. An Event is described by the activity
identifier that it concerns, the current activity state (aborted, failed and completed)
and the time when it occurs (TimeStamp). A Window defines a set of Events over an
EventStream. Finally, a Partition builds a set of partially overlapping Windows parti-
tion over an EventStream.

Definition 1. (EventStream)
An EventStream represents the history of a worflow instance events as a tuple stream=
(begin, end, sequenceLog, isntances) where:

�(begin:TimeStamp) and (end:TimeStamp) are the log beginning and end time;
�sequenceLog : Event* is an ordered Event set belonging to a workflow instance;
�instances : int is the instance number.

A WorkflowLog is a set of EventStreams. WorkflowLog=(workflowID,{EventStreami,
0 ≤ i ≤ number of workflow instances}) where EventStreami is the event stream of the
ith workflow instance.

Here is an example of an EventStream extracted from the workflow example of
figure 2 in its 5th instantiation :

L = EventStream((13/5,5:42:12), (14/5, 14:01:54), [Event( Event(”A1”,
completed, (13/5, 5:42:12)), Event(”A2”, completed, (13/5,11:11:12)),

Event(”A4”, completed, (13/5,14:01:54)), Event(”A3”, completed, (14/5,
00:01:54)), Event(”A5”, completed, (14/5,5:45:54)), Event(”A6”, aborted,
(14/5,10:32:55)), Event(”A7”, completed, (14/5,10:32:55)), Event(”A9”,

completed, (14/5,14:01:54))],5)
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3 Mining Structural Workflow Patterns

As we state before, we start by collecting WorkflowLog from workflow instances as
they took place. Then we build, through statistical techniques, a graphical intermediary
representation modelling elementary dependencies over workflow logs (see section
3.1). These dependencies are then refined by advanced structural workflow patterns
(see section 3.2).

3.1 Discovering Elementary Dependencies

In order to discover direct dependencies from a WorkflowLog, we need an intermediary
representation of this WorkflowLog through a statistical analysis. We call this intermedi-
ary representation : statistical dependency table (or SDT). SDT is built through a statisti-
cal calculus that extracts elementary dependencies between activities of a WorkflowLog
that are executed without ”exceptions” (i.e. they reached successfully their completed
state). Then, we need to filter the analysed WorkflowLog and take only EventStreams of
instances executed ”correctly”. We denote by WorkflowLogcompleted this workflow log
projection. Thus, the unique necessary condition to discover elementary dependencies
is to have workflow logs containing at least the completed event states. These features
allow us to mine control flow from ”poor” logs which contain only completed event
state. By the way, any information system using transactional systems or workflow
management systems offer this information in some form [1].

For each activity A, we extract from workflowLogcompleted the following informa-
tion in the statistical dependency table (SDT): (i) The overall occurrence number of this
activity (denoted #A) and (ii) The elementary dependencies to previous activities Bi

(denoted P (A/Bi)). The size of SDT is N ∗ N , where N is the number of workflow
activities. The (m,n) table entry (notation P(m/n)) is the frequency of the nth activity
immediately preceding the mth activity. The initial SDT in table 1 represents a frac-
tion of the SDT of our workflow example given in figure 2. For instance, in this table
P(A3/A2)=0.69 expresses that if A3 occurs then we have 69% of chance that A2 oc-
curs directly before A3 in the workflow log. As it was calculated SDT presents some
problems to express correctly activities dependencies relating to concurrent behaviour.
In the following, we detail these issues and propose solutions to correct them.

Discarding errorneous dependencies : If we assume that each EventStream from
WorkflowLog comes from a sequential (i.e no concurrent behaviour) workflow, a zero
entry in SDT represents a causal independence and a non-zero entry means a causal
dependency relation (i.e. sequential or conditional relation). But, in case of concurrent
behaviour, as we can see in workflow patterns (like and-split, and-join, or-join, etc.)
the EventStreams may contain interleaved events sequences from concurrent threads.
As a consequence, some entries in initial SDT can indicate non-zero entries that do not
correspond to dependencies. For example the events stream given in section 2 ”sug-
gests” erroneous causal dependencies between A2 and A4 in one side and A4 and A3
in another side. Indeed, A2 comes immediately before A4 and A4 comes immediately
before A3 in this events stream. These erroneous entries are reported by P (A4/A2) and
P (A3/A4) in initial SDT which are different to zero. These entries are erroneous be-
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Table 1. Fraction of Statistical Dependencies Table (P (x/y)) and activities Frequencies (#)

Initial SDT Final SDT
P (x/y) A1 A2 A3 A4 A5 A6

A1 0 0 0 0 0 0
A2 0.54 0 0 0.46 0 0
A3 0 0.69 0 0.31 0 0
A4 0.46 0.31 0.23 0 0 0
A5 0 0 0.77 0.23 0 0
A6 0 0 0 0 1 0

P (x/y) A1 A2 A3 A4 A5 A6

A1 0 0 0 0 0 0
A2 1 0 0 -1 0 0
A3 0 1 0 -1 0 0
A4 1 -1 -1 0 0 0
A5 0 0 1 1 0 0
A6 0 0 0 0 1 0

#A1 = #A2 = #A3 = #A4 = #A5 = #A9 = 100,
#A6 = 23, #A7 = 42, #A8 = 35

cause there is no causal dependencies between these activities as suggested (i.e. noisy
SDT). Underlined values in initial SDT report this behaviour for other similar cases.

Formally, two activities A and B are in concurrence iff P (A/B) and P (B/A) en-
tries in SDT are different from zero with the assumption that WorkflowLog is complete.
Indeed, a WorkflowLog is complete if it covers all possible cases (i.e. if a specific rout-
ing element can appear in the mined workflow model, the log should contain an example
of this behaviour in at least one case). Based on this definition, we propose an algorithm
to discover activities parallelism and then mark the erroneous entries in SDT. Through
this marking, we can eliminate the confusion caused by the concurrence behaviour pro-
ducing these erroneous non-zero entries. Our algorithm scans the initial SDT and marks
concurrent activities dependencies by changing their values to (−1).

Discovering indirect dependencies: For concurrency reasons, an activity might not
depend on its immediate predecessor in the events stream, but it might depend on an-
other ”indirectly” preceding activity. As an example of this behaviour, A4 is logged
between A2 and A3 in the events stream given in section 2. As consequence, A2 does
not occur always immediately before A3 in the workflow log. Thus we have only
P (A3/A2) = 0.69 that is an under evaluated dependency frequency. In fact, the right
value is 1 because the execution of A3 depends exclusively on A2. Similarly, values in
bold in initial SDT report this behaviour for other cases.

Definition 2. Window
A log window defines a log slide over an events stream S : stream (bStream, eStream,
sLog, workflowocc). Formally, we define a log window as a triplet window(wLog, bWin,
eWin) :

�(bWin : TimeStamp) and (eWin : TimeStamp) are the moment of the window
beginning and end (with bStream ≤ bWin and eWin ≤ eStream)

�wLog ⊂ sLog and ∀ e: event ∈ S.sLog where bWin ≤ e.TimeStamp ≤ eWin ⇒ e
∈ wLog.

To discover these indirect dependencies, we introduce the notion of activity con-
current window (definition 2). An activity concurrent window (ACW) is related to the
activity of its last event covering its directly and indirectly preceding activities. Initially,
the width of ACW of an activity is equal to 2. Every time this activity is in concurrence
with an other activity we add 1 to this width. If this activity is not in concurrence with
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other activities and has preceding concurrent activities, then we add their number to
ACW width. For example the activity A4 is in concurrence with A2 and A3 the width
of its ACW is equal to 4. Based on this, we propose an algorithm that calculates for
each activity the activity concurrent width regrouped in the ACW table. This algorithm
scans the ”marked” SDT calculated in last section and updates the ACW table.

Definition 3. Partition
A partition builds a set of partially overlapping Windows partition over an events
stream. Partition : WorkflowLog → (Window)*
Partition(S : EventStream(bStr, eStr, sLog: (Evti 1≤i≤n), wocc)) = {wi :Window;
1≤i≤n} where : Evti= the last event in wi ∧ width(wi)= ACWT[Evti.ActivityID].

After that, we proceed through an EventStreams partition (definition 3) that builds
a set of partially overlapping windows over the EventStreams using the ACW table.
Finally, we compute the final SDT. For each ACW, we compute for its last activity the
frequencies of its preceding activities. The final SDT will be found by dividing each
row entry by the frequency of the row’s activity. Note that, our approach adjusts dy-
namically, through the width of ACW, the process calculating activities dependencies.
Indeed, this width is sensible to concurrent behaviour : it increases in case of concur-
rence and is ”neutral” in case of concurrent behaviour absence. Now, we can compute
the final SDT (table 1) which will be used to discover workflow patterns.

3.2 Discovering Advanced Dependencies: Workflow Patterns

We have identified three kinds of statistical properties (sequential, conditional and con-
current) which describe the main behaviours of workflow patterns. Then, we have spec-
ified these properties using SDT’s statistics. We use these properties to identify sep-
arately workflow patterns from workflow logs. We begin with the statistic exclusive
dependency property which characterises, for instance, the sequence pattern.

Property 1. Mutual exclusive dependency property: A mutual exclusive depen-
dency relation between an activity Ai and its immediately preceding previous activity
Aj specifies that the enactment of the activity Ai depends only on the completion of
activity Aj and the completion of Aj enacts only the execution of Ai. It is expressed in
terms of:

�activities frequencies : #Ai = #Aj

�activities dependencies : P (Ai/Aj) = 1 ∧ ∀k 	= j; P (Ai/Ak) = 0 ∧ ∀l 	=
i; P (Al/Aj) = 0.

The next two statistic properties: concurrency property (property 2) and choice
property (property 3) are used to insulate statistical patterns behaviour in terms of con-
currence and choice after a ”fork” or before a ”join” point.

Property 2. Concurrency property: A concurrency relation between a set of ac-
tivities {Ai, 0 ≤ i ≤ n} belonging to the same workflow specifies how, in terms of
concurrency, the execution of these activities is performed. This set of activities is com-
monly found after a ”fork” point or before a ”join” point. We have distinguished three
activities concurrency behaviours:
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�Global concurrency where in the same instantiation the whole activities are per-
formed simultaneously : ∀0 ≤ i, j ≤ n; #Ai = #Aj ∧ P (Ai/Aj) = −1

�Partial concurrency where in the same instantiation we have at least a partial
concurrent execution of activities : ∃0 ≤ i, j ≤ n; P (Ai/Aj) = −1

�No concurrency where there is no concurrency between activities: ∀(0 ≤ i, j ≤
n; P (Ai/Aj) ≥ 0)
Property 3. Choice property: A choice relation specifies which activities are exe-
cuted after a ”fork” point or before a ”joint” point. The two actors of a ”fork” point
(respectively a ”join” point) perform this relation are : (actor 1) an activity A from
which comes (respectively to which) a single thread of control which splits (respectively
converges) into (respectively from) (actor 2) multiple activities {Ai, 1 ≤ i ≤ n}. We
have distinguished three activities choice behaviours :

�Free choice where a part of activities from the second actor are chosen. Expressed
statistically, we have in terms of activities frequencies (#A ≤ Σn

i=1(#Ai)) ∧ (∀(1 ≤
i, j ≤ n; #Ai ≤ #A) and in terms of activities dependencies we have :

�In ”fork” point : ∀1 ≤ i ≤ n; P (Ai/A) = 1
�In ”join” point : 1 < Σn

i=1P (A/Ai) < n
�Single choice where only one activity is chosen from the second actor. Expressed

statistically, we have in terms of activities frequencies (#A = Σn
i=1(#Ai))) and in

terms of activities dependencies we have :
�In ”fork” point : ∀1 ≤ i ≤ n; P (Ai/A) = 1
�In ”join” point : Σn

i=1P (A/Ai) = 1
�No choice where all activities in the second actor are executed. Expressed statis-

tically, we have in terms of activities frequencies ∀1 ≤ i ≤ n #A = #Ai and in terms
of activities dependencies we have :

�In ”fork” point : ∀1 ≤ i ≤ n; P (A/Ai) = 1
�In ”join” point : ∀1 ≤ i ≤ n; P (Ai/A) = 1

Using these statistical specifications of sequential, conditional and concurrent prop-
erties, the last step is the identification of workflow patterns through a set of rules. In
fact, each pattern has its own statistical features which abstract statistically its causal
dependencies, and represent its unique identifier. These rules allow, if workflow log is
completed, to mine the whole workflow patterns hidden in this workflow.

Our control flow mining rules are characterised by a ”local” workflow patterns dis-
covery. Indeed, these rules are context-free, they proceed through a local log analysing
that allows us to recover partial results of mining workflow patterns. In fact, to dis-
cover a particular workflow pattern we need only events relating to pattern’s elements.
Thus, even using only fractions of workflow log, we can discover correctly correspond-
ing workflow patterns (which their events belong to these fractions).

We divided the workflows patterns in three categories : sequence, fork and join
patterns. In the following we present rules to discover the most interesting workflow
patterns belonging to these three categories. Note that the rules formulas noted by :
(P1) finger the Statistic exclusive dependency property, (P2) finger statistic concurrency
property and (P3) finger statistic choice property.

Discovering sequence pattern: In this category we find only the sequence pattern (ta-
ble 2). In this pattern, the enactment of the activity B depends only on the completion
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Table 2. Rules of sequence workflow pattern

Rules workflow patterns

(P1) (#B = #A) Sequence pattern

(P1) (P (B/A) = 1)

Table 3. Rules of fork workflow patterns

Rules workflow patterns

(P3)(Σn
i=0 (#Bi)=#A) xor-split pattern

(P3)(∀0 ≤ i ≤ n;P (Bi/A) = 1) ∧
(P2)(∀0 ≤ i, j ≤ n; P (Bi/Bj) = 0)

(P3)(∀0 ≤ i ≤ n;#Bi=#A) and-split pattern

(P3)(∀0 ≤ i ≤ n; P (Bi/A) = 1)∧
(P2)(∀0 ≤ i, j ≤ n P (Bi/Bj) = −1)

(P3)(#A ≤ Σn
i=0 (#Bi)) ∧

(∀0 ≤ i ≤ n; #Bi ≤ #A) or-split pattern

(P3)(∀0 ≤ i ≤ n; P (Bi/A) = 1)∧
(P2)(∃0 ≤ i, j ≤ n;P (Bi/Bj) = −1)

of activity A. So we have used the statistical exclusive dependency property to ensure
this relation linking B to A.

Discovering fork patterns: This category (table 3) has a ”fork” point where a single
thread of control splits into multiple threads of control which can be, according to the
used pattern, executed or not. The dependency between the activities A and Bi before
and after ”fork” point differs in the three patterns of this category: and-split, or-split,
xor-split. These dependencies are characterised by the statistic choice properties. The
xor-split pattern, where one of several branches is chosen after ”fork” point, adopts the
single choice property. and-split and or-split patterns differentiate themselves through
the no choice and free choice properties. Effectively, only a part of activities are exe-
cuted in the or-split pattern after a ”fork” point, while all the Bi activities are executed
in the and-split pattern. The non-parallelism between Bi, in the xor-split pattern are
ensured by the no concurrency property while the partial and the global parallelism in
or-split and and-split is identified through the application of the statistical partial and
global concurrency properties.
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Table 4. Rules of join workflow patterns

Rules workflow patterns

(P3)(Σn
i=0 (#Ai)=#B) xor-join pattern

(P3)(Σn
i=0 P(B/Ai)=1) ∧

(P2)(∀0 ≤ i, j ≤ n; P (Ai/Aj) = 0)

(P3)(∀0 ≤ i ≤ n; #Ai=#B) and-join pattern

(P3)(∀0 ≤ i ≤ n; P (B/Ai) = 1)∧
(P2)(∀0 ≤ i, j ≤ n P (Ai/Aj) = −1)

(P3)(m ∗ #B ≤ Σn
i=0 (#Ai))

∧ (∀0 ≤ i ≤ n; #Ai ≤ #B)
M-out-of-N-Join pattern

(P3)(m ≤ Σn
i=0 P (B/Ai) ≤ n)

∧ (P2)(∃0 ≤ i, j ≤ n; P (Ai/Aj) = −1)

Discovering join patterns: This category (table 4) has a ”join” point where multiple
threads of control merge in a single thread of control. The number of necessary branches
for the causal of the activity B after the ”join” point depends on the used pattern.

To identify the three patterns of this category: and-join pattern, xor-join pattern and
M-out-of-N-Join pattern we have analysed dependencies between the activities Ai and
B before and after ”join”. Thus the single choice and the no concurrency properties
are used to identify the xor-join pattern where two or more alternative branches come
together without synchronisation and none of the alternative branches is ever executed
in parallel. As for the and-join pattern where multiple parallel activities converge into
one single thread of control, the no choice and the global concurrency are both used
to discover this pattern. In contrary of the M-out-of-N-Join pattern, where we need
only the termination of M activities from the incoming N parallel paths to enact the B
activity, The concurrency between Ai would be partial and the choice is free.

4 Discussion

The idea of applying process mining in the context of workflow management was first in-
troduced in [3]. This work proposes methods for automatically deriving a formal model
of a process from a log of events related to its executions and is based on workflow
graphs. Cook and Wolf [4] investigated similar issues in the context of software engi-
neering processes. They extended their work limited initially to sequential processes, to
concurrent processes [5]. Herbst [6,7] presents an inductive learning component used
to support the acquisition and adaptation of sequential process models, generalising
execution traces from different workflow instances to a workflow model covering all
traces. Starting from the same kind of process logs, van der Aalst et al. explore also
proposes techniques to discover workflow models based on Petri nets. Beside analysing
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Table 5. Comparing Process Mining Tools

EMiT [12] Little Thumb [13] InWoLvE [14] Process Miner [15] WorkflowMiner

Structure Graph Graph Graph Block Patterns
Local discovery No No No No Yes

Parallelism Yes Yes Yes Yes Yes
Non-free choice No No No No Yes

Loops Yes Yes Yes Yes No
Noise No Yes Yes No No
Time Yes No No No No

process structure, there exist related works dealing with process behaviour reporting,
such as [8,9,10] that describe tools and case studies that discuss several features, such
as analysing deadline expirations, predicting exceptions, process instances monitoring.

We have implemented our presented workflow patterns mining algorithms within
our prototype WorkflowMiner [11]. WorkflowMiner is written in Java and based on
Bonita Workflow Management System1 and XProlog Java Prolog API2. Starting from
executions of a workflow, (1) events streams are gathered into an XML log. In order to
be processed, (2) these workflow log events are wrapped into a 1st order logic format,
compliant with UML class diagrams shown in figure 1. (3) Mining rules are applied
on resulted 1st order log events to discover workflow patterns. We use a Prolog-based
presentation for log events, and mining rules. (4) Discovered patterns are given to the
workflow designer so he/she will have a look on the analysis of his/her deployed work-
flow to restructure or redesign it either manually or semi-automatically.

Table 5 compares our WorkflowMiner prototype to workflow mining tools repre-
senting previous studied approches. We focus on seven aspects: structure of the target
discovering language, local discovery dealing with incomplete parts of logs (opposed
to global and complete log analysis), parallelism (a fork path beginning with and-split
and ending with and-join), non-free choice (NFC processes mix synchronisation and
choice in one construct), loops (cyclic workflow transitions, or paths), noise (situation
where log is incomplete or contains errors or non-representative exceptional instances),
and time (event time stamp information used to calculate performance indicators such
as waiting/synchronisation times, flow times, load/utilisation rate, etc.).

WorkflowMiner can be distinguished by supporting local discovery through a set
of control flow mining rules that are characterised by a ”local” workflow patterns dis-
covery enabling partial results to be discovered correctly. Moreover, even if non-free
choice (NFC) construct is mentioned as an example of a workflow pattern that is diffi-
cult to mine, WorkflowMiner discovers M-out-of-N-Join pattern which can be seen as a
generalisation of the basic Discriminator pattern that were proven to be inherently non
free-choice. None of related works can deal with such constructs.

In our future works, we aim to discover more complex patterns by enriching our
workflow log, and by using more metrics (e.g. entropy, periodicity, etc.). We are also
interested in the modeling and the discovery of more complex transactional character-
istics of cooperative workflows [16].

1 Bonita, bonita.objectweb.org
2 XProlog, www.iro.umontreal.ca/∼vaucher/XProlog/
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Abstract. During Legal information systems migrations, one major
problem is to handle attribute value cleaning. In the paper, we first
show many data cleaning steps process on the values of the same data
attributes and their derivations, and users may ignore or be puzzled by
the data transforms that are defined to clean and transform the data sets,
and such process can also be prone to error during process optimization.
In this paper, we first define two major such problems as assignment
conflict and range conflict,and giving problem definitions for such con-
flicts. Then we present two separate algorithms respectively to discover
and solve the conflicts.

1 Introduction

As data extraction, transformation and loading(ETL) are being widely estab-
lished to meet strategic business objectives, many organizations have found that
ETL process, especially data cleaning and transformation is a complex, expen-
sive, and bothersome process. Costly mistakes have been made in the designing
stage of data cleaning[2][3][4][5].

In the design of data cleaning procedures, users may have to process the
same property many times, e.g. substituting a code up to the specified busi-
ness strategy, users usually do not know the error and potentially error in their
cleaning process models. As asserted in [1], model checking is very important for
such process, so users should be more careful to check whether their migration
model is correct, and should avoiding making wrong migration optimization of
the process model when executing. In this paper, we discuss the problem, and
present algorithms to solve such conflict.

1.1 Outline of Paper

The remainder of the paper proceeds as follows. Section 2 gives a overview of
the problem. Section 3 describes the equi-transformation conflict problem and

K.V. Andersen, J. Debenham, and R. Wagner (Eds.): DEXA 2005, LNCS 3588, pp. 34–43, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



Avoiding Error-Prone Reordering Optimization 35

containment-transformation conflict problem, and gives out typical types of these
conflicts. In section 4,we first describe transformation algebraic properties, then
present detecting algorithms for these two problem and propose methods to solve
them . Section 5 concludes the paper.

1.2 Related Work

Erhard Rahm and Hong Hai Do[5]classify data quality problems that are ad-
dressed by data cleaning and provide an overview of the main solution ap-
proaches. They also discuss current tool support for data cleaning.

Serge Abiteboul and Sophie Cluet etc.[6] discuss a tool, namely ARKTOS,
which they have developed capable of modeling and executing practical scenar-
ios, to deal with the complexity and efficiency of the transformation and clean-
ing tasks by providing explicit primitives for the capturing of common tasks.
ARKTOS provides three ways to describe such a scenario, including a graphical
point-and-click front end and two declarative languages: XADL (an XML vari-
ant), which is more verbose and easy to read and SADL (an SQL-like language)
which has a quite compact syntax and is, thus, easier for authoring.

Xiang Fu and Tevfik Bultan etc.[1] introduce the problem of automated ver-
ification of software systems that manipulate XML data. And it encourages us
to rethink the data cleaning model in the data migration process.

Our contributions: The following are the major contributions of this paper:

– We present a overview of asssignment conflicts lying in data transforma-
tion modelling, then describe typical assignment conflicts of the modelling
problem.

– We then present algorithms for effective finding and detecting potential con-
flict schedules, and present methods of determine the transformation sched-
ule order by its partial order.

2 Problem Formulation

For a given data set S1, we provide a sequence of data cleaning and transforma-
tion process and get the result S2, that is S1{T1, · · · , Tn}S2, where Ti(1 ≤ i ≤ n)
is a mapping or a transformation procedure of a property in S1 to a property in
S2. These transformation process are parallel, so that the designer do not give
a order on which transform is processed.

2.1 Data Transformation

A transformation is a sequence of one and above transform in a given order.
The process of data transformation is according to the right rule of transaction
process in database,that is if a transaction is executed without other transactions
or system errors, and the database is consistent at the beginning of the start, the
database remains in consistence at the end of the transaction. The rule appears
in transformation processing as:
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– transformation process is atomic: A transformation must be executed as a
single or no execution at all. If part of the transformation is executed, then
the database is inconsistent under most of the circumstance.

– Parallel execution of transformation may lead to inconsistence in database.
Otherwise we control the inter-affect between them.

2.2 Transformation Schedule

Definition 1. (Transformation Schedule) A transformation schedule is a se-
quence of relation operations of multiple transformations according to execution
order.

When we discuss the transformation schedule, an important transformation
is the operation which S1 and S2 have the common schema. As S1 and S2 have
the same schema, if data are directly processed through copy at every step of
transformation, the it need too much I/O cost.

2.3 Transformation Schedule Serialization

In data transformation schedule, one kind is serialized transformation schedule,
that is if a transformation is finished after all of its operations are finished,
the operations in the next transformation can then start and without operation
mixed between two transformations, then we say such schedule is serial. More
detailed, for any two arbitrary transformation T and T ′, if a operation in T is
executed before a operation of T ′, then all the operations in T is executed before
the execution of all the operations in T ′, a transformation schedule satisfying it
is serial.

2.4 Transformation Modeling

In the modeling of data cleaning, designers may have two approaches to modeling
data cleaning. One approach is directly writing scripts of cleaning, the other is
achieved with the aid of cleaning modeling tools. Under both circumstance, the
designer may not have a right process for the cleaning process, he can not assure
the process is error-free in modeling. In fact, in the modeling of data cleaning
process, there are many steps of transformation between two data sets, and the
user know what he want when writing down these steps. But the problem arise
when the steps and process are too many, these steps may process the data sets
with the same schema, or with the same columns or properties.In process there
are conflicts potentially. The users are not aware of such conflicts.

In the next section, we will discuss two typical conflicts in transformation
modeling.

3 Semantic Conflicts in Data Transformation Modeling

In the previous section we considered the problem of semantic conflicts existing
in transformation modeling. Now, we come to the typical conflicts a designer
must face against.
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3.1 Equi-transformation Conflict

Equi-transformation is the basic transformation with the following style:

Update TableName
Set ColumnName = Replace Value1 with Value2
Where CharacterValueInColumnName = Value1

The CharacterValueInColumnName in the where-clause in Q1 maybe the
column name or a positive position in the column, e.g., many primary key column
is organized according to the specified length with different explanation, e.g.,
position n1 to n2 represents the country code and n2 to n3 represents the province
code. With the replacement of column values, there may be conflicts among the
replacements order.

Definition 2. (Equi-transformation conflict) Let the result domain of Column-
Name is S, the condition domain in transformation is S1, S1 ⊆ S, assignment
domain is S2, for the transformation T1 and T2 , we have

1. if T2.V alue2 = T1.V alue2, then T1 is condition domain conflict with T2.
2. if T1.V alue1 = T1.V alue1, then T1 is assignment domain conflict with T2.
3. if T2.V alue1 = T1.V alue2, then T1 is loop domain conflict with T2.

What we mean of condition domain conflict is that if two transformation
process the same object, there maybe conflict existing in the execution order of
the two transformation. Different execution order may lead to different results. If
we execute transformation T1 and then execute T2, then the last result of trans-
formations is the results of execution of the transformation T2; but if we execute
transformation T2 and then execute T1, then the last result of transformations is
the results of execution of the transformation T1. An example is shown in Fig.1.

T1: Update Parts

Set PartNo = 100543

Where PartNo = 130543

T2: Update Parts

Set PartNo = 200543

Where PartNo = 130543

Fig. 1. Condition domain conflict among transformations

What we mean of assign domain conflict is that if the results of two trans-
formation process are the same object, there maybe no conflict if there are only
these two transformation process the object, but there are conflicts existing in
the execution order of the two transformation if there are other transformations
using the resulting object. An example is shown in Fig.2.

What we mean of loop domain conflict is that a definition value of a transfor-
mation is the assignment value of another transformation. Different execution
order leads to different results. An example is shown in Fig.3. If we execute
transformation T1 and then execute T2, then the last result of transformations
is the results of execution of the transformation T2, and no result would exist
“PartNo=”100543””; but if we execute transformation T2 and then execute T1,
then the last result of transformations is the results of execution of the transfor-
mation T1, there are still records “PartNo=”100543””.
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T1: Update Parts

Set PartNo = 100543

Where PartNo = 130543

T2: Update Parts

Set PartNo = 100543

Where PartNo = 190543

Fig. 2. Assignment domain conflict among transformations

T1: Update Parts

Set PartNo = 100543

Where PartNo = 130543

T2: Update Parts

Set PartNo = 160543

Where PartNo = 100543

Fig. 3. Loop domain conflict among transformations

3.2 Containment-Transformation Conflict

Containment transformation is the transformation whose where-clause have
range comparison.

Update TableName
Set ColumnName = Func(ColumnName)
Where ColumnName in Range (Value1, Value2)

The ColumnName in the where-clause in Q2 maybe the column name or
a positive position in the column, e.g., many primary key column is organized
according to the specified length with different explanation, e.g., position n1 to
n2 represents the country code and n2 to n3 represents the province code. With
the replacement of column values, there may be conflicts among the replacements
order.

Definition 3. (Containment-transformation conflict) Let the result domain of
ColumnName is S, the condition domain in transformation is S1, S1 ⊆ S, as-
signment domain is S2, for the transformation T1 and T2 , we have

1. if T1.(V alue1, V alue2) ∩ T2.(V alue1, V alue2) 	= ∅, then T1 is condition do-
main conflict with T2.

2. if T1.Func(ColumnName) ∩ T2.Func(ColumnName) 	= ∅, then T1 is as-
signment domain conflict with T2.

3. if T1.Func(ColumnName) ∩ T2.(V alue1, V alue2) 	= ∅, then T1 is loop do-
main conflict with T2.

What we mean of condition domain conflict is that if two transformation pro-
cess the same object, there maybe conflict existing in the execution order of the
two transformation. Different execution order may lead to different results. If we
execute transformation T1 and then execute T2, then the last result of transfor-
mations is the results of execution of the transformation T2; but if we execute
transformation T2 and then execute T1, then the last result of transformations is
the results of execution of the transformation T1. An example is shown in Fig.4.

What we mean of assign domain conflict is that if the results of two trans-
formation process are the same object, there maybe no conflict if there are only
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T1: Update Parts

Set PartNo = PartNo+100

Where PartNo Between 130543 and 130546

T2: Update Parts

Set PartNo = PartNo+100

Where PartNo Between 130543 and 130546

Fig. 4. Condition domain conflict among transformations

T1: Update Parts

Set PartNo = PartNo+100

Where PartNo Between 130543 and 130546

T2: Update Parts

Set PartNo = PartNo+200

Where PartNo Between 130420 and 130480

Fig. 5. Assignment domain conflict among transformations

T1: Update Parts

Set PartNo = PartNo+100

Where PartNo Between 130543 and 130546

T2: Update Parts

Set PartNo = PartNo+100

Where PartNo Between 130420 and 130480

Fig. 6. Loop domain conflict among transformations

these two transformation process the object, but there are conflicts existing in
the execution order of the two transformation if there are other transformations
using the resulting object. An example is shown in Fig.5.

What we mean of loop domain conflict is that a definition value of a transfor-
mation is the assignment value of another transformation. Different execution
order leads to different results. An example is shown in Fig.6. If we execute
transformation T1 and then execute T2, then the last result of transformations
is the results of execution of the transformation T2, and no result would exist
“PartNo=”100543””; but if we execute transformation T2 and then execute T1,
then the last result of transformations is the results of execution of the transfor-
mation T1, there are still records “PartNo=”100543””.

4 Serialization Conflict Resolution Algorithms

As there are two main conflict exist in modeling, there is a need for algorithms
to find and resolve such conflict. In the following subsection, we first introduce
the properties of transformation, and then present algorithms for resolution of
equi-transformation conflict and of containment-transformation conflict.
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4.1 Transformation Algebraic Properties

Definition 4. (Commutative transformation) Two transformations T1 and T2
are commutative, if various execution of T1 and T2 have the same result.

For two transformation with assignment conflict, if their execution results no
side-effect, then they are commutative mutually.

Definition 5. (Noncommutative transformation) Two transformations T1 and
T2 are noncommutative, if various execution of T1 and T2 have the different
results. T1 and T2 are mutually nonexchangeable.

Noncommutative transformations can be the case that two transformations have
different results according to different execution order, also can be the case with
assignment conflict. In the case of assignment conflict, if we prescribe two trans-
formations are nonexchangeable, then optimization of transformation schedule
may result different status. And it lead to another concept, there is a certain
priority among transformations.

Definition 6. (Partial order of transformations ) Two transformations T1 and
T2 are partial order, if T1 and T2 have the different execution order. If T1 is
executed prior to T2, then T1 ≺ T2.

With the definition of transformation partial order, we can easily extend to
transformation set partial order.

Definition 7. (Partial order of transformation sets ) Two transformation sets
TS1 and TS2 are partial order, if TS1 and TS2 have the different execution
order, that is ∀Ti ∈ TS1,∀T ′

j ∈ TS2, Ti ≺ T ′
j is true, and refer to TS1 ≺ TS2.

4.2 Algorithms for Equi-transformation Conflict

Our algorithm divides the process of finding equi-transformation conflict into
three phase. In the first phase, we establish transformation list, condition domain
list and assignment domain list. In the second phase, we detect whether there is
condition domain conflict. Thus, in the third phase we detect whether there is
loop domain conflict. We do not detect the assignment domain conflict, because
if there is such a conflict, it take effect either in the condition domain conflict or
in the loop domain conflict.

Algorithm 1: Equi-Transformation Conflict

// Establish transformation list, condition domain list
// and assignment domain list
For each transformation Ti

If Ti is equi-transformation
Then
CondList.Add(Ti.ConditionValue, Ti);
SetList.Add(Ti.SetValue, Ti);
TransList.Add(Ti);
EstablistLink(TransList, ConList,TransList);
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// Detecting whether there is condition domain conflict
For each ConditionValue in CondList
If a condition exists multiple link to TransList
Then
there are conflict and should be determine partial order.

// Detecting whether there is loop domain conflict
For each ConditionValue in CondList
If ConditionValue is in SetList
Then
Transformation set which ConditionValue refer to is
conflict with the transformation set which SetValue
refer to, and there is a need to determine the
partial order.

After having detecting all these equi-transformation conflicts, the designer can
determine the partial order of transformation sets and serialize the transforma-
tion model. In processing, the users must first determine the partial order be-
tween different transformation set, and then determine the partial order among
condition conflict transformations, last determine the partial order among assign-
ment conflict transformations. After this, the users know the execution order the
transformation must own and have a better result model.

4.3 Algorithm for Containment-Transformation Conflict Resolution

As to containment conflict, user can use the following algorithms to detecting
the conflict, the basic idea is also to establish condition domain and assignment
domain list, from which one can detect various conflict, but the algorithm is
different from the algorithm above in that it must be reconstruct of the condition
domain list and assignment domain list.

Algorithm 2: Containment Transformation Conflict

// Establish transformation list, condition domain list and
// assignment domain list
For each transformation Ti

If Ti is containment-transformation
Then
CondList.Add(Ti.ConditionRange, Ti);
SetList.Add(Ti.SetRange, Ti);
TransList.Add(Ti);
EstablistLink(TransList, ConList, TransList);

// Reconstruct condition domain list
For all ConditionValueRange in CondList
Reconstruct the list according to the value range so that
there is no intersect between neighborhood node.



42 Y. Fang, H. Wang, and D. Yang

Relink the transformations to the value range.

// Reconstruct condition domain list
For all SetValueRange in SetList

Reconstruct the list according to the value range so that
there is no intersect between neighborhood node.
Relink the transformation to the value range.

// Detecting whether there is condition domain conflict
For each ConditionValueRange in CondList
If a condition exists multiple link to TransList
Then
There are conflict and should be determine partial order.

// Detecting whether there is loop domain conflict
For each ConditionValue in CondList

If ConditionV alue ∩ SetV alueRangei 	= ∅
Then
Transformation set which ConditionValue refer to is
conflict with the transformation set which SetValue
refer to, and there is a need to determine the partial
order.

After having detecting all these containment conflicts, the designer can serialize
the transformation model. In processing, the users must first remodeling the
process according to the range after reconstruction, next determine the partial
order between different transformation set, and then determine the partial order
among condition conflict transformations, last determine the partial order among
assignment conflict transformations. After this, the users know the order the
transformation must obey and have a good result model.

5 Conclusions

Data cleaning is a key issue in legal system migration and data integration,
and is a key process that guarantee the quality of data. Effective detecting and
resolve potential problems lying in the process flow model of data cleaning is the
precondition of enhancing data quality. In this paper, we studied the problem
of detecting semantic serialization of data transformations. We first initiate the
problem, and then present a detailed definition of the problem, and present the
algebraic property of transformation, and then we present two kinds of conflicts
in ETL modeling, and such process may be neglect in the modeling by most of
the ETL tools, and present algorithms to detecting such problems and how to
resolving it. Our approach can be used as a complement of ETL modeling tools,
and also can guide the design of ETL process that enable error-free data loading.
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Abstract. In this paper, we propose an automated SuperSQL query
formulating method based on statistical characteristics of data so that
the end-users can obtain the desired information more easily without
burden of web application development side. SuperSQL is an extension
of SQL to generate various kinds of structured presentations and doc-
uments. In our method, first, web producers prepare a provisional SQL
query and send it to a relational database. Next, the automated algo-
rithm formulates a SuperSQL query based on statistical information of
the query result. Finally the resulting SuperSQL query is executed to
return the categorized table to end-users. Experimental results demon-
strate that the implemented system enables web producers to construct
data-intensive web sites, which have better structure with respect to the
recognition of the data by end-users.

1 Introduction

Data-intensive web sites such as shopping sites and news sites have become
increasingly popular. Upon the presentation of database contents on these pages,
it is common and popular to add a search box or sort key buttons to ease a user’s
effort.

In this paper, we introduce a mechanism to incorporate categorizing capabil-
ity so that the users can obtain the desired information more easily. For example,
in an online bookstore, you can quickly find the book you want if all the books
are categorized by either authors, publishers, price ranges and so on. However,
it is much more difficult for web producers to prepare categorized layouts, de-
pending on the attribute in which users are interested. In this paper, in order
to reduce such burden of web application development and to provide informa-
tion using the dynamically arranged layout, we propose an automated SuperSQL
query formulating method based on statistical characteristics of data. SuperSQL
is an extension of SQL with the TFE which stands for Target Form Expression
to generate various kinds of structured presentations and documents.

The outline of our processing flow is shown in Fig. 1. In our method, (1) web
producers prepare a provisional SQL query and send it to a relational database
to gather necessary information. (2) The automated algorithm formulates a Su-
perSQL query based on statistical information of the query results. Our current
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Fig. 1. Outline of System

implementation basically uses the number of distinct values. As for numeric type
data, we use the coefficient of variation. (3) The resulting SuperSQL query is
executed to return the categorized table to end-users.

The rest of the paper is organized as follows. An overview of SuperSQL is
presented in Section 2. In Section 3, statistical characteristics of data which we
assume are defined. Section 4 describes an automated SuperSQL query formu-
lating method based on it. Section 5 shows implementation of our method and
experimental evaluation. The related work is presented in Section 6 and the
conclusion is given in Section 7.

2 SuperSQL

In this section, we briefly describe SuperSQL, which is the query language to
return the final results to end-users.

2.1 An Overview of SuperSQL and TFE

SuperSQL is an extension of SQL with the TFE which stands for Target Form
Expression to generate various kinds of structured presentation documents [5][6].

TFE is an extension of target list of SQL. Unlike an ordinary target list,
which is a comma-separated list of attribute, TFE uses new operators, which
are connectors and repeaters to specify the structure of the document generated
as the final results of the query. Each connector and repeater is associated with
a dimension: when generating a Web document, the first two dimensions are
associated with the columns and rows of <table> structure of HTML and the
third dimension is associated with hyper-links.
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(a) Connectors (b) Repearters

Fig. 2. Connectors and Repeaters in TFE

We have introduced the GENERATE <medium> <TFE> clause to SQL syntax to
clarify the distinction with SELECT <target list> clause. Other target medium
designations, which are allowed in the current implementation but not treated
in this paper, include XML, Excel, LATEX, PDF, etc.

2.2 Connectors and Repeaters

Binary operators represented by a comma (,), an exclamation point (!), and a
percent (%) are used as the connectors of first three dimensions. Conceptually,
they connect the objects generated as their operands horizontally, vertically, and
in the depth direction respectively. Examples of connectors are in Fig. 2(a).

A pair of square brackets ([ ]) followed by any of the connectors is a repeater
for each dimension. It will connect multiple instances in its associated dimension
repeatedly. Example of repeaters are in Fig. 2(b).

2.3 Decorative Operators

Decorative operators are supported to designate decorative features of outputs,
such as font size, table border, width, image directory, in the form of @ follows
a TFE, and decorative specifications are in a pair of braces({}), which are sepa-
rated by comma. Each decorative specification is in the form of “item = value”.
Decorative operators are described as below.

<TFE>@{item1 = value1, item2 = value2, ..., itemn = valuen}

3 Statistical Characteristics of Data

In order to formulate TFE, we use statistical characteristics of data. In this
section, we describe two criteria, which we assume to use at present.

3.1 Instance Characteristics

Instance characteristics are measures to know how often distinct values appeared
in an attribute. Let A = {a1, a2, · · · , am} denote the attribute set in the target
list of SQL query. Then instance characteristics ICi are defined as below.
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ICi = |distinct(Vi)|

Note that Vi is {vi1, vi2, · · · , vin} where vij represents an instance that belongs
to the attribute ai in the query results. In addition, distinct is the function which
eliminates duplicate values. Primarily, we assume that the smaller the instance
characteristics, the much you want the table to be categorized.

However, this assumption may not always be true. For example, consider
a student grade database, which has information of student’s id, name, sex,
department, subject, and grade. In this case, since the domain of the attribute
sex is male and female, its instance characteristics must be at most two. Though
this value is small one, most of end-users do not want the resulting table to be
categorized by sex. Regarding these problem on the semantics of the attribute,
we describe a countermeasure in Section 3.3.

3.2 Numeric Value Characteristics

If the data type of an attribute is numeric, the assumption in Section 3.1 may
not be true. In case of numeric data type, end-users want the resulting table
to be categorized when the attribute has many different values. Therefore, we
define numeric value characteristics NC as follows.

NCi =
1
v̄i

√√√√ 1
n

n∑
j=1

(vij − v̄i)2

This measure shows the coefficient of variation of vi. The coefficient of varia-
tion can evaluate the practical dispersion without depending on the unit. If this
value is higher than the threshold, we divide the interval [min(Vi), max(Vi)] into
equal ranges and provide the resulting table categorized by these intervals. As
long as the threshold for the coefficient of variation is properly set, we can avoid
unintentionally dividing the table which has many distinct values concentrated
on a narrow interval.

3.3 User Interaction

End-users often would like to browse database query results from various points
of view. However, the automated layout formulation depending on statistical
characteristics of data cannot always generate the categorized table by which all
end-users are satisfied. Therefore, we introduced interaction with end-users.

Primary Attribute. When end-users browse data-intensive web sites, the role
and importance of each attribute is not equal. For example, consider an online
shopping site. An end-user may want to select the item from the list of products
ordered by makers, and another end-user may want to select the item from the
list of products categorized by price ranges. We call the attribute given the
highest precedence as the primary attribute for the user. The formulation of
TFE is affected by the primary attribute.
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Selecting History of Primary Attribute. The primary attribute varies from
one user to another. If we can obtain the information about the primary attribute
selection, the algorithm can narrow candidates of the attribute for categorization.
For example, consider again the student grade database in Section 3.1. Suppose
that departments and subjects are repeatedly selected as the primary attribute,
and sex is rarely selected. Then, the history of selecting the primary attribute
can prevent the algorithm from selecting sex as the grouping target in the default
layout.

4 Formulating SuperSQL Query

In this section, we present an automated SuperSQL query formulating method.
Since we choose the HTML as output media, we focus the formulation of TFE
from now on. Regarding FROM clause and WHERE clause, we basically use the
one in the original SQL query.

In formulating TFE, we start from choosing the attribute which is most
suitable for grouping target. In order to choose the grouping target, we define
the grouping priority GP as follows:

GPi =
n

ICi
gi m hi

Note that gi is the weight given for the primary attribute. If ai is the primary
attribute, it takes the parameter α, otherwise it takes 1. In addition, hi is the
weight reflecting the selecting history of primary attribute and it is the ratio
which measures how often is the attribute selected as the primary attribute
among all the selections. We multiply m and n to prevent the criteria from
being biased by the number of attributes and tuples in the query results. We
choose the attributes which have a value of grouping priority greater than the
threshold, as the grouping target.

The attribute selected as the grouping target is promoted the outermost so
that other attributes are nested. For example, suppose that the SELECT clause
of original SQL query is:

SELECT sid, department, subject, grade

and the attribute which have a value of grouping priority greater than threshold
is department. In this case, the formulated TFE is:

[ department , [ sid , subject , grade ]! ]!

Moreover, in case that subject is also the grouping target, the resulting TFE is:

[ department ! [ subject , [ sid , grade ]! ]! ]!

The result of the SuperSQL query with above TFE is as follows.
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department1
sid1 grade1

subject1 sid2 grade2
sid3 grade3

department2
... ... ...

As the example shows, if there are more than one attributes for grouping,
the attribute which has higher grouping priority is placed on outer side, so
that it is treated as larger category. We connect the grouping target and other
attributes horizontally, vertically, and in the depth direction in order from the
inner connector.

Taking the numeric value characteristics into consideration, SuperSQL query
formulation process is a bit different. First, in case that the data type of the pri-
mary attribute is numeric, we examine whether the numeric value characteristics
are higher than the threshold. If it is higher than the threshold, we divide the
domain of the primary attribute into equal ranges and the start value and the
end value of each range is inserted into a temporary table. Then we join the tem-
porary table and other tables and formulate the SuperSQL query, which makes
the table grouped by each interval. On the other hand, if the numeric value
characteristics are under the threshold, we enter into ordinary process, which
calculates the grouping priority.

5 Implementation and Evaluation

5.1 Implementation

We have implemented a SuperSQL query formulating system based on statistical
characteristics of data. In our current implementation, the above mentioned
procedure is implemented as a PHP function. In this section, we describe the
specification of the function using the running example.

Function Specification. The specification of implemented PHP function is as
follows:

int dcssql ( string sql, boolean style [, string primaryAttribute] )

The dcssql function inserts SuperSQL query results into the position where
the function is called. A SuperSQL query is formulated using sql and prima-
ryAttribute. Note that both arguments are string and primaryAttribute can be
omitted.

The argument style is Boolean value to specify whether to add style infor-
mation to the generated SuperSQL query. Style information is specified using
decorative operators in Section 2.3.
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� �
1 /* sample.php */

2 <html>

3 <head>

4 <title>The List of Books</title>

5 <meta http-equiv="Content-Type" content="text/html;charset=EUC-JP"/>

6 </head>

7 <body>

8 <form method="get" action="sample.php">

9 <input type="radio" name="primary" value="name">Name

10 <input type="radio" name="primary" value="author">Authors

11 <input type="radio" name="primary" value="publisher">Publishers

12 <input type="radio" name="primary" value="category">Categories

13 <input type="radio" name="primary" value="price">Price Ranges

14 <input type="radio" name="primary" value="pdate">Published Date

15 <input type="submit" value="Choose!">

16 </form>

17 <?php

18 include("dcssql.inc");

19 $sql = "SELECT b.name, b.author, b.publisher,

b.category, b.price, b.pdate FROM book b";

20 dcssql($sql, TRUE, "$_GET[primary]");

21 ?>

22 </body>

23 </html>

� �
Fig. 3. An Example of a PHP File

Example. As defined above, once a web producer gives the dcssql function a
standard SQL query, a style flag and a primary attribute, a SuperSQL query is
formulated, executed, and the resulting HTML are returned. We suppose as usual
that web producers provide it to end-users, together with other PHP and HTML
codes. Notice that the web producer is expected to implement an interface to
select a primary attribute and give it to the dcssql fuction. An example PHP
file, which web producers prepare, is shown in Figure 3 and screenshots displayed
when end-users access the sample PHP file are shown in Figure 4 and Figure 5.
In two screenshots, the threshold of the GP is set to 2.0 and 1.5 respectively.

We explain the details of the PHP source in Figure 3. An interface to specify
a primary attribute is described in Line 8-16. Though it is provided by radio
buttons in this example, any HTML form interface is available as long as the
primary attribute can be exclusively selected.

The include function in Line 18 includes the file, which has the entity of the
dcssql function and others.

Line 19 sets the original SQL query. In this example, we assume a simple
table of books which has isbn, name, authors, publishers, categories, price, and
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Fig. 4. The Result of sample.php (θGP = 2.0)

published date as attributes. Note that price is numeric, published date is date
type, and the others are string type. This table is assumed to contain one hundred
records of books. In case that all the records in this table are returned to an end-
user as query results, the instance characteristics of categories and publishers are
higher than the others.

Line 20 receives form data about the primary attribute via the GET method
and calls the dcssql function.

When end-users access the sample.php in Figure 3, the result without consid-
ering the primary attribute will be displayed. The result in Figure 4 is grouped
by categories and publishers according to the grouping priority. In addtion to
these attributes, the result in Figure 5 is grouped by authors. More remarkably,
categories and other attirbutes are connected in the depth direction since the
number of grouping targets are more than 3.

5.2 Experimental Evaluation

In this section, we present experimental evaluation of the implemented system.
We used databases of books, news, and geographic statistical information

about Japan. To simplify queries, each database consists of only one table. The
books table is the same database used in Section 5.1. The news table has ID,
titles, text, sources, large categories, small categories, and arrival time as at-
tributes. The text attribute is relatively large data so that the data size varies
from 200 Bytes to 6000 Bytes. The statistical information table has ID, prefec-
ture name, region name, the number of population, the area and so on. Except
for the name of prefecture and region, all the attributes are numeric.

In this experiment, the threshold and other parameters are decided empiri-
cally. The threshold of the NC and the GP are set to 0.3 and 3 respectively. The
parameter for the primary attribute is set to 5.
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Fig. 5. The Result of sample.php (θGP = 1.5)

Table 1. The Flat Table versus Generated Table

Recognizability Propriety of Structure
FLAT NESTED FLAT NESTED

avg. 1.50 3.75 2.38 4.25
Books t-Statistic -5.46 -6.05

t-Critical 1.81 1.77
avg. 1.36 3.00 2.00 3.38

News t-Statistic -3.87 -3.66
t-Critical 1.81 1.76

avg. 2.75 3.00 3.38 3.50
Statistical Informaiton t-Statistic -0.32 -0.18

t-Critical 1.77 1.77

We got eight examinees to browse a normal flat table and the table gener-
ated by our system and then to give two scores to each table. The one score is
about the recognizability and the other one is about the appropriateness of table
structure. The appropriateness of structure does not mean prettiness but appro-
priateness for browsing the data such as books, news and statistical information.
The score varies from 1 to 5, where 1 indicates the lowest level of recognizability
or appropriateness and 5 indicates the highest one. Notice that all scores were
given to each table as an absolute evaluation.

Then we compared the scores and performed t-tests. The null hypothesis was
that there is no difference for the flat table and the categorized table generated
by our system regarding the average score. The alternative hypothesis was that
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the average score for the categorized table is higher than that for the flat table.
All the t-tests were performed as one-tail t-tests with significance level 5%.

The experimental results are in Table 1. FLAT means the flat table and
NESTED means the table generated by our system. As the tables shows, except
for the case of statistical information, the absolute value of t-Statistic is greater
than t-Critical about both the recognizability and the appropriateness of table
structure. Therefore the null hypothesis was rejected and the alternative hypoth-
esis was accepted. In other words, the table generated by our system has better
recognizability and structure for browsing books and news than the flat table. In
contrast, the alternative hypothesis was not accepted in the data of statistical
information. We consider this is because almost all the attributes in the sta-
tistical information table are numeric. In short, the algorithm often formulates
the TFE producing a flat table. We got similar results in case of specifying the
primary attribute. However they are omitted due to the space limit.

6 Related Work

An automatic categorization technique has been proposed by Chakrabarti et
al. to present relational results that are devised to minimize users’ efforts in
browsing [2]. In contrast to our statistical characteristics based model, it is based
on cost models that are defined to estimate information overload faced by users.
In order to estimate the average cost, it uses the log of queries that users have
asked int the past. There shall be no difficulties to incorporate the log-based
cost models to work together with our statistical approach. The other differences
between that work and ours are various presentation capabilities. We provide not
only a simple group-by presentation but also an arbitrary one that a TFE in a
SuperSQL query allows, for example, multi-page presentation in Figure 5.

There is a research studying a dynamic SuperSQL query formulation. AC-
TIVIEW is an adaptive data presentation system, which creates HTML pages
dynamically adapting to the size of screen [3]. Though this work is similar to
ours with respect to dynamic SuperSQL query formulation, it does not consider
the statistical characteristics of data in determining layouts since its main pur-
pose is adapting the outputs to the size of various screen such as a PDA and a
mobile phone equipped with a web browser.

In the context of the generation of the reports, there are many researches.
QURSED is a report generating system for XML documents [4]. Differing from
our approach in giving developers discretionary power to generate reports, de-
velopers can prepare various queries and layouts using the QURSED system.
The Oracle report tool offers a few fixed styles and does not consider data char-
acteristics [7]. Table Presentation System TPS is a reporting system, which can
represent various layouts by several table operations [1]. Its operations are eas-
ier than usual programming effort and the QURSED Editor. However, it only
provides a static structured presentation and end-users have no way to provide
their preferences to change the structure.
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7 Conclusion

In this paper we defined the statistical characteristics of data in a SQL query
result. Then we proposed an automated SuperSQL query formulating method
based on it. Experimental results demonstrate that the implemented system
enables web producers to construct data-intensive web sites, which have bet-
ter structure for the recognition of the data by end-users, without burden of
programming.
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Abstract. Non-trivial retrieval applications involve complex computa-
tions on large multi-dimensional datasets. These should, in principle,
benefit from the use of relational database technology. However, express-
ing such problems in terms of relational queries is difficult and time-
consuming. Even more discouraging is the efficiency issue: query opti-
mization strategies successful in classical relational domains may not
suffice when applied to the multi-dimensional array domain. The RAM
(Relational Array Mapping) system hides these difficulties by providing
a transparent mapping between the scientific problem specification and
the underlying database system. In addition, its optimizer is specifically
tuned to exploit the characteristics of the array paradigm and to allow
for automatic balanced work-load distribution. Using an example taken
from the multimedia domain, this paper shows how a distributed real-
word application can be efficiently implemented, using the RAM system,
without user intervention.

1 Introduction

Efficiently managing collections of e.g. images or scientific models, is beyond the
capabilities of most database systems, since indexing and retrieval functionality
are tuned to completely different workloads. Relational database systems do
not support multidimensional arrays as a first class citizen. Maier and Vance
have argued for long that the mismatch of data models is the major obstacle
for the deployment of relational database technology in computation oriented
domains (such as multimedia analysis) [1]. While storage of multidimensional
objects in relations is possible, it makes data access awkward and provides little
support for the abstractions of multidimensional data and coordinate systems.
Support for the array data model is a prerequisite for an environment suitable
for computation oriented applications.

The RAM (Relational Array Mapping) system bridges the gap caused by the
mismatch in data-models between problems in ordered domains and relational
databases, by providing a mapping layer between them. This approach has shown
the potential to rival the performance of specialized solutions given an effective
query optimizer [2]. This paper investigates how to improve performance by
distributing the query over a cluster of machines. We hypothesize that the array
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paradigm allows RAM to automatically distribute the evaluation of complex
queries. Extending the case study presented in [2], we detail how a non-trivial
video retrieval application has been moved from a stand-alone application to a
distributed database application, using the RAM system for automatic query-
distribution. The execution time of the ranking process has been significantly
improved without requiring manual optimizations of query processing.

2 The RAM Approach

The RAM system is a prototype array database system designed to make data-
base technology useful for complex computational tasks [3]. Its innovation is the
addition of multidimensional array structures to existing database systems by
internally mapping the array structures to relations. Array operations are also
mapped to the relational domain, by expressing them as relational queries. This
contrasts with earlier array database systems; for example, array processing in
RasDaMan was implemented as an extension module for an object oriented data-
base system [4]. By storing array data as relations instead of a proprietary data
structure, the full spectrum of relational operations can be performed on that
array data. This indirectly guarantees complete query and data-management
functionalities, and, since the array extensions naturally blend in with exist-
ing database functionalities, the RAM front-end can focus solely on problems
inherent to the array domain.

The RAM system provides a comprehension based array-query language, to
express array-specific queries concisely (comprehension syntax is explained in
[5]). Array comprehensions allow users to specify a new array by declaring its
dimensions and a function to compute the value for each of its cells. The RAM
query language is inspired by the language described in the AQL proposal [6].
Due to space limitations we omit a detailed discussion of the RAM syntax, which
can be found in [7], but its basic construct is the comprehension: [f(x, y)|x <
2, y < 3]. This defines an array of shape 2 × 3, with axes named x and y, where
the value of each cell in the array is determined by an expression over its axes:
f(x, y). Support for this language is isolated in a front-end that communicates
with the DBMS by issuing relational queries.

The RAM front-end translates the high level comprehension style queries into
an intermediate array-algebra before the final transformation to the relational
domain. This intermediate language is used by a traditional cost driven rule
based optimizer specifically geared toward optimization of array queries. The
RAM optimizer searches for an optimal query plan through the application of
equivalence rules. A second translation step expresses the array algebra plan
in the native query language of the database system. This can be not only a
standard query language (SQL), but also a proprietary query language, such as
the MonetDB Interface Language (MIL) for MonetDB [8], the database system
used for the experiments in this paper.
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3 Case Study

The case study used in this paper is a RAM based implementation of the prob-
abilistic retrieval system that our research group developed for the search task
of TRECVID 2002-2004 [9].

In this retrieval system, the relevance of a collection image m given a query
image is approximated by the ability of its probabilistic model ωm (a mixture of
Gaussian distributions) to describe the regions X = (x1, . . . ,xNs) that compose
the query image. Such a score P (X |ωm) is computed using the following formulas
(the interested reader is referred to [10] for more details):

P (xs|ωm) =
Nc∑
c=1

P (Cc,m)
1√

(2π)Nn
∏Nn

n=1 σ2
n

e
− 1

2

∑Nn
n=1

(xn−μn)2

σ2
n . (1)

P (xs) =
Nm∑

ωm=1

P (ωm) ∗ P (xs|ωm). (2)

P (X|ωm) =
Ns∑
s=1

log(λP (xs|ωm) + (1 − λ)P (xs)). (3)

These mathematical formulas map nicely to concise RAM expressions:

Expression 1

p(s,m) = sum([P(c,m) * (1.0/(sqrt(pow(2*PI,Nn))*prod([S2(n,c,m)|n<Nn])))

* exp(-0.5 * sum([pow(Q(n,s)-Mu(n,c,m),2)/S2(n,c,m)|n<Nn])) | c<Nc])

p(s) = (1 / Nm) * sum([ p(s,m) | m<Nm ])

Scores = [ sum( [ log( l*p(s,m)+ (1-l)*p(s) ) | s<Ns ] ) | m<Nm ]

For a more in depth discussion of this implementation of the retrieval system
in RAM, the interested reader is referred to [2].

Comparison between Equations 1, 2, 3, and RAM Expression 1 clearly shows
that the mathematical description of the ranking problem maps almost 1-on-
1 to RAM. We postulate that the RAM query language, thanks to its array
based data model, remedies many of the interfacing hurdles encountered when
implementing computation oriented algorithms in a database system. However,
the retrieval problem inherently deals with complex computations and large
volumes of data. This means that even though the efficiency of the RAM query
evaluation is competitive with the native Matlab [11] implementation of the
retrieval algorithm, the costly computations make it infeasible to use the system
in an interactive setting.

4 Distributing Array Queries

The inherent parallelism of distributed systems may be exploited to overcome
the computational limitations of a single machine. By distributing queries over
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multiple nodes, more complex queries than normally possible can be evaluated,
having each node compute only part of the answer. Query distribution for rela-
tional databases is well studied and offers more than just efficiency (distributed
database technology is discussed for example in [12] and [13]). In case of the
RAM array database system however, the primary concern is to speed-up query
evaluation.

This paper investigates the distribution of RAM queries over multiple com-
putational nodes by discovering a suitable location in the query plan to split it
into disjunct sub-queries. When simply using those opportunities readily avail-
able in an existing query plan it is hard to achieve a balanced query load across
all nodes: it is rare to find sub-expressions that happen to be equally expensive to
compute. Fortunately, the structured nature of array queries allows the creation
of new, balanced opportunities to split the query for distribution.

4.1 Query Fragmentation Patterns for Array Queries

The straightforward approach to distribute an array query is to fragment the
result space in disjunct segments and compute each of those parts individually.
This approach is simply mimicked in RAM, generating a series of queries that
each yield a specific fragment, and concatenating those resulting fragments to
produce a single result, for example1:

[f(x)|x < n] ⇒ [f(x)|x < n/2]++[f(x + n/2)|x < n/2]. (4)

Rewriting the query plan like this introduces an operator in the query, the
array concatenation ‘++’, which represents a new opportunity to split the query
in balanced sub-queries.

It is possible to ensure that the new sub-queries are balanced thanks to the
context knowledge that is available in the array domain. All the array operations
are position-based rather than value-based. This absence of selective operations
on values means that the size of all the intermediate results of a query plan is
known in advance with no uncertainty.

Aggregations are also suitable for the creation of balanced sub-queries. Com-
mutative and associative aggregates are equivalent to a series of binary opera-
tions, which means that such aggregates can be split into any number of parts,
for example:

sum([f(x)|x < n]) ⇒ sum([f(x)|x < n/2]) + sum([f(x + n/2)|x < n/2]). (5)

Targeting distribution at aggregations specifically seems sensible since large ag-
gregates are frequent in the typical query-load. This is reflected by distributed
evaluation technology developed for information retrieval applications [14]. In
many cases aggregation constitutes a large fraction of the total query cost.

1 Note that the RAM system rewrites queries at the internal algebra level. However,
we present the patterns denoted in RAMs high-level query language for readability.
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4.2 Automatic Array Query Distribution

The RAM system is extended to include distribution of these fragmented queries
by the introduction of a distribute pseudo-operator. The term pseudo-operator
is used because it does not operate on the data, instead it manipulates the query
execution itself: it distributes sub-queries over multiple computational nodes and
collects the results. Notice that it performs a role similar to that of the exchange
operator in the Volcano system [15].

This new pseudo-operator is introduced into query plans through the addi-
tion of tailored equivalence rules in the optimizer. These new rules implement the
patterns identified in Section 4.1, Equations 4 and 5. For example, the pattern
depicted in Equation 4 produces an expression formed by the concatenation
of partial results: E ⇒ concat(EA, EB), where concat is the algebra operator
equivalent to the array concatenation, ‘++’, in the RAM syntax. The rewriter
includes the distribute pseudo-operator to indicate that the various query frag-
ments should be distributed: concat(distribute(EA, EB)).

The query optimizer performs a top-down search for the best distribution
plan. At each opportunity, uniform fragmentation of the query over all avail-
able nodes is attempted. The search is terminated as soon as the cost of non-
distributed part of the next generated query plan surpasses the total cost of the
best plan found earlier.

The RAM cost model is designed to steer the minimization of the data volume
to be processed. Its cost function computes a score based on the total amount
of data generated by a query. For normal operators the cost is recursively de-
termined by assigning a cost for the operator itself to the sum of its children’s
costs:

cost(op(E1 . . . En)) = cost function(op) +
n∑

i=1

cost(Ei).

The distribute pseudo-operator is treated differently: it gets assigned only the
maximum cost among its children, as they are evaluated in parallel, and a cost
factor related to node-communication. Assuming data volume to be the domi-
nant factor in data transfer leads to this cost estimate function:

cost(distribute(E1 . . . En)) = max(cost(E1) . . . cost(En)) +
n∑

i=1

c|Ei|, (6)

where c is a constant tuned to the speed of the network connecting the nodes.
Although the current cost model may be further improved by taking more

variables into account, it is shown to be reliable. The reason for this is not to be
found in its complexity, but rather in the choice of the domain where the costs
are estimated. Performing optimizations and deciding fragmentation strategies in
the array domain allows for the exploitation of properties usually not available in
the relational domain. Cost models tend to be complex and of limited reliability
in the relational domain because the size of intermediate results can only be
estimated. In the array domain, the exact knowledge on this factor justifies the
usage of simple cost models and ensures more reliable results.
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5 Experiments

This section presents experimental results aimed at verifying the effectiveness
of the distribution strategies outlined in Section 4. The goal is to show that
not only the query optimizer produces viable distribution plans, it also has the
means to reliably select the most efficient strategy.

Figure 1 visualizes three possible strategies for the query derived from equa-
tion 3. These query plans are referred to as Query B, Query C, and Query D
in the remainder of this paper. The original non-distributed query, as it is in
Expression 1, is referred to as Query A.

These examples are just three of the many possible alternative distribution
plans that are considered by the system. There is no need for users to study
the formulas by hand to decide on a suitable query fragmentation strategy: the
RAM system derives the most suitable strategy automatically. The experiments
are focused on these three variants since they represent patterns that can be
intuitively explained.

Query A, the original non-distributed query plan, is visualized in Figure 1(a).

(a) Original query (b) Query on disjunct sub-collections

(c) Distribution pushed down in the
query tree

(d) Partial queries on the whole collec-
tion

Fig. 1. Query fragmentation strategies
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Fig. 2. Speed-up of Queries B, C, D when using an increasing number of nodes

Query B, depicted in Figure 1(b), represents the pattern where disjunct sub-
sets of the collection are independently scored by different nodes. This approach
is not effective in our case study, because of the aggregation over all documents
that is part of the score for each individual document: when performed naively,
this query-fragmentation strategy results in a situation where each node still
needs to compute the values the entire collection.

One solution around this problem is to move fragmentation further down the
query expression, as depicted in Figure 1(c) and implemented by Query C. In this
case, the large intermediate matrix of individual sample probabilities per model
is computed in fragments, assembled, and used to compute the final scores. This
approach has two downsides however: this matrix has Ns × Nm elements which
may result in considerable communication overhead, and a significant part of
the computation is no longer performed in parallel as the collected data requires
non-trivial post-processing.

Finally we consider Query D, as depicted in Figure 1(d), which fragments the
query along another dimension of its problem space. The query is fragmented
along the direction of the aggregation, each node computes a partial score for
each document and these partial scores are subsequently combined into a single
value. This approach results in a more manageable communication overhead
compared to the previous solution, of Ns elements per node.

5.1 Measurements

Experiments have been conducted on a cluster composed of 8 slave nodes and
one master node2 Calibration tests have shown that, for this cluster of machines,
2 Each configured with an Opteron 1.4GHz, 2GB of main memory, Gigabit network

interface, and MonetDB [8] version 4.4.0.
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Table 1. Execution statistics for query distribution over 8 nodes

Query master slave network network
% time % time % time data volume

B 0.004 99.993 0.003 c ∗ Nm

C 11.6 88.1 0.3 c ∗ Nm ∗ Ns

D 0.005 99.993 0.002 c ∗ Nm ∗ #nodes

c ≈ 120 is a suitable value for the constant c introduced in Equation 6. Query A
has been executed on the single master node, and queries B, C, and D have been
distributed over a number of nodes ranging from 2 to 8 slaves and a master-node.

Figure 2 summarizes the results in terms of speed-up with respect to the non-
distributed Query A. For each of the three distributed variants, the estimated
speed-up and the measured speed-up are shown.

The first observation is that in all cases the measured speed-up is in-line with
the predicted values (Figure 2). This shows that, for these queries, the cost-model
proposed in Section 4 reliably estimates the relative costs of alternative query
plans.

The second observation is that Query D exhibits the best scalability, as pre-
dicted by the RAM optimizer and our intuitive expectations. Query C also ex-
ploits the increasing number of nodes, although not as effectively as Query D
does, whereas Query B does not provide any significant speed-up. As shown in
Table 1, for both queries B (worst) and D (best), nearly all time is spent com-
puting the distributed part of the query. Here, time spent on communication
and post-processing of the data on the master node is negligible. The reasons
why Query C is less scalable than Query D are explained clearly by Table 1:
first, since distribution is pushed down in the query tree, a significant fraction
of the query (11%) is not parallelized, but executed sequentially by the master
node; second, because Query C requires more data to be transferred than the
other distributed queries, its communication overhead is more noticeable.

A final observation is that, in the experimental setting, communication costs
are not really an issue. Only in the case of Query C, communication overhead is
noticeable but still hardly significant for the overall cost. There are two apparent
reasons for this: first, the workload represented by the query in our example
case is large and by far the predominant factor in the overall execution costs;
second, experiments were performed on a tightly coupled cluster of machines
with a fast interconnecting network. While both aspects seem reasonable in
light of our target domain – large scale scientific problems inherently bring costly
computations and are usually processed on dedicated machinery – it remains to
be seen how the results translate to different environments.

6 Discussion and Conclusions

The experimental results clearly indicate that distributed database technology
is applicable to complex scientific queries, such as the ones issued by recent
information retrieval research.
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However, a correct reading of these results goes beyond a mere quantita-
tive analysis of the problem at hand. Although the identification of the most
efficient fragmentation strategy is an important issue for the practical usage of
the system, we would like to emphasize that many strategies other than those
presented are possible, and that it is not our intention to analyze their efficiency
in this paper. The valuable information for the scope of our research is in the
comparison between the estimated and the measured costs. Figure 2 shows that
the RAM system is not only capable of fragmenting queries efficiently, but it
appears to be particularly reliable in estimating the costs associated to different
strategies.

In Section 4 we detail about the reasons of such an accuracy. Mapping array
queries into the relational domain does not imply that all the optimization issues
are also mapped to the new domain, where they could be effectively solved by
the available solutions. We showed, for instance, how the size of intermediate
results, that plays a crucial role in the optimization and in the distribution of a
query, is known with no uncertainty in the array domain. The mapping process,
however, results in an inevitable loss of such context information, which can then
be only estimated by the target relational system. The novelty introduced by
the RAM system is combining the exploitation of the context knowledge in the
array domain with the usage of the advanced solutions available in the relational
domain.

In this light, RAM appears to be an attractive solution for scientific compu-
tations on large data volumes. Its data model provides advantages at different
levels: it drastically reduces user effort required to implement database-powered
solutions by tackling problems within the array domain, and its structure allows
a reduced complexity of the optimization process without sacrificing effective-
ness. Likewise, query distribution benefits from its realization at the array level.
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Abstract. Ranking-aware queries, or top-k queries, have received much atten-
tion recently in various contexts such as web, multimedia retrieval, relational
databases, and distributed systems. Top-k queries play a critical role in many
decision-making related activities such as, identifying interesting objects, net-
work monitoring, load balancing, etc. In this paper, we study the ranking ag-
gregation problem in distributed systems. Prior research addressing this problem
did not take data distributions into account, simply assuming the uniform data
distribution among nodes, which is not realistic for real data sets and is, in gen-
eral, inefficient. In this paper, we propose three efficient algorithms that consider
data distributions in different ways. Our extensive experiments demonstrate the
advantages of our approaches in terms of bandwidth consumption.

1 Introduction

Ranking-aware queries have been studied in various contexts such as web, multimedia
retrieval, relational databases, and distributed systems. This is mainly because they are
needed for decision-making related activities such as identifying interesting objects,
network monitoring, distributed denial-of-service attack detection and load balancing.
For example, in a network monitoring setting, top ranking sources of data packets need
to be identified to detect denial-of-service attacks. Fagin first introduced the ranking
aggregation problem in the context of multimedia retrieval [6]. Assume there are m
subsystems with each maintaining a list of objects together with their ranking scores.
The score of an object can be any value that describes a certain characteristic of the
object, e.g., its color, shape, etc. Top-k queries over the m subsystems return the ob-
jects with the k highest aggregated scores under a monotonic function. The best known
algorithm solving this problem is the Threshold Algorithm (TA) which was indepen-
dently discovered by several groups [8,11,7]. Based on Fagin’s seminal work [6], many
approaches have been proposed to solve the top-k query processing problem under var-
ious scenarios. In data streams, distributed top-k monitoring was studied in [1]. Sup-
porting ranking query processing in relational databases from different perspectives has
been studied in [3,5,9,10,15,14]. More recently, approximate top-k queries on multi-
dimensional datasets with probabilistic guarantees were studied in [13]. A framework
for distributed top-k retrieval in peer-to-peer networks was proposed in [2], which is
mainly concerned with retrieving the top-k matching objects given the query object,
but does not aggregate scores from all nodes in a distributed system.
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In this paper, we are concerned with answering top-k queries efficiently in dis-
tributed systems. In particular, we consider Content Distribution Networks (CDNs),
which are deployed by many companies to avoid network congestion. CDNs typically
consist of cache servers scattered around the globe for caching bandwidth-intensive
objects from the original server such as images and video clips. This enables fast web
and streaming media applications. When a request is sent to the original server, it is
redirected to one of the cache servers which is closer to the client and/or can serve data
faster. Effective monitoring of activities (by a central manager) over CDNs ensures
successful content distribution. One such monitoring task is a top-k query, e.g., “what
are the top-k most popular URLs across the entire CDN?”. A naı̈ve approach to answer
such a query is to have each cache server send the access statistics about all objects
to the central manager. However, this incurs significant bandwidth consumption if the
number of objects at each cache server is large. Hence bandwidth efficient algorithms
for processing such top-k queries in a distributed environment are needed.

While the Threshold Algorithm (TA) is generally applicable in database applica-
tions, it is inefficient when applied to answer top-k queries in large distributed networks
in terms of bandwidth consumption [4]. This is mainly because the number of rounds
to finalize the answer to a top-k query under TA cannot be predetermined and it varies
with different data distributions among the nodes. Hence, in [4] the first constant num-
ber of round algorithm for calculating top-k objects in distributed systems is proposed
and referred to as the Three-Phase Uniform-Threshold algorithm (TPUT).

However, TPUT does not take data distributions into account and it simply assumes
the uniform data distribution among all nodes, which is not realistic due to the hetero-
geneous nature of distributed systems. Thus, in this paper, we propose different algo-
rithms to calculate top-k queries in constant number of rounds to further enhance the
performance by accounting for varying data distributions. They are referred to as the
Three-Phase Adaptive-Threshold algorithm (TPAT), the Three-Phase Object-Ranking
based algorithm (TPOR) and the Hybrid-Threshold algorithm (HT). TPAT generalizes
TPUT by utilizing summary statistics of the data. However, it could be very expensive
to use summary statistics to accurately estimate data distributions. The main difficulty is
for an algorithm to efficiently estimate data distributions, without a-priori knowledge.
TPOR and HT are devised to overcome this difficulty. TPOR is fundamentally different
from both TPUT and TPAT since it uses object rankings rather than object scores when
estimating data distributions. TPOR is more bandwidth-efficient than TPUT when han-
dling the case that object rankings are similar across all nodes. Nevertheless, TPOR
performs worse than TPUT in the case when object rankings widely vary across all
nodes. To remedy such a situation, HT is proposed to combine the advantages of both
TPUT and TPOR, which is robust under different data distributions.

The rest of the paper is organized as follows. Section 2 formulates the problem.
Section 3 presents our proposed algorithms. Section 4 evaluates the performance of our
proposed algorithms. Section 5 concludes the paper and discusses the future work.

2 Problem Formulation and Performance Metric

We formalize the problem of top-k query processing in distributed systems by abstract-
ing the above CDN example. Assume there are m nodes and one single central manager
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in a distributed system. Each node i is connected to the central manager and maintains
a list of pairs 〈O, Si(O)〉, where O is an object and Si(O) is the score of the object.
Furthermore, we assume objects in each list are sorted in the descending order of their
scores. Note that an object does not have to appear in all nodes. If an object does not
appear in the list of a node, its score in that list is zero by default. The central man-
ager initiates a top-k query which retrieves objects from the network with the k highest
f(S1(O), . . . , Sm(O)) where f is a monotonic function such as the sum function SUM
to compute the overall score of an object. For simplicity, we assume the sum function
throughout this paper. In practice, this function could be a weighted sum to account for
the relative importance of cache servers.

The goal of distributed top-k query algorithms is to achieve low bandwidth con-
sumption. We assume that the computation cost in each node is negligible while the
communication cost among nodes dominates the query response time. This is mainly
due to the current trends in technology where the speed and bandwidth of the network
is still a bottleneck. We take the number of 〈object, score〉 pairs transmitted across the
network as our performance metric, which dominates the communication cost.

3 New Ranking Aggregation Algorithms

In this section, we propose three new algorithms for answering top-k queries in dis-
tributed systems. The first algorithm, the Three-Phase Adaptive-Threshold algorithm
(TPAT), generalizes TPUT by exploiting data distributions using summary statistics to
further enhance the pruning power of TPUT. The second algorithm, the Three-Phase
Object-Ranking based algorithm (TPOR), prunes ineligible objects by their rankings
(positions). In contrast, TPUT prunes ineligible objects based on their scores. The
last algorithm, the Hybrid-Threshold algorithm (HT), combines the advantages of both
TPUT and TPOR, and demonstrates that it is very robust to different data distributions.

3.1 Three-Phase Adaptive-Threshold Algorithm

In this subsection, we extend TPUT by relaxing the condition on how to divide the
phase-1 bottom τ1 among all nodes. Please refer to [4] for the details of TPUT due
to the space limit. By dividing τ1 uniformly among the nodes, TPUT assumes object
scores are uniformly distributed among nodes in the network, i.e., each node contributes
approximately the same to the result set. However this assumption does not consider the
case in the real world where some nodes in the systems are hot spots for content-sharing.
This results in non-uniformly distributed data among nodes. That is, some nodes may
have objects with larger score distributions while other nodes may have objects with
smaller score distributions. For convenience, they are referred to as hot and cold nodes
respectively. The probability for a top-k object being from a hot node is much higher
than being from a cold node. Intuitively, hot nodes usually contribute a larger portion of
top-k objects than cold nodes do. Hence, we propose to divide τ1 to m nodes adaptively
according to their data distributions. In general a threshold lower than τ1/m for a hot
node allows more objects to be sent to the central manager, and vice versa.

We illustrate the adaptive division of τ1 by using the example lists in Fig. 1. Assume
that the central manager asks for a top 2 query. From Fig. 1., we observe that node 2 has
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node 1 node 2 node 3

<O5, 21> <O4, 34> <O3, 30>
<O2, 17> <O1, 29> <O4, 14>
<O4, 11> <O0, 29> <O0, 9>

1
2
3
4
5
6

<O3, 11> <O3, 26> <O5, 7>
<O6, 10> <O5, 9> <O2, 1>
<O7, 10> <O9, 7> <O8, 1>

Phase-1:
TPUT/TPAT

Phase-2 :
TPUT

Phase-2 :
TPAT

PSUM
O4 : 48
O3 : 30
O1 : 29
O5 : 21
O2 : 17

PSUM
O3 : 67
O4 : 59
O0 : 29
O1 : 29
O5 : 21
O2 : 17
O6 : 10
O7 : 10

PSUM
O3 : 56
O4 : 48
O5 : 30
O0 : 29
O1 : 29
O2 : 17

Phase-1 bottom

Fig. 1. Three example lists and the partial sum lists calculated in phase 1 & 2 of TPUT/TPAT

objects with a larger score distribution as compared to node 1 and node 3. Hence node
2 plays an important role to the final scores of top-k objects in the result set with higher
probability than the other nodes. Thus more objects are expected to be sent from node
2 to the central manager and fewer objects from node 1 or node 3. If τ1 = 30 is non-
uniformly divided into T1 = 12, T2 = 8, and T3 = 10, which are assigned to nodes 1,
2, 3 respectively as the thresholds, then, in phase 2, node 1 sends 〈object, score〉 pairs
up to position 2, node 2 up to position 5, and node 3 up to position 2. As compared
with the uniform threshold T = 30/3, non-uniform thresholds send 3 fewer number of
〈object, score〉 pairs. TPAT algorithm is summarized as follows:

1. Phase 1: same as TPUT.
2. Phase 2: The central manager divides τ1 non-uniformly into T1, . . . , Tm according

to some summary statistics sent from nodes. Then it sends Ti to node i as the
threshold. The rest is the same as TPUT except that the upper bound of each object’s
aggregated score calculated by Usum(O) = S′

1(O) + . . . + S′
m(0) where S′

i(O) =
Si(O) if O has been reported by node i, and S′

i(O) = Ti otherwise.
3. Phase 3: same as TPUT.

Theorem 1. The TPAT algorithm correctly returns the exact top-k objects for any data
distribution in each node of a two-tier distributed system.1

The motivating example above only develops the general framework for an adap-
tive division of the phase-1 bottom τ1 according to the data distribution in the network.
The main challenge is how the data distribution can be captured approximately using
summary statistics and how they are used to guide the adaptive division of τ1. Since
histograms have been widely used in various database problems and are the most com-
monly used form of statistics in practice, we now investigate them as a tool to guide the
adaptive division of τ1. In particular, equi-depth histograms [12] are used as an example
to illustrate the framework of our proposed technique. Note that any kind of histograms
can fit in our framework. Equi-depth histograms are constructed by dividing the domain
into b buckets with roughly the same number of tuples in each bucket. This number and
the bucket boundaries are stored. For notational convenience, the equi-depth histogram
for the data in node i is represented by Hi = {Bi

1, . . . , B
i
bi
}. Bi

j(1 ≤ j ≤ bi) is in the
form of ([V i

min, V i
max], f), where [V i

min, V i
max] is the boundary of bucket Bi

j and f is
the total number of objects in the bucket. Hence, given a score predicate s ≥ p, the total

1 Note that all the proofs for theorems in this paper are omitted due to the space limit and please
refer to [16] for complete proofs.
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number of objects within the range can be approximated by examining the overlapped
buckets by assuming a uniform distribution in each bucket.

In general, we need to divide the phase-1 bottom τ1 among the histograms of the
nodes so as to minimize the number of objects retrieved. This is a linear programming
problem, whose complexity increases as the number of buckets in the histogram per
node increases. To simplify the problem, we consider one-bucket histograms. Now the
histogram for node i is represented by Hi = {Bi

1 = ([V i
min, V i

max], f i)}, i.e., each
node returns the score range of its objects and the total number of objects at the node.
Assume τ1 is divided into T1, . . . , Tm such that

∑m
i=1 Ti = τ1. Assuming uniform score

distribution at each node, we can approximate the number of objects whose scores are

no less than Ti by using the score range and the number of objects, i.e., fi

V i
max−V i

min
∗

(V i
max − Ti). Assume that this number is fi(Ti). Hence, the goal of adaptive division

of τ1 into T1, . . . , Tm is to minimize
∑m

i=1 fi(Ti) =
∑m

i=1
fi

V i
max−V i

min
∗ (V i

max − Ti)

such that
∑m

i=1 Ti = τ1 and V i
min ≤ Ti ≤ V i

max.
When the score distribution in each node is non-uniform, the selectivity estimation

accuracy using one-bucket histogram cannot be guaranteed. However, using more than
one bucket for each histogram to summarize score distribution makes the optimization
much more complex, which may incur infeasible computation cost. Hence, we intro-
duce alternative techniques without using a priori knowledge on data distributions.

3.2 Three-Phase Object-Ranking Based Algorithm

We now propose a new algorithm, referred to as Three-Phase Object-Ranking based
algorithm (TPOR), that is more likely to capture the heterogeneous nature of distributed
networks without using any summary statistics. Its pruning of ineligible objects is based
on object rankings instead of their scores. In particular, in the second phase of this new
algorithm, instead of assigning a threshold for each node, the central manager sends the
current top-k object list to each node. Upon receiving this list, each node examines its
objects and passes all of its local objects that are ranked higher than any of the objects in
the list to the central manager. In this way, the correlation between the object score and
ranking is captured, which can avoid the case where an inappropriately small phase-1
bottom τ1 is obtained by TPUT. The following example will show how TPOR works.

We again consider the example lists in Fig. 1. and the top-k query still requests
the top 2 objects. As shown in Fig. 1., after the first phase, the objects with the two
highest partial sums are O4 and O3. Hence in phase 2, the central manager sends the
set of objects {O4, O3} to each node. The lowest ranking of these two objects in node
1, 2, 3 are 4, 4 and 2 respectively. Therefore, node 1 sends {O5, O2, O4, O3}, node
2 sends {O4, O1, O0, O3}, and node 3 sends {O3, O4}. As compared with TPUT, 2
fewer objects are needed to be sent to the central manager. The rest processing is the
same as TPUT and omitted here due to the space limit. TPOR algorithm is summarized
as follows.

1. Phase 1: same as TPUT.
2. Phase 2: The central manager broadcasts the list L of the top-k object IDs from the

partial sum list to all the nodes in the network. Upon receiving the list L, for each
object Oj in L, node i finds its local score Vi,j (if Oj does not occur in the local
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list, Vi,j = 0) and determines the lowest local score Ti among all the k objects
in L. Then node i sends the list of local objects whose values are ≥ Ti to the
central manager. Now the central manager calculates the partial sums of all the
objects seen so far, and identifies the objects with the k highest partial sums. Let
us call the kth highest partial sum “phase-2 bottom” and denote it by τ2. Then
the central manager calculates the upper bounds of the objects seen so far using
Usum(O) = S′

1(O)+ . . . +S′
m(0) where S′

i(O) = Si(O) if O has been reported by
node i, and S′

i(O) = Ti otherwise, and removes any object Oj from the candidate
set whose upper bound is less than τ2.

3. Phase 3: same as TPUT.

Theorem 2. The TPOR algorithm correctly returns the exact top-k objects for any data
distribution in each node of a two-tier distributed system.

The difference between TPOR and TPUT lies in the fact that in TPOR, during phase
2, the central manager sends the entire top-k object ID list to all the nodes. We argue
this will not incur much overhead since, in practice, the object ID can be hashed to
integers, the value of k is in general not large and the object ID list can be multicast to
all the nodes simultaneously. However, similar to TPUT, the performance of TPOR also
depends on the data distribution. For example, in phase 2, if one node does not have any
object in the object ID list, it will send all its local objects to the central manager.

3.3 Hybrid-Threshold Algorithm

In this subsection, we propose a hybrid algorithm, the Hybrid-Threshold algorithm
(HT), which tries to combine the advantages of both TPOR and TPUT. In the sec-
ond phase of HT, the central manager asks each node to send objects whose scores are
no less than a hybrid threshold, which is calculated as the maximum of the uniform
threshold T = τ1/m from TPUT and the threshold obtained by TPOR. However, this
cannot guarantee the correctness of the algorithm. It is possible that some objects in a
node whose scores are between the uniform threshold by TPUT and the threshold by
TPOR, are top-k objects. Thus, we devise to add a patch phase to make the algorithm
correctly return the top-k objects. After phase 2, the central manager calculates the new
partial sums for all the objects seen so far and identifies the objects with the k highest
partial sums. Let the kth partial sum denote τ2. Then the central manager calculates
Tpatch = τ2/m. Assume Ti is the lower bound of the object scores sent from node i in
phase 2. If Tpatch ≤ Ti, the central manager sends Tpatch to node i and asks node i to
send the objects whose scores are no less than Tpatch. Since Tpatch is greater than T ,
the total number of objects sent by HT is no greater than that of TPUT. If Tpatch > Ti

for every i, there is no need for this patch phase, i.e., all top-k object candidates have
been considered. HT algorithm is summarized as follows:

1. Phase 1: same as TPUT.
2. Phase 2: The central manager broadcasts the list L to all the nodes in the network

and T = τ1/m as well. Upon receiving the list L, for each object Oj in L, node
i finds its local score Vi,j (if Oj does not occur in the local list, Vi,j = 0) and
determines the lowest local score Si

lowest among all the k objects in L. Then node
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i sends the list of local objects whose values are ≥ Ti = max(Si
lowest, T ) to the

central manager. Now the central manager calculates the partial sums for all the
objects seen so far, and identifies the objects with the k highest partial sums. Let us
call the kth highest partial sum “phase-2 bottom” and denote it by τ2.

3. Phase 3 (patch phase if necessary) : The central manager checks if the threshold
from node i, Ti in phase 2 is greater than Tpatch = τ2/m. If so, the central manager
will send Tpatch to node i as the threshold and ask it to send all the objects whose
scores are no less than Tpatch. Now the central manager calculates the partial sums
for all the objects seen so far, and identifies the objects with the k highest partial
sums. Let us call the kth highest partial sum “phase-3 bottom” and denote it by
τ3. Then the central manager calculates the upper bounds of the objects seen so
far using Usum(O) = S′

1(O) + . . . + S′
m(0) where S′

i(O) = Si(O) if O has been
reported by node i, and S′

i(O) = min(Ti, Tpatch) otherwise, and removes any
object Oj from the candidate set whose upper bound is less than τ3.

4. Phase 4: same as TPUT.

Theorem 3. The HT algorithm correctly returns the exact top-k objects for any data
distribution in each node of a two-tier distributed system.

4 Experimental Evaluation

In this section, we experimentally evaluate the performance of our proposed algorithms
TPOR and HT. Note that TPAT is not included here due to the computational overhead
of using multi-bin histograms. However, TPAT is significant in that it provides us the
basic framework which enables us to develop TPOR and HT. We implemented TPUT,
TPOR, and HT in Java and compared their performance over various synthetic and
real data sets. The performance metric we use for the algorithms is the bandwidth con-
sumption. We are mainly concerned with the number of 〈object, score〉 pairs sent from
nodes to the central manager since it is the dominant factor in bandwidth consumption.
The control messages from the central manager to the nodes are broadcast through a
broadcast media. Their size is very small and hence can be ignored.

4.1 Synthetic Data Sets

Various synthetic data sets were generated for performance evaluation as follows. As-
sume there are m nodes, node 0, ..., m− 1, in the network and each node has n objects.
Initially n values v1, . . . , vn are generated, which follow the Zipf’s distribution [17]
with a Zipf factor α. These n values are assigned to the n objects as their scores in
node 0. The scores of an object O in other nodes are generated by using a random walk
model: S[i] = S[i − 1] + si. S[i] represents the score of object O at node i and si is a
random number in the range [−r, +r]. r is set to c × S[0] where c is a constant which
is less than or equal to 10%. By varying α and c, we can simulate different scenarios
such as the scenario in which the object rankings are similar in different nodes or the
scenario in which the object rankings vary in different nodes.

The experimental results in this section are based on five synthetic data sets. Each
of them has m = 100 nodes and each node has 10000 objects. These five data sets have
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α = 0.1, 0.3, 0.5, 0.8, 1.0 respectively. They are referred to as Synthetic-α. Synthetic-
0.1 simulates a scenario where the rankings of objects in each node are quite different.
Since α = 0.1, the initial scores generated for objects are less skewed. Also the constant
c of the random walk model is set to a larger value for those objects which have lower
scores in node 0 and a smaller value for those objects which have higher scores in node
0. This ensures that some objects with higher initial rankings have lower rankings in
other nodes and vice versa. With α increasing, the rankings of objects among all nodes
tend to be similar. When α = 1, the initial scores generated for objects are quite skewed.
Moreover, since c is at most 10%, it is highly probable that the initial rankings of objects
remain approximately the same for the other nodes. Thus, Synthetic-1.0 simulates a
scenario in which object rankings are very similar in different nodes.

Synthetic Data Set (m = 100, Zipf factor = 0.1)
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Fig. 2. Performance comparisons of TPUT, TPOR and HT

Fig. 2.(a) and 2.(b) show the performance comparisons of TPUT, TPOR, and HT
over Synthetic-0.1 and Synthetic-0.5 data sets respectively. The queries are for the top-
k referenced objects. From Fig. 2.(a) and 2.(b), we have the following observations:
(1) TPOR and HT outperform TPUT, and the improvement of TPOR and HT is signif-
icant. On average TPUT sends 2 to 3 times more number of 〈object, score〉 pairs than
TPOR and HT do; (2) When the object rankings among nodes become more similar,
i.e., Fig. 2.(b) where α = 0.5, the performance of TPOR and HT over them becomes
relatively stable when k increases while this is not the case with TPUT. This is because,
for such cases, TPOR and HT prune objects mainly based on their rankings, which is
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less sensitive to the score variations of objects; (3) For data sets in which the object
rankings among nodes are less similar, i.e., Fig. 2.(a) where α = 0.1, when k increases,
the improvement of HT over TPOR decreases. This is because a higher k results in more
objects sent to the central manager. Thus, the object ID list calculated for TPOR more
accurately captures the true top-k objects. Then more nodes in HT use the thresholds
calculated by the object rankings instead of the uniform threshold calculated by TPUT.
Therefore, fewer 〈object, score〉 pairs are eliminated by using the uniform threshold;
(4) The less the object rankings among nodes are similar, the more 〈object, score〉 pairs
are eliminated by HT as compared with TPOR. The reason is that for data sets in which
the object rankings are less similar, TPOR may calculate a less accurate object ID list
and send more objects in the second phase. However, HT combines the advantages of
both TPUT and TPOR, which can lead to significant gains.

Fig. 2.(c) examines the effect of the Zipf factor on the performance where k is set to
50. As α increases, the object rankings among nodes become more similar and the num-
ber of 〈object, score〉 pairs sent by TPUT, TPOR and HT decreases. This is because
the objects collected from phase 1 provide more accurate information for pruning. Also,
the improvement of TPOR and HT over TPUT becomes more pronounced. In Fig. 2.(c),
for Synthetic-0.8 and Synthetic-1.0 data sets, TPOR outperforms HT. This is because
these two datasets have very similar object rankings in different nodes and hence, most
thresholds calculated in the second phase are actually greater than the threshold calcu-
lated by the TPUT method. Nevertheless, HT requires the patch phase which may have
a lower threshold and thus more objects are sent during the patch phase.

4.2 Real Data Set

We studied the performance of the algorithms on a real data set containing the 2 hour
URL access log from the 29 servers hosting the website for the 1998 World Cup Soccer
on June 18, 1998. It is referred to as WorldCup98-29. The average number of referenced
URLs in each server is about 6082. Fig. 2.(d) shows the performance comparisons of
TPUT, TPOR, and HT over the real data set. The queries are for the top-k referenced
URLs. From Fig. 2.(d), we observe that TPOR and HT outperform TPUT in most cases.
The saving in bandwidth consumption for k = 10 is significant and up to 75%. The
reason is that, for the WorldCup98-29 case, the final top 10 objects have very high
rankings in all nodes. Thus, TPOR and HT can easily avoid returning ineligible objects,
which are possibly returned by TPUT because of the lower value of τ1. TPOR and HT
perform approximately the same in most cases except for the top 5 case. This is because,
in the first phase of TPOR, each node in the distributed system only returns its local top
5 objects to the central manager. The number of objects returned from all nodes is not
sufficient to capture the final top-k objects. Alternatively, some objects which actually
rank very low in some nodes are included in the object ID list which is calculated in the
first phase. This in turn results in some nodes returning too many objects.

5 Conclusion and Future Work

In this paper, top-k query calculation in distributed networks is studied. Prior research
on distributed top-k query calculation did not take into account data distributions when
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pruning ineligible objects. Non-uniformity of data distributions is likely to occur fre-
quently due to the heterogeneous nature of distributed systems. In this paper, we pro-
posed three different distributed top-k query algorithms that consider data distributions
in different ways. We performed extensive experiments over both real and synthetic
data sets to evaluate our proposed algorithms as compared with prior research. Our
experimental results demonstrate that our final algorithm, HT, is more suitable for an-
swering top-k queries in distributed systems when dealing with data with different dis-
tributions. So far, we only considered two-tier distributed systems. One natural step
for our future work is to study the top-k query problem over distributed systems with
hierarchical structures such as peer-to-peer systems.
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Abstract. Traditional database systems assume that clients always con-
sume the results of queries from the beginning. In various new applica-
tions especially in WWW, however, clients frequently need a small part
of the result from the middle, e.g. retrieving a page in a bulletin board
in WWW. To process this partial retrieval, traditional database systems
should find all the records and discard unnecessary ones. Although sev-
eral algorithms for top-k queries have been proposed, there has been no
research effort for partial retrieving from the middle of an ordered result.
In this paper, we define a mid-(k,n) query, which retrieves n records from
the kth record of an ordered result. We also propose an efficient algorithm
for mid-(k,n) queries using a slightly modified B+-Tree, named the B+c-
Tree. We provide the theoretical analysis and the experimental results
that the proposed technique evaluates mid-(k,n) queries efficiently.

1 Introduction

In various new applications such as WWW, the results of users’ queries are
generally huge. It is because users in these applications do not prefer to specify
appropriate predicates or they just want to look over all the data to find useful
information.

For example, a lot of web sites provide online bulletin boards or archives of
articles. In many cases, those bulletin boards are so huge that they have millions
of articles which have been archived for years. Since they cannot display all
articles in one web page, they display only several of the articles as a page, and
provide links to access other pages. With these links, users can directly access any
page they want. From the viewpoint of a server, all pages are randomly requested
because there are numerous requests from users simultaneously and the WWW
uses a connectionless protocol. Therefore, retrieving the kth record efficiently
becomes important and essential especially in the WWW environments. Näıve or
tricky solutions are commonly used for this problem at present, such as retrieving
all and skipping unnecessary part, or using complicated subqueries.

Although there are several works on top-k queries, there has been no research
effort for this partial retrieval from the middle of an ordered result, as far as we
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know. In this paper, we define a mid-(k, n) query as a query for retrieving n
records from the kth record of an ordered result. In addition, we propose an
efficient processing algorithm for mid-(k, n) queries using a slightly modified
B+-Tree[1], named the B+c-Tree. Each pointer of an internal node of a B+c-Tree
keeps the number of leaf records in its subtree. Using this additional information,
the B+c-Tree evaluates mid-(k, n) queries efficiently. We present the theoreti-
cal analysis of the cost of the B+c-Tree and the experimental results that the
proposed technique outperforms the B+-Tree.

The rest of this paper is organized as follows: In Section 2, we review related
work. Section 3 defines mid-(k, n) queries and näıve solutions. In Section 4,
we propose the B+c-Tree for the efficient processing of mid-(k, n) queries. We
analyze the cost of the B+c-Tree in Section 5. Section 6 presents the experimental
results to compare our technique with the B+-Tree. Finally, Section 7 concludes
the paper.

2 Related Work

As far as we know, there has been no research effort for mid-(k, n) queries. Top-
k queries and quantile queries are possible candidates that can be available for
processing mid-(k, n) queries. In this section, we review evaluation techniques
for these two types of queries, and present the problems of these techniques for
using mid-(k, n) queries.

2.1 Top-k Queries

There are several research work for top-k queries. Carey and Kossmann [2]
present a method to limit the cardinality of a query result by adding the ‘STOP
AFTER’ clause to a simple SQL, and propose efficient processing strategies for
‘STOP AFTER’ queries. Donjerkovic and Ramakrishnan [3] propose a proba-
bilistic approach to optimize the top-k query processing. Chaudhuri and Gravano
[4] propose a technique that translate a top-k query into a single range query us-
ing multi-dimensional histograms. Chen and Ling [5] propose a sampling-based
method to translate a top-k query to a range query. However, all these tech-
niques cannot be adopted for mid-(k, n) queries directly. The only näıve way is
retrieving all the result of a top-k query which includes all the result of a mid-(k,
n) query, and skipping all the unnecessary records from the beginning, which is
greatly inefficient unless k is very small.

2.2 Quantile Queries

Theoretically, A quantile query, which is the problem of selecting selecting the
ith order statistic from N elements, can be solved in O(N) time bound in aver-
age case [6]. There are also several research works [7,8] for quantile queries for
database systems. However, quantile queries are different from general mid-(k,
n) queries, because mid-(k, n) queries have to retrieve a set of records from the
kth to the (k + n − 1)th instead of retrieving the kth record only. Of course, the
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algorithms for quantile queries can be used for mid-(k, n) queries with a little
extension. However, the algorithms for quantile queries need to read all data
at least once, since they are designed for the case of no-index. Therefore, they
are not efficient for large volumes of data. Our proposed algorithm can evaluate
mid-(k, n) queries more efficiently because it uses an index on the data.

3 Mid-(k, n) Queries

We define a mid-(k, n) query as a query that retrieves n records from the
kth. The semantic of mid-(k, n) queries can be expressed by using the ‘LIMIT
n OFFSET k’ clause, which are supported in PostgreSQL 7.4.7.

For example, the following query is for accessing pageNo page directly in an
online bulletin board, where one page has pageSize articles.

SELECT * FROM BULLETIN1 ORDER BY wdate DESC
LIMIT pageSize OFFSET (pageNo-1) × pageSize

A näıve way to process mid-(k, n) queries is to sort all the records and to skip
unnecessary records from the beginning until the kth. One possible alternative
way is that a system executes a top-(k + n) query instead of a mid-(k,n) query
and discards the first k − 1 records. However, it is greatly inefficient unless k
and n are small. In general cases, there is no efficient way to process mid-(k, n)
queries.

In this paper, therefore, we propose an efficient algorithm for mid-(k, n)
queries with some restrictions as follows: (1) There is an index on the columns
which are used in the ‘ORDER BY’ clause. (2) Only the columns used in the
’ORDER BY’ clause can appear in the ’WHERE’ clause. As we mentioned in
Section 1, many web applications often use only one sorting order. For this case,
the first restriction is quite reasonable as a way of tuning the performance. In
addition, the second restriction is also very common because users do not specify
any search predicates in most cases. Therefore, our approach is useful for various
applications especially in WWW.

4 B+c-Tree

In this section, we give the detailed description about our proposed technique,
the B+c-Tree. The main difference between the B+c-Tree and the B+-Tree is
that the B+c-Tree keeps an additional count information with each pointer in
the internal nodes. In the original B+-Tree, an internal node has m child pointers
and m − 1 keys. In the B+c-Tree, as depicted in Figure 1, each pointer has the
number of records in the leaf nodes of its subtree. For example, since the first
leaf node has 2 records, the pointer pointing to the leaf node has a record count
of 2. The first pointer of the root node has a record count of 7 because its subtree
has 7 records in its leaf nodes. This record count can be maintained during an
insertion and a deletion of a record. From now on, we will use PTR, KEY and
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Fig. 1. An example of the B+c-Tree

CNT to represent a pointer, a key and a record count, respectively. The range
query is processed in the same way in both of the trees. By using the CNT
values, the B+c-Tree performs mid-(k, n) query more efficiently.

Now, we will present the algorithms for the mid-(k, n) query and the insertion
and deletion of a record in the B+c-Tree.

4.1 Algorithm for Mid-(k, n) Queries

For the convenience of the explanation, we divide mid-(k, n) queries into two
classes.

– queries without search predicate
– queries with search predicates

For simplicity, we first describe two examples for each query class, and then
present the detailed algorithm. Suppose there are the B+-Tree and the B+c-Tree
with increasing order on the data records.

Example 1. Suppose a mid-(9,1) query is given. To find out the 9th record from
the ordered result, the B+-Tree has to start to find from the first lead without
any traversal from the root. Since the 9th record is located in the 4th leaf node,
the B+-Tree follows the pointers to a next leaf nodes until it reaches the 4th leaf
node. Therefore, it needs 4 disk accesses.

The B+c-Tree, as depicted in Figure 1, can utilize the CNT values to find the
9th record. By looking at the first entry of the root node, the B+c-Tree can guess
that there are 7 records in the first subtree of the root node. Therefore, there is
no need to go to the first subtree. The B+c-Tree follows the second pointer, and
then examines the CNT values in that node. Since the CNT value for the first
pointer is 2, the B+c-Tree knows that the 9th record is in the first child of the
node. Therefore, after following the first pointer to get to the leaf, The B+c-Tree
can find the 9th record. It requires 3 disk accesses. We can save 1 disk access in
this case.

Example 2. Suppose there is a search predicate given with mid-(5,1) query. Let
the search predicate as ’D≤ key ≤T’.

Since the query is to find the 5th record with a range predicate, we cannot
use the CNT values in the B+c-Tree directly. We first should know the position
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Algorithm 1: Mid-(k, n) query
Function Mid-(k, n) (range, start, limit)
begin

pos ← GetPosition (range)
Result ← ∅, S ← 0, N ← the root node of the B+c-Tree
while N is an internal node do

find the first entry ei that satisfies S +
∑i

n=0 CNTn >= start − pos

S ← S +
∑i−1

n=0 CNTn

N ← child node pointed to by PTRi

endw
R ← (start − pos − S)th record of N
while |Result| < limit and R in range do

Result ← Result ∪ R
R ← next record

endw
return Result;

end

Algorithm 2: Getting the poisition of the lower bound predicate
Function GetPosition (range)
begin

if range has lower bound then
Rf ← the smallest record in the range
pos ← position of Rf in the ordered result of all the records

else
pos ← 0

endif
return pos

end

of D. During the original key lookup process in the B+-Tree, the B+c-Tree can
calculate the number of records whose key is less than D. In this example, we
can find out that there is 3 records whose key is less than D. Therefore, in this
case, we have to find 8th record as the same way as in Example 1.

The algorithm for mid-(k, n) queries is described in detail in Algorithm 1.
Note that if there is no search predicate or no lower bound in a search predicate,
we can directly go to the record at the desired position like Example 1. If there
is a search predicate, first we have to find the position of the lower bound of the
predicate.

If there is a search predicate and it has lower bound, the B+c-Tree always
have to traverse the tree twice from the root to a leaf. On the contrast, the
B+-Tree should retrieve not only all nodes in a path from the root to a leaf, but
also all the leaf nodes from the leaf to the leaf node where the kth records is
located.

Algorithm 2 is for finding the position of the lower bound record in this case.
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Table 1. Notation

symbol meaning
α the average fill-factor of a node
h the height of a tree
Spage, Sheader,
Srecord, Skey ,
Spointer, Scount

the size of a disk page, a header of a node, a record, a key (KEY), a
pointer (PTR), and a record count (CNT), respectively

nrecord the number of records in a leaf node
Mint, Mleaf the maximum number of pointers in an internal node, and records in

a leaf node, respectively
Cinsert, Cdelete,
Csearch, Cmid−k

the number of disk access for an insert query (in case of no overflow),
for a delete query (in case of no underflow), for an exact matching
query, and for a mid-k query, respectively

4.2 Algorithm for Inserting and Deleting a Record

In this section, we describe the algorithms of the insertion and deletion for the
B+c-Tree.

To insert a record, we should choose a leaf node N where the search key
value would appear. To keep correct CNT values, we should increase each CNT
in the path from the root to N by one during the insertion. If a node is full, we
should split it into two nodes. After the splitting, we should adjust the CNT
value of each PTR in the parent node.

Deleting a record can be performed in the similar way of the insertion, except
that we decrease each CNT values in the path from the root to the leaf where
the deleted key exists by one. If we should merge two nodes, we can add up the
CNT values of the pointers to the two nodes being merged.

5 Analysis

We now analyze the cost of the B+-Tree and the B+c-Tree in terms of the number
of disk accesses. The notation used in this section is summarized in Table 1.

5.1 Cost of the B+-Tree

Lemma 1. The maximum cardinalities of an internal node and a leaf node of
a B+-Tree are as follows:

Mint = � (Spage − Sheader + Skey)
(Skey + Spointer)

�

Mleaf = � (Spage − Sheader − Spointer)
Srecord

�

Proof. An internal node in a B+-Tree consists of a header, Mint pointers, and
(Mint − 1) keys. If a node is to be stored in a disk page, the size of a node
cannot be bigger than the size of a disk page. Therefore Sheader + (Mint −
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1) · Skey + Mint · Spointer ≤ Spage . From this, Mint ≤ (Spage−Sheader+Skey)
(Skey+Spointer) .

Since Mint is the maximum integer value that satisfy the previous equation,
Mint = � (Spage−Sheader+Skey)

(Skey+Spointer) �.
A leaf node consists of a header, Mleaf records and a pointer to the following

leaf node. Therefore, as the same manner, Mleaf is � (Spage−Sheader−Spointer)
Srecord

�.

Lemma 2. The height of a B+-Tree is as follows:

h = log(α·Mint)(�
nrecord

α · Mleaf
�)

Proof. If the average fill-factor of a node is α, a leaf node has the average α·Mleaf

data records. Therefore the B+-Tree has � nrecord

α·Mleaf
� leaf nodes. An internal node

has the average α · Mint pointers. Therefore, from these values, the height of a
B+-Tree is log(α·Mint)(�

nrecord

α·Mleaf
�).

Theorem 1. If there is no overflow during the insertion and no underflow dur-
ing the deletion, cost of the B+-Tree are as follows:

Cinsert = h + 1, Cdelete = h + 1, Csearch = h, Cmid−k = h + � k

α · Mleaf
�

Proof. To insert a record, we first find the leaf node that the inserted item can
be stored. For this, it is necessary to read h disk pages. Then, it needs to 1 disk
page for storing the item in the leaf. Therefore, Cinsert is h + 1. Cdelete is the
same as Cinsert. To process a exact matching query, it needs to read h disk pages
from the root to a leaf. Therefore, Csearch is h. Finally, to process a mid-(k, n)
query, we first perform 1 exact matching query if a low bound is specified, and
then read k records sequentially. Since k records is stored in � k

α·Mleaf
� disk pages,

Cmid−k is h + � k
α·Mleaf

�.

5.2 Cost of the B+c-Tree

With the similar way to the B+-Tree, cost of the B+c-Tree is as follows:

Lemma 3. The maximum cardinalities of an internal node and a leaf node of
a B+c-Tree are as follows:

Mint = � (Spage − Sheader + Skey)
(Skey + Spointer + Scount)

�

Mleaf = � (Spage − Sheader − Spointer)
Srecord

�

Lemma 4. The height of a B+c-Tree is as follows:

h = log(α·Mint)(�
nrecord

α · Mleaf
�)
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Theorem 2. If there is no overflow during the insertion and no underflow dur-
ing the deletion, cost of the B+c-Tree are as follows:

Cinsert = 2h, Cdelete = 2h, Csearch = h, Cmid−k = 2h

Proof. For the insertion, the B+c-Tree finds a leaf node and writes the inserted
record into the leaf, same as the B+-Tree. Then, since the counters in the internal
nodes from the leaf to the root should be adjusted, it needs additional h−1 disk
writes. Therefore, Cinsert is (h+1)+(h−1) = 2h. Cdelete is the same as Cinsert.
The algorithm for exact matching queries of the B+c-Tree is the same as that of
the B+-Tree. Therefore, Csearch is h. Finally, to process a mid-(k, n) query, one
traversal from the root to a leaf as same as the B+-Tree is required if a lower
bound is specified. Then, we need one more traversal from the root to a leaf in
order to find the kth records. Therefore, Cmid−k is h + h = 2h.

Note that the buffering effect of a disk cache is ignored in this analysis. If we
ignore the buffering effect, we can say that the performance of the B+-Tree for
a mid-(k, n) query can be better than that of the B+c-Tree when � k

α·Mleaf
� < h,

which means k is very small. With disk caches, however, the cost of the second
traversal is ignorable because most of the accessed disk pages in the second
traversal are the same as those in the first traversal. Therefore, the cost of the
B+c-Tree for mid-(k, n) queries is almost same as that of the B+-Tree even in
case of small k, like the experimental result shown in Section 6. For the same
reason, the cost of insertions or deletions of the B+c-Tree is almost same as that
of the B+-Tree when disk caches are used.

6 Experiments

In this section, we present the result of an experimental study to show the validity
and the effectiveness of our approach. We have implemented a disk based B+-
Tree and B+c-Tree on a 1GHz linux machine with 768MB main memory.

In the implementation, we directly managed the LRU buffer. We used 4KB
disk pages for buffer cache. Each key and pointer occupy 4 bytes respectively.
CNT size is 4 bytes. Therefore in the B+-Tree, an internal node can contain
about 510 pointers and in the B+c-Tree, it can contain about 340 pointers.

Since the distribution of data does not affect our experiment, we used uni-
formly distributed data for the key values. We generated 1,000,000 data records
for both of the trees. From now on, if there is no mention on the buffer cache size,
we used 100 4KB-buffer pages which is about 5% of the total nodes in B+-Tree.

6.1 Overheads of the B+c-Tree

In this experiment, we inserted varying number of data records into both trees
and compared the total disk I/Os. As shown in Figure 2(a), without the buffer
cache, the B+c-Tree requires about 1.5 times more disk accesses than B+-Tree.
However, as shown in Figure 2(b), if the buffer cache is used, there is almost
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Fig. 2. Insertion cost with varying number of records
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Fig. 3. Mid-(k, n) query cost with varying k

no difference between the two trees. It is because top level nodes are almost
always in the cache which decreases the overhead of the B+c-Tree as described
in Section 5. Like the result of the insertion cost with the buffer cache, there is
also no difference between the range query costs of the two trees. From these
experimental results, we showed that the overhead of the B+c-Tree is ignorable
in spite of the additional record counts with the buffer cache.

6.2 Cost for Mid-(k, n) Queries

In this experiment, we performed mid-(k, 20) queries with a non-clustered index
and a clustered index. The reason why we used a clustered index here is that it
is common to use a strong-clustered index in real applications as mentioned in
Section 1. In the non-clustered index used in this experiment, a leaf node has
4-byte keys and 4-byte pointers. For the clustered index, we assumed a leaf node
has a number of 4-byte keys and 100-byte sized tuples. We varied k from 0 to
1,000 in both experiments.

In Figure 3(a), the performance gap between the B+-Tree and the B+c-Tree
grows larger from the point where k is about 300. Note that 300 is very small
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compared to the total number of records in the tree, which is 1,000,000 in this
experiment. In the clustered index as in Figure 3(b), the performance of the
B+c-Tree is much better from the beginning. Since the B+c-Tree is not affected
by k as shown in Figure 3(b), the proposed technique is highly scalable so that
it is appropriate for WWW applications.

Due to the buffering effect, the performance of the B+c-Tree is almost same
as that of the B+-Tree in small k, as mentioned in Section 5.

7 Conclusion

Various new applications of database systems such as WWW have brought new
needs of different kinds of queries which were not taken any notice in traditional
database systems. One of those new kinds of queries is the mid-(k,n) query, which
retrieves n records from the kth record of an ordered result. In this paper, we
have addressed the problem of mid-(k, n) queries and have proposed an efficient
algorithm for processing mid-(k, n) queries using a slightly modified B+-Tree,
named the B+c-Tree. We also presented the theoretical analysis of the cost of
the proposed method and provided experimental evidence that our approach
outperforms the B+-Tree. Future work includes extending this technique for
supporting more complex cases of mid-(k, n) queries with several predicates.
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Abstract. For addressing the growing problem of junk E-mail on the Internet,
this paper proposes an effective E-mail classifying and cleansing method in this
paper. Incidentally, E-mail messages can be modelled as semi-structured docu-
ments consisting of a set of fields with pre-defined semantics and a number of
variable length free-text fields. Our proposed method deals with both fields hav-
ing pre-defined semantics as well as variable length free-text fields for obtain-
ing higher accuracy. The main contributions of this work are two-fold. First, we
present a new model based on the Neural Network (NN) for classifying personal
E-mails. In particular, we treat E-mail files as a particular kind of plain text files,
the implication being that our feature set is relatively large (since there are thou-
sands of different terms in different E-mail files). Second, we propose the use of
Principal Component Analysis (PCA) as a preprocessor of NN to reduce the data
in terms of both size as well as dimensionality so that the input data become more
classifiable and faster for the convergence of the training process used in the NN
model. The results of our performance evaluation demonstrate that the proposed
algorithm is indeed effective in performing filtering with reasonable accuracy.

1 Introduction

The ever-increasing number of Internet users coupled with the widespread proliferation
of E-mail as one of the fastest and most economical forms of communication have
resulted in dramatically increasing number of junk E-mails during the past few years.
Consequently, users typically need to spend a non-trivial portion of their valuable time
in order to delete junk E-mails. Additionally, junk E-mails can also fill up file server
storage space quickly, especially at large sites with thousands of users, who may all be
receiving duplicate copies of the same junk mail.

To address the problem of growing volumes of junk E-mails, automated methods
for E-mail filtering are now beginning to be deployed in many commercial products,
which typically allow users to define a set of logical rules for filtering junk E-mails.
However, these solutions have two serious drawbacks. First, they require the users to
be savvy enough to create a set of robust rules for E-mail filtering purposes. Second,
they require the users to constantly tune and refine the filtering rules in response to the
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changes in junk E-mails over time. Understandably, the problem of filtering junk E-
mails is challenging in practice due to the dynamically changing nature of junk E-mail
and the tremendously large number of E-mails. In essence, an effective E-mail filter,
which requires minimal manual work from the user, has now become a necessity.

The problem of dealing with junk E-mails has been extensively researched. Existing
approaches to filtering junk E-mails involve the deployment of data mining techniques
[6,7], the usage of E-mail addresses [9] and the application of text classification tech-
niques [5,1]. In the realm of text classification, an E-mail message is viewed as a doc-
ument and a judgement of its interestingness is viewed as a class label associated with
the E-mail document. While text classification has been extensively researched [4,3,12],
empirical study on the document type of E-mail and the features of building an effective
personal E-mail filter within the framework of text classification has received relatively
little attention. In this regard, the main contributions of this paper are two-fold:

1. We present a new model based on the Neural Network (NN) for classifying personal
E-mails. In particular, we treat E-mail files as a specific kind of plain text files, the
implication being that our feature set is relatively large (since there are thousands
of different terms in different E-mail files).

2. We propose the use of Principle Component Analysis (PCA) as a preprocessor of
NN to reduce the data in terms of both size and dimensionality so that the input data
becomes more classifiable. This facilitates fast convergence of the training process
used in the NN model. Notably, PCA only pre-processes the input to NN.

The results of our extensive performance evaluation on a real dataset of personal
E-mails demonstrate that our proposed method is indeed effective in providing rea-
sonable performance in terms of recall, precision and total accuracy rate, especially
for interesting E-mails. To our knowledge, this is the first work on E-mail classifica-
tion that uses a neural network-based strategy for classifying E-mails. The remainder
of the paper is organized as follows. Section 2 discusses existing related works, while
Section 3 provides the details of our design for the NN method to classify E-mails.
Section 4 reports the results of our performance evaluation. Finally, we conclude in
Section 5 with directions for future work.

2 Related Work

This section reviews related works in the area of junk E-mail filtering [2,5,13], Neural
Networks [8] and Principle Component Analysis [10].

The Bayesian approach to filtering junk E-mail [13] considered domain specific
features as well as the raw text of E-mail messages and enhanced the performance of a
Bayesian classifier by hand-crafting and incorporating many features that are indicative
of junk E-mail. Representing each individual message as a binary vector, the proposal
in [13] detects junk mail in a straightforward manner using a given pre-classified set
of training messages. In [2], the authors compare methods for learning text classifiers
focussing on the kinds of classification problems that might arise in filtering personal
E-mail messages. In [5], the E-mail documents to be classified are regarded as semi-
structured textual documents comprising two parts. While one part is a set of structured
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fields with well-defined semantics, the other is a number of variable-length sections
of free text. However, not many text classifiers take both portions into consideration.
Additionally, conventional classification techniques may not be effective when dealing
with variable-length free text. Notably, our work differs from the proposals in [2,5,13]
in that these works focus on language processing, while we focus on general electronic
text classification.

Neural networks [8,11] have been widely adopted in various fields of applications
such as pattern recognition and identification. A neural network consists of simple el-
ements i.e., the neurons operating in parallel and the connections between them. The
training of a neural network is to adjust the weights of the connections for minimizing
the difference between the output of the neural network and the target of the training
data. We adopt the supervised back-propagation neural network in our E-mail classifi-
cation system. The advantage of a neural network arises from its computing power (due
to its massively parallel distributed structure), its ability to learn and more importantly,
its capability to generalize. We only need to design the network structure and then input
the training data. The results may be affected by the selection of the network structure
and the input attributes, the training data and the stopping criteria.

PCA [10] is a widely used method for applications in signal/image filtering and pat-
tern classification. It can transform data in the original space into another feature space,
reduce the dimensionality of the input data, while keeping the most significant infor-
mation. It examines the variance structure in the dataset and determines the directions
along which the data exhibits high variance. The first principal component accounts for
as much of the variability in the data as possible, and each succeeding component ac-
counts for as much of the remaining variability as possible. Working as a pre-processor
of neural networks, it can make the input data more classifiable and reduce the dimen-
sionality of the training and validation dataset by using only the first several features,
thereby speeding up the convergence of the training process.

3 System Design

This section discusses the design of our proposed system.

3.1 Model of NN for E-mail Classification

This section discusses how the NN method is used for E-mail filtering. The processing
via the NN method involves three steps, namely data pre-processing, training and test-
ing, as depicted in Figure 1. The Feature Extraction refers to the data pre-processing,
the details concerning which will be discussed shortly. For the training dataset, once we
obtain the selected features, we feed them into the neural network and generate an E-
mail classifier. For each test E-mail, we use the classifier to verify the efficiency of NN
model. We adopt the error Back-propagation training algorithm in our model since it is
one of the simplest as well as one of the most useful neural network algorithms.

Now let us discuss the method used for presenting data to the network for training
as well as for testing. We employ cross-validation and early stopping. The available
data is divided into the following three disjoint sets:
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OutputTesting:   data

Training:  data

Feature vectors

Feature vectors

Classifier

NN

Learning

Extraction

Feature

Fig. 1. The overview of NN method

1. Training set: This data is used to train the network.
2. Validation set: The error of the network averaged over this data is used to decide

when the training algorithm has found the best approximation to the data without
overfitting.

3. Testing set: The best network, determined by the validation test, is applied to the
test set and the performance over the test set is given.

Training is accomplished by calculating the derivative of the network’s error with
respect to each weight in the network when presented a particular input pattern. This
derivative indicates which direction each weight should be adjusted to reduce the er-
ror. Each weight is modified by taking a small step in this direction. With a nonzero
momentum factor, a fraction of the previous weight change is added to the new weight
value. Notably, this accelerates learning in some cases. The patterns in the training set
are traversed one-by-one. A pass through all the training patterns is called an epoch.
The training data is repetitively presented for multiple epochs, until a specified number
of epochs have been reached. After each epoch, the error of the network applied to the
validation set of patterns is calculated. If the current network scores the lowest error so
far on the validation set, this network’s weights are saved. At the conclusion of training,
the network’s best weights are used to calculate the network’s error on the testing set.

Data Pre-processing. In general, E-mail messages are semi-structured documents that
possess a set of structured fields with predefined semantics and a number of variable-
length free text fields. The headers of E-mails are structured fields and usually contain
information pertaining to the document, such as sender, date, domain etc. The major
contents of the E-mail are variable-length free text fields, such as subject and the body.
Understandably, both the structured fields and the free text portion could contain impor-
tant information which could help in determining the class to which an E-mail belongs.
Therefore, an effective classifier should be able to include features from both the struc-
tured fields and the free text. To make optimal use of the information in an E-mail
message, we generate two kinds of features for each E-mail which we use in our NN
model. The details are as follows.

Structured features: Features represented by structured fields in the header part of an
E-mail document. In our model, seven structured features were generated.
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– Attachment: Attachment occurs in the E-mail, true; else false.
– Content type: If the content type of E-mail is “plain text’, true; else false.
– Sender Domain: We extract the sender domain from E-mail header, if it con-

tains “edu”, 1; contains “com” 2; else 3.
– FW: “Subject” of E-mail header starts with word “FW”, true; else false.
– Re: “Subject” of E-mail header starts with word “Re”, true; else false.
– To group: The E-mail is sent to a group, not a single person, true; else false.
– CC. The content of “CC” in the header of E-mails is not empty, true; else false.

Textual features: We use general text processing method for dealing with the textual
features. The terms occurring in the body of a given E-mail and in the “Subject” of
the E-mail are extracted and pre-processed, and are regarded as the features of the
body of E-mails. We use Document Frequency Threshold to remove those features
that have little influence on classification work. Finally, the feature values of the
terms are the term weights calculated by the simple idf.tf method. We also use
Document Frequency Threshold to remove some features that have little influence
on classification work. The threshold should not be too low since we should try to
find fewer important features for NN according to the characteristic of NN itself.

Training of NN Model. With the results of data pre-processing, we can do the training
and generate a classifier to filter the uninteresting E-mail.

1. After processing both the header and body of all the training E-mail samples, a 2-
D array of feature vector is obtained for interesting and uninteresting E-mails.
The feature vector includes the features extracted from both the header as well as
the body of the E-mails. The class labels of the E-mails are also recorded in a 2-
D array. Class label is “1” for interesting E-mails and “0” for uninteresting
E-mails.

2. Use the Error Back-propagation algorithm for generating a classifier from the fea-
ture vectors and then the classifier is returned as a file.

Testing of NN Model. In this stage, we will test the efficiency of our classifier.

1. Generate the feature vector for the header of each E-mail, group the feature vector
of header and body together for each E-mail, and form a complete feature vector
for each E-mail. The process is same as training part.

2. According to the feature vector generated for each new E-mail, use classifier, which
has been built in training stage, to compute the output score for each E-mail. If
the score > threshold (specified by the users), this E-mail can be regarded as the
interesting E-mail, or else uninteresting E-mail.

3.2 Principal Component Analysis

Finding principal components (PCs) is basically a mathematical problem of finding
the principal singular vectors of the input dataset using the well-known singular value
decomposition method. The PCA transformation has two steps. First, we do principal
component analysis of the training and validation data set. In this step, we transform the
training and validation dataset into the singular vector space and get the eigenvectors
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and eigenvalues of each dimension. Second, we transform the testing data set into the
same space as the training and validation data. This is done by simply multiplying it
with the eigenvector matrix produced in the first step. In order to have some idea of the
data after the PCA transformation, we plot the first two principal vectors of a training
dataset with 747 features after transformation in Figure 2. The points are the vectors
of the interesting E-mails, while the circles are the vectors of the uninteresting E-
mails. From the figure, we observe that by using only the first two features, the vectors
corresponding to the interesting and uninteresting E-mails can be distinguished
relatively easily. Figure 3 depicts the eigenvalues of the principal components. It is
clear that the first few eigenvalues are much more important than the later ones.

Fig. 2. Plotting of the first two PCs of
the 747-features dataset

0

0.5

1

1.5

2

2.5

0 100 200 300 400 500 600 700

E
ig

en
va

lu
e

No. of dimensions

Fig. 3. Plotting of the eigenvalues of the 747-
features dataset

4 Performance Evaluation

This section reports the performance evaluation of our proposed NN model for E-mail
classification. All the experiments have been conducted on a SUN E450 machine with
SUN OS 5.7. We have used a total of 2000 real personal E-mails as the dataset for
our experiments. Notably, a dataset of 2K E-mails is considered large in our context
primarily because of the difficulty associated with the collection of personal E-mails.
We manually label each E-mail as interesting or uninteresting i.e., E-mails are di-
vided into two classes for our experiments. For the dataset used in our experiments, the
number of interesting E-mails and the number of uninteresting E-mails were 1500
and 500 respectively. During the experiments, the whole dataset was divided into three
portions randomly, namely training data, validation data and testing data. While the
training data is used to train a classifier, the validation data scores the error of training
and provides the best model, which is then classified by the testing data.

We have used precision and recall as the metrics for evaluating the performance of
our proposed E-mail classification approach because all the methods provide very fast
response. Although the training stage of NN is time-consuming, the filtering stage of
NN is extremely efficient and typically requires less than one second, hence we do not
present response time as a metric in this paper. The definitions of recall and precision
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for interesting and uninteresting E-mails are quite similar. Here, we provide the
definition for interesting E-mails only: recall = Nii

N , precision = Nii

Ni
; where N

is the number of total interesting E-mails, Ni is the number of E-mails classified as
interesting, and Nii is the number of interesting E-mails classified as interesting.

The output of neural network is a float from 0 to 1, and we classify an E-mail
as interesting only when the output is greater than some pre-defined threshold. We
label the interesting E-mail “1” and uninteresting E-mail “0”, hence when we
test the E-mail, the output of interesting E-mail approaches “1” and the output of
uninteresting E-mail approaches “0” if we make a correct classification. Initially, we
set the threshold as a default value “0.5”. In all the experiments, we set a large epoch
number in the training stage and only use the best weights in testing phase.

4.1 Effect of Neuron Number

First, we test the effect of neuron number of our neural network model on the classifi-
cation performance. Basically, the neural network model has two hidden layers, and we
can tune the number of neurons in the both of hidden layers of the network. The neuron
number in the first layer must be larger than 1; while the neuron number of the second
layer can be 0, in this case the neural network has only one layer. Denote neuron pair
as n1/n2, where n1 is the number of first layer neuron and n2 is the number of second
layer neuron.
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Fig. 4. Effect of neuron number on different layers

The first experiment aims at the performance of the classifier when different neuron
pairs are used. The performance of NN of different neuron number is shown in Figure 4.
10 sets of features and 9 neuron pairs are used in our experiment to test which pair of
neurons can perform well with high precision and high recall. For each neuron pair,
Figure 4 (a) and (b) show the average precision and average recall of all these feature
sets, respectively.

A few observations can be made from this experiment. First, the precision and re-
call curves of interesting E-mails are better than the ones of uninteresting E-mails
no matter which neuron pair is used. Second, it is obvious that neuron pairs 1/5 and
10/0 can perform better than other neuron pairs for both the interesting E-mails and
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uninteresting E-mails. The average recall for both interesting and uninteresting
E-mails is above 90%. Finally, it is easier for neural network to identify interesting
E-mail files in our experiment. The reason could be that we select more interesting
E-mail files than uninteresting ones. Hence they can be clearly characterized by some
features.

In the following experiments, we will fix the structure of the NN model according
to the performance shown in Figure 4. The NN has two hidden layers: the first layer has
one neuron and the second layer has 5 neurons.

4.2 Effect of Feature Selection

As mentioned earlier, we extracted two kinds of features from E-mails, structured fea-
tures and textual features. 8 structured features and up to 6000 textual features are gen-
erated for E-mail files. One question under exploration is how important these features
are in E-mail classification. From the experiment, we can see how many features are
better and enough to classify E-mails and how these features influence the recall, pre-
cision and accuracy rate of E-mail classification. The performance of NN for different
feature selection is shown in Figure 5.

50

60

70

80

90

100

0 200 400 600 800 1000 1200

pr
ec

is
io

n(
%

)

No. of features

interesting
uninteresting

(a) Precision

50

60

70

80

90

100

0 200 400 600 800 1000 1200

re
ca

ll(
%

)

No. of features

interesting
uninteresting

(b) Recall

Fig. 5. Effect of feature selection

10 feature sets are selected to study the performance of NN classifier. The sizes of
10 feature sets are 8, 28, 37, 50, 92, 121, 243, 508, 747, and 1313 respectively. Each
feature set consists of all 8 structured features and some textual features selected by
tf.idf formula. For example, 28 stands for 8 structured features plus 20 textual features.

Figure 5 presents the precision and recall of different features for interesting and
uninteresting E-mails. The results show that the performance of classification is very
unstable when the number of features we use is fewer than 200. Especially, when we
only use structured features, the recall of uninteresting E-mails is surprisingly high,
100%; on the contrary, the recall of interesting E-mails is very low, 79%. However, the
overall recall and precision for E-mail classification increase and become more stable
when we use more features. With the number of features increasing, the accuracy rate
increase gradually. From the figures, we can see that although 1313 features provide the
best performance, the 508 features perform only a little worse and it can save more than
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half space to save the features and weights, and the execution time is less than half. So
based on the figures, we select 508 features as an optimal strategy.

The results of the experiment show that the feature selection plays an important role
in E-mail classification. We will use the PCA method to do the feature selection below
and see how PCA influences the performance of classification more clearly.

4.3 Effect of PCA

The Performance of NN after PCA processing is shown in Figure 6. We use 1313 fea-
tures of E-mail dataset, and do the principal component analysis and generate the new
feature space with different dimensions (PCs).
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Fig. 6. Effect of PCA

Using PCA, most of the information in the original space is condensed into a few di-
mensions along which the variances in the data distribution are the largest. PCA method
aims to transform the E-mail feature space into a new space there the first dimensions
are more important, so we can easily select the more important features to do the clas-
sification effectively and efficiently. From the results, we can see that the average pre-
cision and recall rate is more than 93%, compared with about 85% when the PCA
method is not used, for 8 features. Additionally, the number is low, say less than 200,
the performance after PCA processing is more stable and better. Although in the second
experiment, we select the most important words for each feature selection, the PCA can
capture more information. When the number is 37, the performance is optimal and the
space and time cost is only 10% of NN without PCA. Furthermore, we also find that
fewer features selected by PCA can describe the characteristic of E-mails as well as
the whole original features. It shows that adding many unimportant features does not
necessarily enhance the performance of classification.

4.4 Comparison with other Schemes

We also compared our NN model with the decision tree and Naive Bayesian Classifier
methods used in [5,13]. Because of different feature selections, we only compare the
optimal performance for three methods. To simplify the comparison, we adopt the error
rate, which is number of false classification

number of classfied messages . The error rate of proposed NN model is
only 4%, which is more than 50% better than two competitive methods.
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5 Conclusion

In examining the growing problem of dealing with junk E-mail, we provide NN model
which embeds PCA as a preprocessor to eliminate junk E-mail from a user’s mail
stream. The efficiency of such filters can also be greatly enhanced by considering not
only the full text of the E-mail messages, but also a set of structural features. Different
ways of feature selection for the model were evaluated. Performance of the classifier
was compared with respect to feature selection, parameter tuning and PCA process-
ing. Our experiment results show that our models provide good performance in filtering
junk E-mails. In the near future, we plan to incorporate other techniques (e.g., E-mail
address analysis, real-time user feedback) into our proposed NN model. Moreover, we
intend to examine the cost-effective integration of our E-mail classification scheme into
existing E-mail systems.

References

1. X. Carreras and L. Marquez. Boosting trees for anti-spam email filtering. In Proc. Recent
Advances in Natural Language Processing, 2001.

2. W. W. Cohen. Learning rules that classify e-mail. Proc. the AAAI Spring Symposium on
Machine Learning in Information Access, 1996.

3. W.W. Cohen and Y. Singer. Context-sensitive learning methods for text categorization. Proc.
SIGIR, 1996.

4. M. Craven, D. DiPasquo, D. Freitag, A. McCallum, T. Mitchell, K. Nigam, and S. Slattery.
Learning to extract symbolic knowledge from the world wide web. Proc. the 15th National
Conference on Artificial Intelligence, 1998.

5. Y. L. Diao, H. J. Lu, and D. K. Wu. A comparative study of classification based personal
e-mail filtering. Proc. the 4th PAKDD, 2000.

6. T. Fawcett. in vivo spam filtering: A challenge problem for data mining. In KDD Explorations
vol.5 no.2, 2003.

7. K. R. Gee. Using latent semantic indexing to filter spam. In ACM Symposium on Applied
Computing, Data Mining Track, 2003.

8. S. Haykin. Neural networks: A comprehensive foundation. International Ed., Prentice-Hall,
2nd Ed, 1999.

9. J. Ioannidis. Fighting spam by encapsulating policy in email addresses. In Proc. Network and
Distributed Systems Security Conference (NDSS), 2003.

10. I. T. Jolliffe. Principle Componet Analysis. Springer-Verlag, 1986.
11. S. Y. Kung. Digital neural networks. Prentice-Hall, 1993.
12. D. D. Lewis and M. Ringuette. A comparison of two learning algorithms for text categoriza-

tion. Third Annual Symposium on Document Analysis and Information Retrieval,, 1994.
13. M. Sahami, S. Dumais, D. Heckerman, and E. Horvitz. A bayesian approach to filtering junk

e-mail. Proc. AAAI Workshop Learning for Text Categorization, 1998.



An Adaptive Spreading Activation Scheme for
Performing More Effective Collaborative

Recommendation

Peng Han, Bo Xie, Fan Yang, and Rui-Min Shen

Department of Computer Science and Engineering, Shanghai Jiao Tong University,
Shanghai 200030, China

{phan, bxie, fyang, rmshen}@mail.sjtu.edu.cn

Abstract. While Spread Activation has shown its effectiveness in solv-
ing the problem of cold start and sparsity in collaborative recommenda-
tion, it will suffer a decay of performance (over activation) as the dataset
grows denser. In this paper, we first introduce the concepts of Rating Sim-
ilarity Matrix (RSM) and Rating Similarity Aggregation (RSA), based
on which we then extend the existing spreading activation scheme to
deal with both the binary (transaction) and the numeric ratings. After
that, an iterative algorithm is proposed to learn RSM parameters from
the observed ratings, which makes it automatically adaptive to the user
similarity shown through their ratings on different items. Thus the sim-
ilarity calculations tend to be more reasonable and effective. Finally, we
test our method on the EachMovie dataset, the most typical benchmark
for collaborative recommendation and show that our method succeeds
in relieving the effect of over activation and outperforms the existing
algorithms on both the sparse and dense dataset.

1 Introduction

Collaborative Filtering (CF) technique [2,6] has proved its ability of making
good recommendations based on the opinions of people with similar interests.
However, as most existing CF algorithms strongly depend on the user’s ratings
(explicit or implicit) on items to make recommendations, their performance will
decay dramatically when the user has rated little items in the database which is
called the new user or cold start problems in the CF area [12]. Furthermore, as
the scale of web applications becomes larger and larger, the rating matrix tends
to be very sparse. For example, EachMovie [9] and Movielens [8], two of the
most popular datasets used in CF research, are respectively 97.6% and 95.8%
sparse. So even the user seems to rate a relatively big number of items in the
database, the overlap between him and other users may still be quite low, which
consequently make the calculation of similarity difficult and less reliable.

Recently, there has been an increasingly effort to address the cold start and
sparsity problem in CF related research. P. Massa [10] et al showed that by us-
ing trust propagation to infer an additional weight for other users, similar users
are much reachable to each other than through correlated ratings. However, the
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problem is that the trust information itself is not easy to get. In fact, the user still
needs to know other people’s opinions (ratings) in order to establish a trust rela-
tionship between them. Z. Huang et al [7] made use of the transitive associations
in user relationship to deal with the sparsity problem by introducing the con-
cept of Spreading Activation (SA) into CF algorithms. They experimented with
three spreading activation algorithms and found that the result significantly out-
performed the current collaborative filtering approaches. However, their method
only considers the binary (transaction) data, which prevents it from being ap-
plied to numeric ratings which is adopted in many popular applications such
as Amazon [1]. Still, an ”over activation” effect has also been observed in their
methods which mean the performance of algorithm will decay when the dataset
becomes dense.

In this paper, we present an adaptive spreading activation scheme which pro-
vides a more intuitive and effective framework for CF based recommendation.
The contribution of this paper is twofold. First, we make an in-depth comparison
and analysis between SA and existing similarity metrics and then introduce the
concept of Rating Similarity Matrix (RSM) and Rating Similarity Aggregation
(RSA) as a new user similarity metrics. Based on them, we provide a gener-
alized similarity spreading scheme which could deal well with both the binary
(transaction) and the numeric ratings. Second, we present an iterative algorithm
to learn the RSM automatically from observed ratings. The experimental result
on EachMovie dataset shows that our method succeeds in relieving the effect of
over activation and outperforms the existing algorithms on both dealing with
the sparse and dense dataset.

The remainder of the paper is organized as follows: In section 2, several re-
lated work has been discussed and an in-depth comparison and analysis between
SA and existing similarity metrics has been made. In section 3, we introduce
the basic algorithm framework of our similarity spreading scheme and present
the iterative decay parameter algorithm in section 4. We conclude our work and
present our consideration on future work in section 5

2 Related Work

2.1 Memory-Based Collaborative Filtering Algorithm

Memory-based Collaborative Filtering has first been proposed by P. Resnick
and J. Riedl in GroupLens [11]. After that, it has become the most popular
realization of CF for its simplicity and preferable performance. A memory-based
CF algorithm uses a user×item rating matrix V as its input while each row of
it represents a user record and each column represents a item. So each entry vi,j

denotes the specific rating user i gives to item j. The key idea of it is to predict
the active user’s rating on certain item by calculating a weighted sum of other
users’ rating on that item as shown in eq. 1

Pa,j = v̄a + κ

N∑
i=1

ω(a, i)(vi,j − v̄i) (1)
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Where Pa,j denotes the prediction of the rating for active user a on item j and
N is the number of users in user database. v̄i is the mean rating of user i as
calculated by eq. 2

v̄i =
1
|Ii|

∑
j∈Ii

vi,j (2)

Where Ii is the set of items on which user i has voted. The weights ω(a, i)
reflect the similarity between active user a and users i in the user database. κ
is a normalizing factor to make the absolute values of the weights sum to unity.
Two most used similarity metrics in CF are Pearson Correlation Coefficient and
Vector Similarity displayed respectively as eq. 3 and eq. 4.

ω(a, i) =

∑
j(va,j − v̄a)(vi,j − v̄i)√∑

j(va,j − v̄a)2
∑

j(vi,j − v̄i)2
(3)

ω(a, i) =
∑

j

va,j√∑
k∈Ia

v2
a,k

vi,j√∑
k∈Ii

v2
i,k

(4)

2.2 Collaborative Filtering with Spreading Activation

Spreading Activation (SA) theory [4] has first been used in cognitive science and
information processing. Huang [7] have tried to use SA on collaborative filtering.
Its key idea is to describe the original user×item rating matrix through a graph
model which represents each user and item as a node in the graph and uses edges
to represent the relation between users and items. When making prediction for
a specific user, the SA scheme first sets the node corresponding to that user as
starting node and assigns it with an activation level. The scheme then spreads the
activation level within the graph and activates other nodes iteratively. Finally,
those item nodes with the highest activation level will be recommended to the
active user. Here we use a simple example to illustrate the motivation of applying
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i1 i2 i3 i4 i5 i6542000
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Fig. 1. (a) Original user × item rating matrix (b) Corresponding graph representation
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SA to collaborative recommendation. Fig. 1-(a) and Fig. 1-(b) gives a rating
matrix and its corresponding graph representation respectively.

Suppose we want to make recommendation for user u1. Under the SA frame-
work, the node representing u1 will first be activated. After that, it will activate
those item nodes which have direct relation with it such as i1 and i3 and these
nodes will activate their adjacent nodes sequentially. This process will continue
iteratively until certain constraint has been reached. For example relation be-
tween u1 and i6 can be found through path u1 − i2 − u2 − i4 − u3 − i6 which
can not be discovered by standard memory-based CF algorithms since they only
calculate the similarities between users who have common ratings. This abil-
ity makes SA framework especially effective in dealing with the cold start and
sparsity problem in CF.

3 An Adaptive Spreading Activation Framework for
Collaborative Recommendation

From the discussion above we can see that the key point of SA is a transitive ac-
tivation process through which the similarity can spread within a graph model.
In this section, we will present a more elaborate and adaptive spreading activa-
tion framework for collaborative recommendation to relieve the ”over activation”
effect.

3.1 A Unified SA Algorithm Framework for CF

Taking an in-depth look at the SA scheme we may find that the iterative acti-
vation is actually a similarity calculation process. For transaction dataset, the
activation level a node can get from other node is the same as the common items
they accessed multiplied by a certain decay factor. From this point of view, we
give a more generalized similarity metrics for SA called Rating Similarity Ag-
gregation (RSA) as eq. 5 shows:

ω(a, i) =
∑

j∈Co−Rateda,i

RSM j
x,y (5)

Here, Co − Rateda,i is the items rated by both user a and i while x and y is
the ratings that they give to item j respectively. RSM j is the Rating Similarity
Matrix of item j and its entry RSM j

x,y denotes the similarity information we
can get if we know two users gives ratings of x and y to item j respectively.
For transaction dataset, each item’s RSM is a 1 × 1 matrix which means if
two users have both accessed (bought) a particular item, how much similarity
information we can get. The semantic of RSA is that the similarity between two
users should be the summation of their similarities shown on each common rated
item. Compared with Pearson Correlation Coefficient and Vector Similarity, our
new similarity metrics has the following two advantages:

1. Unlike other similarities, RSA differentiates each item through its own unique
RSM which means ratings on different items will give unequal contributions
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when calculation the similarity between users. For example, knowing two
people both like the film ”Matrix”, which is a very popular film will not
help us much to judge their similarity in tastes. A more exciting thing is
RSM’s ability in telling the meaning of different co ratings patterns on the
same item. Still taking the film ”Matrix” for example, knowing two 1 point
ratings from two users will have a totally different meaning from knowing a
both 5 point ratings though they are both same rating patterns. As the two
co rating patterns will have different entries in ”Matrix”’s RSM, we could
differentiate them by assigning different value to it.

2. The calculation of RSA is an incremental process which means that the for-
mer result can be kept and reused. This makes the similarity updating much
easier. Especially under those large scale and more dynamic environments,
this characteristics will help to reduce a lot of calculation complexity. Still,
the aggregation process helps to award those users who have more common
ratings with the active users. On this point, RSA is more reasonable than
traditional similarity metrics in which two users will be assigned a same
similarity no matter they give one same rating with the active user or more.

Based on RSA, we present a unified SA algorithm framework for performing
collaborative recommendation as follows which is based on a brand-and-bound
architecture [3]:

Input:

User × Item Rating Matrix V : A M ×N matrix, where M and N are the
total number of users and items in the system respectively. vi,j is the rating
user i gives to item j. For transaction dataset, vi,j equals one if user i has
accessed (bought) item j, otherwise vi,j equals zero.

Rating Similarity Matrix, RSM : A unique symmetrical matrix for each
item in the system, where RSM j

x,y denotes the similarity information we
can get if we know two users give ratings of x and y to item j respectively.

Transitive Decay Factor, TDF : Used to decay the activation level during
the spreading process in order to control the noise.

Activation Threshold, AT : Cease condition parameter. A node will stop
spreading its similarity once its activation level is less than the AT value.

Algorithm Framework:

Initialization. Create an empty active node queue Qact, temporary node queue
Qtemp and output queue Qout. Put the target user node into Qact and assign
it with an activation level value of 1. Set the current decay factor CDF to 1

Spreading Activation. Take out the nodes i in Qact one by one, and calculate
the similarity ω(i, j) between i and its neighbor nodes j through eq. 5. Here,
the neighbor nodes mean those nodes which have common ratings with node
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i. Put node j in the Qtemp if it’s not in it yet, otherwise, compare the current
similarity value with the old one and use the bigger one as its new similarity
value.

Normalization. Divide the similarities values of all the nodes in Qtemp by the
highest one among them.

Decay. Multiply the similarities values of all the nodes in Qtemp by CDF.

Update. Empty the nodes in Qact. For those nodes not in Qout, insert them
both into Qact and Qout. For those nodes already in Qout, compare their
similarity values in Qtemp and Qout and use the bigger one as their current
similarity values. At the same time, multiply the CDF by TDF.

Cease Control. Eliminate those nodes in current Qact whose activation level
is less than the AT value. If the Qact is not empty, then go to the Spreading
Activation step.

Prediction. Pick out the top 100 nodes in Qout with the highest similarity
value and predict the preference for target user using eq. 1

3.2 Iterative Rating Similarity Matrix Learning Algorithm

As we mentioned above, the introduction of RSM is the most important im-
provement we made on traditional similarity metrics. In this section, we will
present an iterative algorithm which can learn the RSM for individual items
from the observed ratings of users. Here, we use a very objective evaluation on
the significance of common ratings on a certain item by calculating it as the
average similarity between users who have these common ratings on that item.
This idea can be formalized through eq.6

RSM j
x,y =

1
‖Rj

x‖
1

‖Rj
y‖

∑
s∈Rj

x

∑
t∈Rj

y

ω(s, t) (6)

Where Rj
x and Rj

y denote the set of users who have give item j a rating of x and
y, ‖Rj

x‖ and ‖Rj
y‖ is the size of them respectively.

As we can see from eq. 5 and eq. 6, the calculation of ω and RSM depend
on each other. So this algorithm itself is iterative so that an initializing value
should be assigned. In this paper, we deal with it by setting all the RSM to be
an identity matrix at the beginning, which means that only the same ratings
on certain item can contribute to similarity calculation. However, after several
iterations, other entries can be learned automatically from the observed ratings
of users and the initializing value can also be updated.

Based on the discussion above, the SA based CF algorithm framework can
now be divided into two parts: RSM construction and similarity spreading acti-
vation. In the RSM construction phase, we will not consider the spreading effect
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and eq. 5 and eq. 6 will be used iteratively for certain times. As we can see from
later experimental result, the RSM will converge and stabilize normally after
4-6 iterations. After the RSM has been constructed, we will then execute the
algorithm framework presented in the previous section based on it.

4 Experimental Analysis

4.1 Data Set

In this paper, we use EachMovie data set [9], which is the most typical benchmark
for collaborative recommendation, to evaluate the performance of our algorithm.
The EachMovie data set is provided by the Compaq System Research Center,
which ran the movie recommendation service for 18 months for experimenting
collaborative filtering algorithms. The information they gathered during that
period consists of 72,916 users, 1,628 movies, and 2,811,983 numeric ratings
ranging from 0 to 5.

In order to test our SA algorithm framework in dense dataset, we pick out
those users who have rated more than 60 items in the database which consists
of near 6,000 user records. In our experiment, we name it as dense dataset and
the original one as normal dataset respectively.

4.2 Metrics and Methodology

In our experiment, we use Mean Absolute Error (MAE), a statistical accuracy
metrics which evaluates the accuracy of a predictor by comparing the predicted
values with user-provided values, to compare the performance of our algorithms
with traditional ones. The definition of MAE is given as eq. 7:

MAE =
1

‖A‖
∑
a∈A

∑
j∈T |va,j − pa,j|

‖T ‖ (7)

Where va,j is the actual rating user a gives to item j and pa,j is its predicted
value. A and T is the active users set and test item set whose ratings are to
be predicted while ‖A‖ and ‖T ‖ is their size respectively. We select 500 users
from the EachMovie as active users and pick out 500-5000 different user records
as training set to predict the active users’ rating step by step. We use both the
Given-5 and All-But-One strategy [2] in our experiment. For Given-5 strategy, 5
ratings of each active user will be taken for granted as observed and other ratings
will be put into T while for All-But-One strategy only one ratings will be put
into T and all other ratings will be taken as already known. All the observed
ratings and testing ratings has be drawn randomly.

4.3 Experimental Result and Analysis

In our first experiment, we use a same RSM generated by heuristic for every
item in our SA based CF algorithm and compare its performance with standard
CF algorithm thoroughly. The heuristic RSM is shown as follows:
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⎛⎜⎜⎜⎜⎜⎜⎝
1.0 0.8 0.3 0.1 0 0
0.8 1.0 0.7 0.1 0 0
0.3 0.7 1.0 0.4 0.2 0.1
0.1 0.1 0.4 1.0 0.7 0.3
0 0 0.2 0.7 1.0 0.8
0 0 0.1 0.3 0.8 1.0

⎞⎟⎟⎟⎟⎟⎟⎠
Fig. 4 and Fig. 5 show the result in normal dataset while applying Given-5

and All-But-One strategy respectively. Fig. 2 and Fig. 3 show the same result
in dense dataset. From the result we can see that our SA based CF algorithm
has outperformed the standard algorithm in all the four situations. Especially
for the Given-5 strategy, which shows the performance of algorithm on new user
situation, our algorithm shows a much better and stable performance as the
size of training set increases. This illustrates the advantage of our SA based CF
algorithm of exploring transitive relation between users compared with standard
CF algorithm quite well.
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Still we can also find, our algorithm performs better than standard CF algo-
rithm even under the dense dataset environment. This is caused by the difference
between our algorithm and other SA scheme in the activation level updating
phrase. Instead of summing up all the previous nodes’ contribution, we only
use the highest one which borrows its idea from the Maximum Capacity Paths
[5] concept in social network theory. By doing so, we reduce the probability of
introducing noise while keeping the most significant transitive association infor-
mation.

Fig. 6 and Fig. 7 illustrate the effect of our iterative rating similarity matrix
learning algorithm in both the normal and dense dataset under All-But-One
strategy. From the result we could see that when the size of training dataset is
small, the RSM learning algorithm does not even perform as good as a single
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Comparison(Normal Dataset)
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heuristic RSM. However, when the size of training dataset increased to around
1500 users, the RSM learning algorithm shows its advantage of differentiating
each item’s contribution to the user similarity calculation. From the experimen-
tal result we can also see that the RSM learning algorithm has a very high
convergence speed. Only after 4-6 iteration, it will achieve the best performance.

5 Conclusion and Future Work

In this paper, we present an adaptive spreading activation scheme which provides
a more intuitive and effective framework for CF based personalized recommen-
dation. Based on this, we not only provide a generalized similarity spreading
scheme which could deal with both the binary (transaction) and numeric rat-
ings, but also present an iterative algorithm to learn the decay factor in spreading
activation so as to relieve the effect of over activation in existing SA based CF
scheme.
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In the future work, we will focus on designing a more efficient RSM learning
algorithm since though it proved to be effective on improving the prediction
accuracy, it is a very time consuming process. We wish to find an incremental
algorithm similar to the RSA calculation to deal with it.
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Abstract. The aim of feature subset selection is to reduce the complexity of an 
induction system by eliminating irrelevant and redundant features. Selecting the 
right set of features for classification task is one of the most important problems 
in designing a good classifier. In this paper we propose a feature selection 
approach based on rough set based feature weighting. In the approach the 
features are weighted and ranked in descending order. An incremental forward 
interleaved selection process is used to determine the best feature set with highest 
possible classification accuracy. The approach is experimented and tested using 
some standard datasets. The experiments carried out are to evaluate the influence 
of the feature pre-selection on the prediction accuracy of the rough classifier. The 
results showed that the accuracy could be improved with an appropriate feature 
pre-selection phase. 

1   Introduction  

In data mining field, feature (attribute) selection techniques become increasingly 
essential for reducing the cost of computation and storage and for improving the 
accuracy of the predication [1]. Feature selection is the problem of choosing a small 
subset of features that are necessary and sufficient to describe the target concept. It 
plays an important role in data selection and preparation for data mining tasks. 
According to the authors of [1] and [2], the role of feature selection in data mining 
and machine learning is to: reduce the dimensionality of feature space, speed up and 
reduce the cost of a learning algorithm, improve the predictive accuracy of a 
classification algorithm, and to improve the visualization and the comprehensibility of 
the induced concepts. The authors of [1] have emphasized that not every feature 
selection method can serve all purposes. 

For the data classification problem, one motivation for feature selection is to 
maximize the classification accuracy, since many irrelevant attributes may reduce the 
classification accuracy achieved by the induction algorithm [3]. Another motivation is 
to find smaller models for data resulting in better understanding and interpretations of 
data. 

Rough set theory [4] was developed as a mathematical tool for knowledge 
discovery and data analysis, and concerns itself with the classificatory analysis of 
imprecise, uncertain or incomplete data acquired from experience. Rough set theory 
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has several attractive features such as deriving rules from facts present in the data 
without preliminary or additional knowledge about data and finding a simpler 
representation of knowledge in the form of rules. Moreover, it has some features that 
help in determining the most relevant attributes to the target class. 

In this paper we propose and evaluate a simple yet useful hybrid filter/wrapper 
feature selection approach that depends on a feature ranking method that uses some 
notions of rough set theory. The ranking mechanism is used as a heuristic for feature 
selection to measure the relevancy of attributes to the target class. The features are 
weighted and ranked as a filter process, and then a forward stepwise selection 
approach of features is used as a wrapper over the rough set based inducer. We use 
the rough set based classification to investigate the interactions between feature pre-
selection and rough set classifiers. The results of the experiments showed that the 
proposed approach could be used to improve or at least preserve the classification 
accuracy for most of the tested datasets. To evaluate the performance of the proposed 
approach, the classification accuracy is used as measure to evaluate the feature 
selection approach.  

2   The Problem of Feature Selection 

Feature selection problem can best be viewed, from an algorithmic perspective, as a 
heuristic search, where each state in the search space represents a particular subset of 
the available features. In most cases, an exhaustive search of the state space is 
impractical, since it involves 2n possible combinations, where n is the total number of 
available features. The time to search in the search space is bounded by O(C2n), where 
n is the number of features, and C is the computational cost required to evaluate each 
subset. Several approaches for feature selection have been proposed, ranging from 
simple greedy algorithms such as forward selection or backward elimination [1] to 
more complex methods such as genetic algorithms [5] and rough set theory [6]. A good 
comprehensive survey of the feature selection algorithms for data mining is found in 
[1].  

Based on the relationship between feature selection and induction algorithms, 
feature selection methods are often divided into two generic approaches: filter and 
wrapper models [3]. Recently, Hybrid models are proposed to combine the advantages 
of both filter models and wrapper models [7]. The filter model assumes filtering the 
features before applying an induction algorithm, while the wrapper model uses the 
induction algorithm itself to evaluate the features. The authors of [1] suggested a 
unified model of the feature selection process.  The model is depicted in Figure 1 
where it includes four parts: feature generation, feature evaluation, stopping criteria, 
and testing. The outcome of the evaluation process in Phase 1 is a value which 
represents in the wrapper model the classification accuracy over the training dataset. 
For the filter model the value represents the result of the evaluation measure used to 
choose the best subset.  

Feature selection search is often a greedy hill-climbing procedure. Two basic 
methods are usually used: Forward Selection (FS) and Backward Elimination (BE). FS 
starts with an empty set of features and iteratively selects one feature at a time until no 
improvement in classification accuracy can be achieved. BE starts with the full set of 
features and iteratively removes one feature at a time until no improvement in 
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classification accuracy can be achieved. BE is more robust to interaction among 
features. However, FS can be more effective if there are few relevant features. 

 

Fig. 1. The Unified Filter/Wrapper Approach of Feature Selection 

3   Rough Sets Theory Preliminaries 

This section provides some essential definitions from rough set theory that are used to 
extract the knowledge from the data and to rank the features set. More details and 
formal definitions about the rough set theory is found in [4] and [8]. 

In rough set theory, the structure of data is represented in the form of a Decision 
System (DS). The decision system is a pair of sets of the form DS = (U, A∪{d}), where 
U={x1,…,xm} is a nonempty finite set of objects called the Universe, and A={a1,…,an} 
is a nonempty finite set of attributes. Every attribute a∈A is a total function a:U Va, 
where Va is the set of allowable values for the attribute a.  In a practical rough set 
system Va is a discrete and finite set of values. The attributes belonging to A are called 
conditional attributes and d is called decision attribute.  

For each possible subset of attributes B ⊆ A, a decision system gives rise to an 
equivalence relation called an Indiscernibility Relation IND(B), where two objects (xi, 
xj) are members of the same equivalence class if and only if they cannot be discerned 
from each other on the basis of the set of attributes B. The formal definition of IND(B) 
is expressed as:  IND(B)={(xi, xj) ∈ |U|×|U| : a(xi) = a(xj) ∀ a∈B}. The set of attributes 
that differentiate between two given objects xi and xj are stored in a Discernibility 
Matrix (DM). The discernibility matrix of a decision system DS is a symmetric EC × 
EC matrix, where EC is the number of equivalent classes in the decision system, with 
entries cij = { a∈ A| a(xi) ≠ a(xj)} if d(xi) ≠ d(xj) and ∅ otherwise. 

In rough set theory, the concept reduct of A refers to the minimal selection of 
attributes that preserves the indiscernibility relation computed on the basis of the full 
set of attributes. Preserving the indiscernibility relation preserves the equivalence 
classes. Formally, a reduct of a decision system DS is any subset B ⊆ A∪{d} such that 
IND(B)= IND(A) and IND(B – {a}) ≠ IND(A) for every a∈B. Hence it is enough to 
consider only the attributes from the reduct to distinguish objects in U.  The decision 
system may have several reducts and the core set of the decision system consists of the 
attributes that exist in all reducts (i.e., the intersection of the reducts).  
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4   Feature Weighting Using Discernibility Matrix 

The feature ranking mechanism introduced by the authors of [9] makes use of attribute 
frequencies information in the discernibility matrix. The core concept of rough set has 
also influence the ranking method where if an entry of the DM consists of one attribute, 
it means that this single attribute must be a member of the core if the core is not empty. 
The attributes of the core have higher significance than other attributes of DM. 

The mechanism derives from the definition of the Core, that the smaller the entry set 
of DM, the more chance the members of the set to be members of the Core. In this case 
shorter entries are more significant than longer ones. Based on this idea, to rank the 
feature, a weight w(ai) is assigned to every attribute ai. The weight is initialized to zero 
and recalculated when every entry cij of DM is added. The weight is computed 
according to the following formula. 

w(ai) = w(ai) + |A| / |cij | , ∀ ai ∈ cij                                (1) 

In the formula |A| represent the cardinality of attribute set A of the decision system 
and |cij| is the cardinality of the discernibility matrix entry.  

5   The Proposed Approach for Feature Selection 

The approach proposed in this paper is a straightforward feature selection approach 
based on the evaluation of the relevancy of individual features. The approach is a simple 
yet useful hybrid filter/wrapper feature selection approach that depends on the concept 
of rough set based feature weighting. The weighting mechanism is used as a heuristic 
for feature selection to measure the relevancy of attributes to the target class. The 
features are weighted and ranked as a filter process, and then a foreword stepwise 
selection approach of features is used as a wrapper over the rough set based inducer.  

Generally the approach passes two phases. In phase 1: it starts by generating the 
discernibility matrix for the decision system. At the same time all features are weighted 
using the ranking approach presented in section 4.  The decision system is then 
rearranged with respect to the weights of features. The steps of feature ranking and 
rearrangement phase are presented in Figure 2. 

Input: 
     - A = Set of attributes {a

1
,..,a

n
}, 

     - DS = Decision System (Dataset).  
Output: 
     - RA  = List of ranked attributes.  
     - RDS = Rearranged Decision System. 
Steps 
- Initialize RA = {}              
- Initialize for i = 1 to n   w(a

i
) = 0    /* n = number of attributes 

*/ 
- EQT = Build the Equivalence Classes table (DS). 
- DM = Build the Discernibility Matrix (EQT) and compute w(a

i
)∀ a

i
 ∈ c

ij
 

- RA = Rank (Sort) feature set according to their weights (A) 
- RDS = Rearrange the Decision System according to the Ranked list of 

features 
 

Fig. 2. Feature Ranking and Rearrangement Phase (1) 
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The main steps of phase 2 are presented in Figure 3 where the feature selection 
process starts by estimating the classification accuracy of the dataset using the 
complete feature set to be as a threshold that is used as a stopping criterion of the 
process. Then it starts by examining the first attribute of the ranked set of attributes 
(AllSet). Next, the attributes are added to the selected attribute set (FSet) by 
incremental interleaving factor.  The factor starts by the value 1 up to the value 10 
then it is reinitialized after each 10 moves towards the end of the attribute set. This 
option is suitable for large attribute set. This factor is used to accelerate the forward 
selection of attributes from the attribute set. After adding the attributes from the 
original ranked attribute set (AllSet) to the selected attribute set (FSet), the FSet is 
used by the rough set based inducer to estimate the classification accuracy. If the 
classification accuracy of the current set is less or higher than the accuracy of the 
original attribute set within a given range α (say +/- 5%), the acceleration stops and a 
tuning operation starts by removing one attribute at a time from FSet searching for a 
smaller subset with the same accuracy achieved. 

Input: 
     - RA = Ranked Set of attributes {b

1
,..,b

n
}, 

     - RDS = Ordered Decision System 
Output: 
     - Best Feature Set (FSet) 
Steps 
 - Threshold = Rough Set Inducer (A, DS)     /* estimate classification  
                                              accuracy of original DS */ 
 - AllSet = RA 
 - FSet = First attributes of AllSet 
 - AllSet = AllSet - FSet 
 - Repeat  

- FAccuracy = Rough Set Inducer (FSet, RDS) /* estimate classification 
Accuracy */ 

- Factor = [1..10]   /* reinitialized every 10 iterations */ 
- If FAccuracy = Threshold +/– α then loop (up to next or previous 

Factors) 
-     k = k + 1  
- else k = k + Factor 
- FSet = FSet + the first k attributes of AllSet  /* append to FSet */ 
- AllSet = AllSet - the first k attributes   /* remove from AllSet */ 
- Stop when FAccuracy >= Threshold or No more attributes to added 
 

Fig. 3. Feature Selection Phase (2) 

In the classification process, if the accuracy is more important than the number of 
selected attributes, we can do forward tuning by adding more attributes to FSet one by 
one up to the next factor. The algorithm stops when a good accuracy is achieved 
comparing to the threshold accuracy or no more attributes to add to FSet.  
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6   Experimental Results and Discussion 

The experiments reported here used 9 benchmark standard dataset. The datasets are 
obtained from UCI machine learning data repository [11]. The 9 data sets along with 
their characteristics are presented in Table 1 where C.Attr column refers to the 
number of the conditional attributes of the decision system. The last column Class 
refers to the number of range values of the decision attribute and the Objs column 
refers to the number of objects of the decision system. 

Table 1. Datasets characteristics 

 

Dataset C. Attr Objs Class 
Australian 14 690 2 

Heart Disease 13 270 2 

Hepatitis 19 155 2 

Iris 4 150 3 

Lymphography 18 148 4 

Vehicle 18 856 4 

Soya Bean 35 307 19 

Zoo 16 101 7 

Lung Cancer 56 32 2 

For the evaluation purposes of the approach, we have adopted the Before-After 
evaluation approach commonly used in the machine learning community [1].  In the 
experiments we compare the classification accuracy for a given dataset before 
applying feature selection (i.e. using the full set of features) and the classification 
accuracy after applying the feature selection. The classification accuracy is measured 
using the 10-fold cross validation method, as recommended by Kohavi in [12] and the 
authors of [13]. 

In rough set based classification approach, generating reducts is an essential step to 
generate classification rules. To test the proposed approach we adopt the Johnson 
greedy algorithm [10] to generate the set of reducts. Sample of the experiments results 
are presented in Table 2. In the table, Sn means that the selected feature set (FSet) 
contains n attributes.  

The final results are presented in Table 3. In the experiments, we compared the 
estimated classification accuracy of the reduced decision system that has only the 
selected relevant attributes with the estimated classification accuracy of the original 
decision system that includes the complete set of attributes which is presented in the 
(Full Acc) column of Table 3. The (Red Acc) column shows the classification 
accuracy using the proposed feature selection approach. The (Red #F) column is the 
number of the selected features and the (Full #F) column is the number of the full set 
features. The preliminary results show that the classification accuracy is improved for 
7 datasets out of the tested 9 datasets and the same accuracy is resulted for 2 datasets.  
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It is noticed that the average accuracy using the reduced decision system is better than 
the accuracy over the original decision system with the full set of attributes.  

Table 2. Feature Selection over Rough Inducer 

DataSet S1 S2 S3 S5 S8 S11 S15 S18 

Australian 55.8 - 66.5 59.4 71.6 76.1 - - 

Heart Disease 55.6 - 68.9 81.1 80.4 80.4 - - 

Hepatitis 44.2 - 53.6 56.1 60.4 56.1 56.1 - 

Iris 86.6 94.0 88.7 - - - - - 

Lymphography 65.7 - 70.9 - 82.0 80.7 79.9 - 

Soya Bean 17.9 - 47.2 - 69.0 81.4 81.1 78.8 

Vehicle 25.5 - 42.3 - 46.9 50.3 60.9 - 

Zoo 73.4 - 89.2 95.0 94.0 94.1 95.0 - 
 

DataSet S5 S8 S11 S15 S19 S23 S28 S32 S40 S47 

Lung Cancer 83.3 74.6 69.3 71.3 72.7 72.7 72.7 72.7 69.3 78.0 

Table 3. Final Results of Feature Selection for Rough Inducer 

 
 
7   Conclusion  

In this paper, we presented the feature selection problem and proposed an approach 
for feature subset selection based on feature ranking and greedy forward selection. 
The feature ranking approach used some notions of rough set theory, particularly 
discernibility matrix, reduct, and core. The results of the preliminary experiments 
using the approach over some standard datasets indicate that the proposed approach 
offers an attractive solution to the feature selection problem. The approach appears to 
work well for the rough set classifier. The experiments showed that the classification 
accuracy is improved for majority of the datasets and the average accuracy over the 9 

DataSet Full #F Full Acc% Red #F Red Acc% 

Australian 14 74.9 11 76.1 
Heart Disease 13 81.1 5 81.1 
Hepatitis 19 59.2 8 60.4 
Iris 4 84.7 2 94.0 
Lymphography 18 77.6 8 82.0 
Soya Bean 18 80.4 11 81.4 
Vehicle 35 60.9 15 60.9 
Zoo 16 94.0 5 95.0 
Lung Cancer 56 76.0 5 83.3 

Average 21.44 76.53 7.78 79.36 
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datasets is higher using the reduced decision systems comparing to the average 
accuracy using the complete decision system. This indicates that the dataset includes 
some irrelevant and redundant attributes that are superfluous to the decision system. 
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Abstract. This paper presents an approach for integrating perceptual signal features 
(i.e. color and texture) and semantic information within a coupled architecture for 
image indexing and retrieval. It relies on an expressive knowledge representation 
formalism handling high-level image descriptions and a full-text query framework. 
It consequently brings the level of image retrieval closer to users’ needs by translat-
ing low-level signal features to high-level conceptual data and integrate them with 
semantic characterization within index and query structures. Experiments on a cor-
pus of 2500 photographs validate our approach by considering recall-precision indi-
cators over a set of 46 full-text queries coupling high-level semantic and signal fea-
tures.  

1   Introduction and Related Work 

The democratization of digital image technology has led to the need to deal with a new 
generation of image retrieval frameworks enforcing expressivity, increased performance 
as far as retrieval results are concerned and computational efficiency.  

After a first generation of systems known as content-based image retrieval (CBIR) sys-
tems [15] which have largely failed to relate low-level features to semantic characteriza-
tion (also known as the semantic gap), keyword-based annotation frameworks dealing 
with the automatic extraction of the image semantic content have been proposed 
[7,9,12,17]. In [17], training sample regions of images are categorized into 11 clusters 
through a neural network mapping (e.g. tree, fur, sand…). To alleviate the restrained 
cardinality of the proposed previous sets of visual clusters, a richer index vocabulary con-
sisting of 26 image labels called Visual Keywords (such as sky, people, water…) is speci-
fied in [9]. However, this solution relies on a query-by-example solution for querying and 
no language being able to manipulate the extracted semantics has been proposed. Also, 
relevance-based models for keyword annotation and retrieval are specified in [7]. The 
main disadvantage of this second class of frameworks relies on the specification of re-
strained and fixed sets of semantic classes, therefore severely limiting their expressivity. 
Regarding the fact that several artificial objects have high degrees of variability with re-
spect to signal properties such as color and texture variations, an interesting solution is to 
extend the extracted visual semantics with signal characterizations in order to enrich the 
image indexing vocabulary and query language.  
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Therefore, a new generation of systems integrating semantics and signal descriptions 
has emerged and the first solutions [10,19] are based on the association of textual annota-
tions with relevance feedback (RF). Prototypes such as iFind [19] offer loosely-coupled 
solutions based on textual annotations to characterize semantics and on a RF scheme 
operating on low-level signal features. These approaches present however two major 
drawbacks: first, they lack to exhibit a single framework unifying signal features and 
semantics, which penalizes the performance of the system in terms of retrieval efficiency 
and quality. Then, regarding the query process, the user is to query both textually in order 
to express high-level concepts and through several and time-consuming RF loops to 
complement his initial query.  

As an extension to our previous work in [1,2,13], we propose a unified multi-facetted 
framework unifying visual semantics and signal (color and texture) features for automatic 
image retrieval that enforces expressivity, performance and computational efficiency. 
After specifying an automatized framework extracting the visual semantics, we enrich 
image description with processes establishing a correspondence between extracted low-
level features and high-level signal concepts. E.g. with the visual semantics concept 
“sky” one might assign additional concepts such as “cyan”, “grey” characterizing its 
color and “covered”, “smooth” which feature its texture. Therefore, not only do we char-
acterize visual semantics, but also relations linking them to high-level color or texture 
concepts. For this, we consider an efficient operational model that allows relational in-
dexing and is adaptable to symbolic image retrieval: conceptual graphs [16]. We more-
over extend its descriptive power to specify a rich query language consisting of several 
boolean and quantification operators. Indeed, we are interested in dealing with non-trivial 
queries combining multiple characterizations (such as proposed in the TRECVID multi-
media retrieval task): visual semantics and high-level color concepts (e.g. “Find images 
with a mostly grey sky”) or visual semantics and high-level texture concepts (e.g. “Find 
images with fields of lined flowers”).  

In the remainder, we first present the general organization of our model. We deal in 
sections 3, 4 and 5 with the descriptions of the visual semantics and signal characteriza-
tions. Section 6 specifies the query framework. We finally present validation experiments 
conducted on a test collection of 2500 photographs. 

2   A Strongly-Integrated Model and Its Representation Formalism 

As an extension of the work in [11], we propose the outline of an image model combin-
ing a set of interpretations, each considered as a particular facet of an image, to build the 
most exhaustive image description. At the core of the image model is the notion of image 
objects (IOs), abstract structures representing visual entities within an image. Their 
specification is an attempt to operate image indexing and retrieval operations beyond 
simple low-level processes or region-based techniques [15] since IOs convey the visual 
semantics and signal color and texture information. Our image model is comprised of: 

- The visual semantics facet which describes the image semantic content and is based 
on labeling IOs with a semantic concept. E.g., in fig 1, the first IO (Io1) is tagged by 
the semantic concept Hut. Its formal description will be dealt with in section 3. 

- The signal facet which describes the image signal content in terms of symbolic per-
ceptive features and consists in characterizing IOs with signal concepts. It itself con-
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sists in two sub-facets. The color subfacet features the image signal content in terms 
of symbolic colors. E.g., the second IO (Io2) is associated with symbolic colors Cyan 
and White. The texture subfacet describes the signal content in terms of symbolic tex-
ture features. E.g. the second IO (Io2) is associated with texture keyword lined. The 
signal facet is detailed in section 4. 

In order to instantiate this model within an image retrieval framework, we choose 
CGs which have proven to adapt to the symbolic approach of image retrieval [11,14]. 
CGs allow to represent components of our image retrieval architecture and to specify 
expressive index and query frameworks. Formally, a CG is a finite, bipartite, connex 
and oriented graph. It features 2 types of nodes: concept and relation nodes. In the 
example CG [DEXA2005] (Name) [Conference] (Location) [Copenhagen], 
concepts are between brackets and relations within parentheses. This graph is seman-
tically interpreted as: the DEXA2005 conference is held in Copenhagen. Concepts 
and conceptual relations are organized within a lattice partially ordered by the IS-A 
( ) relation. For example, Building  Construction denotes that the concept Building 
is a specialization of the concept Construction, and will therefore appear in the off-
spring of the latter within the lattice organizing these concepts. Within the scope of 
the model, CGs are used to represent the image content. 
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Fig. 1.  System architecture and Image model 

The index module provides a conceptual representation (called document index CG) of 
an image document with respect to the multi-facetted image model. Also, as far as the 
retrieval module is concerned, a user full-text query is translated into a conceptual repre-
sentation (called image query graph) corresponding to the multi-facetted image description 
(such as the query “Find images with lined huts” in fig.1). The image query graph is then 
compared to all conceptual representations of image documents in the corpus. Lattices 
organizing semantic and signal concepts are processed and a relevance value, estimating 
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the degree of similarity between image query and index graphs is computed in order to 
rank all image doc documents relevant to a query. 

3   The Visual Semantics Facet 

3.1   Extracting the Semantics  

Several experimental studies presented in [12] have led to the specification of twenty 
categories or picture scenes describing the image content at a global level. Web-based 
image search engines (google, altavista) are queried by textual keywords correspond-
ing to these picture scenes and 100 images are gathered for each query. These images 
are used to establish a list of semantic concepts characterizing objects that can be 
encountered in these scenes. A total of 72 semantic concepts to be learnt and auto-
matically extracted are specified (further details regarding the architecture for seman-
tic concept extraction can be found in [9]). Fig. 2 shows image samples taken from 
our corpus [1,2,9,13]. 

  

Fig. 2. Semantic concepts: ground, sky, vegetation, water, people, mountain, building 

For instance, the highlighted image in fig. 1 is characterized by three semantic con-
cepts, based respectively on top, center and bottom areas and linked to three IOs. The 
semantic concept sky is linked to the first IO Io1, the semantic concept huts to the second 
IO Io2 and the semantic concept grass to the third IO Io3.  

3.2   Model of the Visual Semantics Facet  

IOs are represented by Io concepts and the semantic concepts are organized within the 
lattice in fig.3. An instance of the visual semantics facet is represented by a set of 
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Fig. 3.  Lattice organizing semantic concepts 
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CGs, each one containing an Io type linked through the conceptual relation sct to a 
semantic concept. The basic graph controlling the generation of all visual semantics 
facet graphs is: [Io] (sct) [SC]. E.g., graphs [Io1] (sct) [Sky], 
[Io2] (sct) [Huts] and [Io2] (sct) [Grass] are the representation of the visual 
semantics facet in figure 1 and can be translated as: the first, second and third IOs 
(Io1, Io2 and Io3) are respectively associated with the semantic concepts huts, sky and 
grass. 

4   The Signal Facet 

The integration of signal information within the conceptual level is crucial since it 
enriches the indexing framework and expands the query language with the possibility 
to query over both semantics and visual information. We now focus on the signal 
facet and deal with the integration of signal features within our multi-facetted concep-
tual model. This integration is not straightforward as we need to characterize signal 
features at the conceptual level, and therefore specify a rich framework for conceptual 
signal indexing and querying. We first propose conceptual structures for the color and 
texture subfacets and then thoroughly specify their representations in terms of CGs. 

4.1   The Color Subfacet 

Our symbolic representation of color information is guided by the research carried out 
in color naming and categorization [4] stressing a step of correspondence between 
color names and their stimuli. Within the scope of this paper, 11 color categories 
(C1=cyan, C2=white, C3=green, C4=grey, C5=red, C6=blue, C7=yellow, C8=purple, 
C9=black, C10=skin, C11=orange) spotlighted in [11] are described in the HVC percep-
tually uniform space by a union of brightness, tonality and saturation intervals. Each 
IO is then indexed by two types of conceptual structures featuring its color distribu-
tion: boolean and quantified color concepts. Boolean concepts are detailed in [1]. We 
study next quantified color conceptual structures. 

Index structures. Quantified color index concepts (QCICs) feature the color distribu-
tion of IOs by a conjunction of color categories and their corresponding integer pixel 
percentages. The second IO (Io2) corresponding to the semantic concept sky in figure 
3 is characterized by the QCIC <C:59,W:41,Gn:0,G:0…>, interpreted as Io2 having 
59% of cyan and 41% of white (cf. fig. 4). 

Query structures. Our conceptual architecture is powerful enough to handle an ex-
pressive query language integrating visual semantics and color characterization 
through boolean and quantified operators. We propose here queries which associate 
visual semantics with quantifiers such as Q1: “Find images with a cloudy sky (At 
Most 25% of cyan)” and Q2: “Find images with lake water (At Least 25% of grey)” 
(queries involving boolean operators are thoroughly studied in [1]). Two types of 
conceptual structures are specified to support the previously defined query types: At 
Most color concepts (AMCCs) and At Least color concepts (ALCCs) represent the 
color distribution of an IO by a conjunction of color categories and respectively their 
associated maximum (translating the keyword At Most in a query) and minimum 
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(translating the keyword At Least) pixel percentage. For instance, the AMCC 
<C:25,W:0,Gn:0,G:0…>AM and the ALCC <C:0,W:0,Gn:0,G:25…>AL respectively cor-
respond to the color distributions expressed in queries Q1 and Q2. 

A conceptual specification for the color subfacet. Color concepts are elements of 
partially-ordered lattices which are organized respectively to the type of the query processed 
[1]. There are 2 types of basic graphs controlling the generation of all color subfacet graphs. 
Index color graphs link an Io type through the conceptual relation q_c to a quantified color 
index concept: [Io] (q_c) [QCIC]. Query color graphs link an Io type through concep-
tual relations am_c or al_c to a quantified color query concept, respectively an At Most or At 
Least color concept: [Io] (am_c) [AMCC] and [Io] (al_c) [ALCC]. E.g., index 
graphs [Io1] (q_c) [<C:59,W:41,Gn:0,G:0…>], [Io2] (q_c) [<C:0,W:15,Gn:0,G: 
85…>] and [Io3] (q_c) [ <C:0,W:25,Gn:75,G:0…>] are the index representation of the 
color subfacet in fig. 1 and are interpreted as the first IO (Io1) is associated with the CQIC 
<C:59,W:41,Gn:0,G:0…> (i.e. 59% of cyan and 41% of white), Io2 with the CQIC 
<C:0,W:15,Gn:0,G:85…> (i.e. 15% of white and 85% of grey)  and Io3 with the CQIC 
<C:0,W:25,Gn:75,G:0…> (i.e. 25% of white and 75% of green). 

4.2   The Texture Subfacet 

From low-level texture features to symbolic characterization. For low-level tex-
ture extraction, in order to capture aspects related to human perception, we propose a 
solution inspired by the work in [6] where a computational framework for texture 
extraction which is the closest approximation of the human visual system is specified. 
The action of the visual cortex, where an object is decomposed into several primitives 
by the filtering of cortical neurons sensitive to several frequencies and orientations of 
the stimuli, is simulated by a bank of Gabor filters. However, as opposed to their 
work operating at a global level of an image, we will focus on computational texture 
extraction at the IO level. We will therefore characterize each IO by its Gabor energy 
distribution within 7 spatial frequencies covering the whole spectral domain and 
7angular orientations. Each IO is then represented by a 49-dimensions vector, with 
each dimension corresponding to a Gabor energy. 

Although several works have proposed the identification of low-level features and 
the development of algorithms and techniques for texture computation, few attempts 
have been made to propose a vocabulary for texture symbolic characterization. In [4], 
Bhushan et al. provide a texture lexicon, i.e. they highlight 11 high-level texture cate-
gories which constitute a basis for the symbolic classification of textures. In each of 
these categories, several texture words which best describe the nature of the character-
ized texture are proposed. We consider the following texture words as the representa-
tion of each of these categories: bumpy, cracked, disordered, interlaced, lined, 
marbled, netlike, smeared, spotted, uniform and whirly.  

These 11 high-level texture words are then mapped to the 49-dimensions vectors of 
Gabor energies through support vector machines [18].  

Conceptual structures for the texture facet. Texture index concepts are the index 
structures of the texture subfacet. They are supported by a vector structure t with 
eleven elements corresponding to texture words twi. Values t[i], i ∈ [1,11] are boo-
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leans stressing that the texture distribution of the considered IO is characterized by 
the texture word twi. E.g., the second IO (Io2) corresponding to the semantic con-
cept huts in fig. 1 is characterized by the texture index concept 
<B:0,C:0…I:0,L:1,N:0…>, which is translated by Io2 being characterized by the 
texture word lined.  

As far as query structures are concerned, our framework proposes an expressive 
query language which integrates visual semantics and symbolic texture characteriza-
tion through boolean operators. A user shall be able to associate visual semantics with 
a boolean conjunction of texture words such as in Q3: “Find images displaying a road 
with both bumpy AND cracked textures”, a boolean disjunction of texture words 
such as in Q4: “Find images with a covered/disordered OR bright/uniform sky” 
and a negation of texture words such as in Q5: “Find images with NON-interlaced 
flowers”. Three types of conceptual structures are specified to support the previously 
defined query types. And texture concepts (ATCs) represent the signal distribution of 
an IO by a conjunction of texture words; Or texture concepts (OTCs) by a disjunction 
of texture words and Not texture concepts (NCCs) by a negation of texture words. The 
ATC <B:1,C:1…I:0,L:0,N:0…>AND, the OTC <B:0,C:1…I:0,L:0,N:1…>OR and the 
NTC <B:0,C:0…I:1,L:0,N:0…>NO respectively correspond to  the texture distribu-
tions expressed in queries Q3, Q4 and Q5. 

In the conceptual specification of the texture subfacet, texture concepts are elements of 
partially-ordered lattices organized with respect to the type of the query processed [3]. 
There are 2 types of basic graphs controlling the generation of all the texture facet graphs. 
Index texture graphs link an Io type through the conceptual relation ind_tx to a texture 
index concept: [Io] (ind_tx) [TIC]. Query texture graphs link an Io type through 
conceptual relations and_tx, or_tx, or not_tx to a texture query concept, respectively an 
And, Or or No texture concept: [Io] (and_tx) [ATC]; [Io] (or_tx) [OTC] and 
[Io] (not_tx) [NTC]. Eg, index graphs [Io1] (ind_tx) [<B:0,C:0,D:1,I:0…>], 
[Io2] (ind_tx)  [<B:0,C:0…I:0,L:1,N:0…>] and [Io3] (ind_tx) [<B:0,C:0…U:1…>] 
are the index representation of the texture subfacet in figure 1 and are interpreted as: the 
first IO (Io1) is associated with the texture index concept <B:0,C:0,D:1,I:0…> (i.e. disor-
dered/covered), Io2 with the texture index concept <B:0,C:0…I:0,L:1,N:0…> (i.e. lined) 
and Io3 with the texture index concept <B:0,C:0…U:1…> (i.e. uniform). 

5   The Query Module 

Our conceptual architecture is based on a unified full-text framework allowing a user 
to query over both the visual semantics and the signal facets. This obviously enhances 
user interaction since the user becomes in charge of the query process by making his 
needs explicit to the system.  

The representation of a user query in our model is, like image index representa-
tions, obtained through the combination (joint operation) of CGs over the visual se-
mantics and signal facets (query color and texture graphs).  
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E.g., the Q3 query “Find images displaying a road with both bumpy and cracked 
textures” is represented by the graph: [Io1] (sct) [Road] 

        (and_tx) [<B:1,C:1,D:0,I:0…>AND] 
The Q1 query is represented by the CG: [Io1] (sct) [Sky] 

             (am_c) [<C:25,W:0,Gn:0,G:0, …>AM] 

An operational model of image retrieval based on the CG formalism uses the graph 
projection operation for the comparison of a query graph and a document graph. This 
operator allows to identify within a graph g1 sub-graphs with the same structure as a 
given graph g2, with nodes being possibly restricted, i.e. their types are specialization 
of g2 node types. If a projection of a query graph Q within a document graph D exists 
then the document indexed by D is relevant for the query Q. However, brute-force 
implementations of the projection would result in exponential execution times. Based 
on the work in [14], we use an adaptation of the inverted file approach for image 
retrieval. We specify lookup tables associating visual semantics concepts to the set of 
image documents whose index contain it. Treatments that are part of the projection 
are performed during indexing following a specific organization of CGs which does 
not affect the expressiveness of the formalism. Moreover, lattices organizing signal 
color and texture concepts are defined by mathematical partial orders and not hard-
coded, which allows to quickly process queries [1,2]. 

6   Validation Experiments: An Application to Home Photographs 

The SIR prototype implements the theoretical framework exposed in this paper and 
validation experiments are carried out on a corpus of 2500 personal color photographs 
used as a validation corpus in several publications [1,2,9,13].  

IOs within the 2500 photographs are automatically assigned a semantic concept as 
presented in section 3 and characterized with index signal structures presented in 4. 

As opposed to state-of-the-art keyword-based frameworks allowing only single-
word queries [7,9,12,17], we wish to retrieve photographs that represent elaborate 
image scenes and propose 46 queries and their ground truths involving semantic con-
cepts with their color and texture characterizations such as swimming-pool water, 
lined people... The evaluation of our formalism is based on the notion of image rele-
vance which consists in quantifying the correspondence between index and query 
images. We compare SIR with a keyword-based annotation framework: the Visual 
Keyword system [9,13] S1 and a state-of-the-art loosely-coupled system S2 combining 
a textual framework for querying on semantics and a RF process operating on low-
level signal features. 

For each proposed query in table 2, we construct relevant textual query terms using 
corresponding semantic and color concepts as input to SIR (e.g. ‘Find images with at 
least 50% of cyan water’ for swimming-pool water). Also, for each query proposed in 
table 3, relevant textual query terms using corresponding semantic and texture con-
cepts are proposed as input to SIR (e.g. ‘Find images with lined people’ for lined 
people). S1 processes 3 series of 3 random relevant photographs for each query (they 
correspond to swimming-pool water or lined people in our example queries). Also 
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queries in table 2 and 3 are translated in relevant textual symbolic entities to be proc-
essed by the semantics framework of S2 (‘Find images with water’ for swimming-pool 
water or ‘Find images with people’ for lined people). Then to refine the results, 3 
random relevant photographs are selected as input to the RF framework. 

Recall/precision curves of fig. 4 illustrate the average results obtained for queries 
in table 2 involving visual semantics and color characterizations: the curve associated 
with the SIR legend illustrates the results in recall and precision obtained by SIR, the 
curve associated with the VK legend by S1 and the curve associated with the SignSymb 
legend by S2. The average precision of SIR (0.455) is approximately 89,28% higher 
over the average precision of the VK system (0.2404) and approximately 37,9% 
higher over the average precision of the loosely-coupled state-of-the-art system 
(0.3165). Recall/precision curves of fig. 5 illustrate the average results obtained for 
queries in table 3 involving semantics and texture characterizations. The average 
precision of SIR (0.531) is here approximately 72,4% higher over the average preci-
sion of the VK system (0.308) and 61,89% over the average precision of the S2 sys-
tem (0.328). We notice that improvements of the precision values are significant at all 
recall values. The obtained results allow us to state that when dealing with elaborate 
queries which combine multiple sources of information (here visual semantics, color 
and texture features) and therefore require a higher level of abstraction, the use of an 
“intelligent” and expressive representation formalism (here the CG formalism within 
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our framework) is crucial. As a matter of fact, our framework complements automatic 
keyword-based approaches through the enrichment of their single-word query 
frameworks with signal characterization (in this case the VKs). Moreover, it 
outperforms state-of-the-art loosely-coupled solutions by proposing a unified full-text 
framework optimizing user interaction and allowing to query with precision over 
visual semantics and high-level signal features. 

7   Conclusion 

We proposed within the scope of this paper the formal specification of a framework 
combining the two existing approaches in image retrieval, i.e. signal and semantic 
within a strongly-coupled architecture to achieve greater retrieval accuracy. Our work 
has contributed both theoretically and at the experimental level to the image  retrieval
research topic. We have considered IOs, abstract structures representing visual enti-
ties within an image in order to operate image indexing and retrieval operations at a 
higher level of abstraction than state-of-the-art frameworks. We have formally de-
scribed the visual semantics and signal facets that define the conceptual information 
conveyed by IOs and have finally proposed a unified and rich framework for query-
ing. At the experimental level, the obtained results allowed us to validate our ap-
proach and stress the relevance of integrating visual semantics and signal characteri-
zations. 
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Abstract. This article presents an original method of implementation of the 
color set back-projection algorithm. This is one of the most efficient methods of 
automated detection of color regions from an image. The detected regions are 
then used in the content-based region query. The query is realized on one or 
more regions, taking into consideration the color feature, location, area and the 
minimal bounding rectangle of the regions. The efficiency of the method was 
studied by means of a number of experiments effectuated with the help of a 
software system realized for this purpose, on a collection of synthetic images. 
This method of implementation influences the content-based region query effi-
ciency in a series of domains in which this technique is used, such as medicine, 
art, education.  

1   Introduction 

At present a real explosion of the multimedia information comes out. Unlike alpha-
numeric data, the multimedia data have no semantic structure. For a computer, an im-
age is only a sequence of binary numbers or a bi-dimensional array. The image and 
object recognition with computer help, in such applications is a difficult problem. 
This is due to the fact that the information comprised in the multimedia data is not 
structured and so, the utilization of some attributes, which describe its content, is not 
possible. In conclusion, it is impossible to directly use a database management system 
for the administration of multimedia information. The database management systems 
have to hold a succession of additional properties compared to the traditional ones [1]. 

From that appears the big necessity of alternative methods for a quick and accurate 
retrieval, from a multimedia database of big dimensions, of multimedia information, 
which satisfies the user query. These techniques are very necessary in all the domains 
where the multimedia information, especially the visual information is used. There are 
some examples of possible utilizations of multimedia retrieval systems: medicine, se-
curity, education, journalism, divertissement, art and firmware register. 

Since the images represent an important component in the multimedia domain, the 
problem of the content-based visual query has been subjected to the study. The con-
tent – based visual query may be realized either at the level of the entire image (con-
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tent-based image query), or based on the color regions existing in images (content-
based region query). In this article, the second direction, namely the content – based 
region query is presented. In its realization an automatic algorithm of big importance 
for the detection of color regions is used. 

It is presented an original implementations of the color set back-projection algo-
rithm introduced by J.R. Smith and Shih-Fu Chang at the Columbia University [3], 
[6]. The efficiency of this implementation is studied by means of some experiments 
effectuated on a collection of synthetic images. In order to establish the matching be-
tween the target and query regions several distances have been taken into computa-
tion: the distance that indicates the color similitude, the spatial distance between the 
centroids of the regions (location), the distance in area between the two regions and 
the distance in minimal bounding rectangles (MBR) between regions.  

The implementation of the color set back-projection algorithm and the experi-
ments were effectuated with the help of the IMTEST software system [8], created for 
the study of the content-based visual retrieval issue. 

2   Problems Definitions 

The objective of the content-based visual query is to search and retrieve in an effi-
cient manner those images from the database that are most appropriate to the image 
considered by the user as query. The content-based visual query differs from the 
usual query by the fact that it implies the similitude search. Furthermore it is done 
the distinction between the two utilization ways of the content – based visual query, 
namely: content- based image query and content-based region query [3]. 

In a content-based region query, the images are compared based on their regions. 
In the first step of the query, content-based visual queries are effectuated on the re-
gions, and not on the images. Then, in the final step of the query, there are deter-
mined the images corresponding to the regions and there is computed the total dis-
tance between the images by the weighting of the distances between regions.  

The content – based visual query may be improved by adding the spatial informa-
tion to the query. So, the total measure of the dissimilitude takes into consideration 
both the values of the features (color and texture), and the spatial values of the re-
gions. There are two types of spatial indexing, namely: relative and absolute [3].  

The most powerful images retrieval system is the one that allows queries in which 
are specified both the visual features and spatial properties for the desired images. 
Such query offers to the user the possibility to control the selection of regions and at-
tributes which are the most important in the determination of the similitude. The vis-
ual and absolute spatial queries integrate the absolute spatial query and the content-
based region query. The visual query and the relative spatial query integrate the rela-
tive spatial query and the content-based region query. 

The color set back-projection algorithm is the technique implemented for the 
automated extraction of regions and representation of their color content. The extrac-
tion system for color regions has four steps [4], [5], [6], [7]: 
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1. the image transformation, quantization and filtering (the transformation from the 
RGB color space to HSV color space and the quantization of the HSV color 
space at 166 colors) 

2. back-projection of binary color sets 
3. the labeling of regions 
4. the extraction of the region features 

The algorithm follows the reduction of insignificant color information and makes 
evident the significant color regions, followed by the generation, in automatic way, of 
the regions of a single color, of the two colors, of three colors. 

To conclude with the second step of the color set back-projection algorithm, is the 
following [6]: 

1. Detection of single color regions 
1.1. Having the image histogram, H[m], all the values m'=m for which 

H[m]>=p0 are detected. 
1.2. For each m' the color set c having the property c[k]=1 for k=m and c[k]=0 

in other cases is found. On the image R[m,n] the back-projection algorithm 
for each color set c is applied and the color regions are found. For each re-
gion n the local histogram Ln[m] is stored. 

1.3. The residue histogram Hr[m]=H[m]- n Ln[m] is computed. 
2. Detection of two colors regions 

2.1. The values l'=l and m'=m , l#m, H[l]>=p0 , H[m]>=p0 and Hr[l]>=p1, 
Hr[m]>=p1 are found. 

2.2. For each set l', m' the color set c having the property c[k]=1 for k=l' or k=m' 
and c[k]=0 in other cases is found. On the image R[m,n] the back-projection 
algorithm for each set c is applied and the color regions are found. For each 
region the local histogram Ln[m] is recorded. 

2.3. The residue histogram Hr[m]=H[m]- n Ln[m] is updated. 
3. Detection of the three colors regions,… 

For each detected regions the color set that generated it, the area and the localiza-
tion are stored. All the information is necessary further on for the content-based re-
gion query with absolute or relative localization. The region localization is given by 
the minimal bounding rectangle. The region area is represented by the number of 
color pixels, and can be smaller than the minimum bounding rectangle.  

3   A New Algorithm for Detecting Color Regions 

In the first implementation of the color set back-projection algorithm (Method1), the 
image can be read in a .bmp format. Each pixel from the initial image is transformed 
in HSV format and quantized. At the end of this processing both the global histo-
gram of the image, and the color set are available. On the matrix that memorizes 
only the quantized colors from 0 to 165 is applied a 5x5 median filter, which has the 
role of eliminating the isolated points. Having the HSV quantized matrix it is possi-
ble to begin the process of regions extraction presented above. In the first implemen-
tation (Method1), it may be observed that this process is in fact a depth – first tra-
versal, described in pseudo-cod in the following way: 
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  procedure FindRegions (Image I, colorset C)  
InitStack(S) 
Visited = ∅ 
 for *each node P in the I do 
  if *color of P is in C then 
    PUSH(P) 
    Visited ← Visited ∪ {P} 
    while not Empty(S) do 
         CrtPoint <- POP() 
         Visited ← Visited ∪ {CrtPoint} 
         For *each unvisited neighbor S of CrtPoint do 
            if *color of S is in C then 
               Visited ← Visited ∪ {S} 
               PUSH(S) 

             //end if 
         //end for  

      //end while 
      *Output detected region 
    //end if 
  //end for 

Proposition 1 
The total running time of a call of the procedure FindRegions (Image I, colorset C) is 
O(m2*n2), where “m” is the width and “n” is the height of the image. 

Proof 
Recall that the number of pixels of the image is m*n, where “m” is the width and “n” 
is the height of the image. As it is observed next the first loop FOR of the algorithm is 
executed at most once for each pixel P in the image. Hence, the total time spent in this 
loop is O(n*m). The WHILE loop processes the stack S for each pixel which has the 
same color of its neighbor. The inner loop FOR processes the pixels of unvisited 
neighbor. So, the total time spent in these loops is O(m*n), because all pixels of the 
image are processed at most once. From previous statements it is inferred that the to-
tal running time of this procedure is O(m2*n2) [2]. 

In the new algorithm (Method2), the image pixels are arranged into hexagons. The 
edge of a hexagon has a certain number of pixels (3, 4, 5). There are taken into con-
sideration only the pixels which correspond to the vertices of the hexagons with an es-
tablished edge. The image is viewed as a graph not as a pixel matrix. The vertices rep-
resent the pixels and the edges represent neighborhoods between pixels. 
For each binary set is executed: 

1. the graph is inspected until it is found the first vertex having the color from 
the color set 

2. starting from this vertex, there are found all the adjacent vertices having the 
same color 

3. the process will continue in the same manner for each neighbor, until there are 
not found vertices having the same color 

4. it is verified if the detected region satisfies the imposed thresholds; in affirma-
tive case, the region is labeled and introduced in the database 
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This process of regions extraction from a graph is in fact a breadth – first traversal, 
described in pseudo-cod in the following way: 

procedure const_graph (Image I, Graph g,  Edge edge): 
  for * i->0,width/edge  
  for * j->0;height/edge 
     if (i mod 3==0) 

*if(jmod2==0)         
  g[i][j]=I[edge*i][edge*j+edge-1] 

          *if(jmod2==1)  
    g[i][j]=I[edge*i][edge*j+edge+2] 
 
     if (i mod 3==1) 
          * if(j mod 2==0)  
             g[i][j]=I[edge*i-1][edge*jedge] 
          * if(j mod 2==1) 
             g[i][j]=I[edge*i-1][edge*j+edge*2] 
                     
     if (i mod 3==2) 
          *if(j mod 2==0) 
             g[i][j]=I[edge*i-2][edge*j+edge-1] 
          *if(j mod 2==1)  
             g[i][j]=I[edge*i-2][edge*j+edge+2] 
    
  //end for *j->0   
  *output the graph g 

  //end for * i->0 

  procedure FindRegions (Graph G, colorset C) : 
  InitQueue(Q) 
  Visited = ∅ 
  for *each node P in the G do 
    if *color of P is in C then 
      PUSH(P) 
      Visited ← Visited ∪ {P} 
      while not Empty(q) do 
         CrtPoint <- POP() 
         Visited ← Visited ∪ {CrtPoint}  
         for *each unvisited neighbor Q of CrtPoint do 

             if *color of Q is in C then 
               Visited ← Visited ∪ {Q} 
               PUSH(Q) 
             // end if 
           //end for 
        //end while 
        *output-detected region 
      //end if 
    //end for 
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Proposition 2 
The total running time of a call of the procedure FindRegions (Graph G, colorset C) 
is O(n2), where “n ” is the number of nodes of graph attached to the image. 

Proof 
Observe that the first FOR loop of the algorithm is executed at most once for each 
node of the graph. Hence, the total time spent in this loop is O(n). The WHILE loop 
processes the queue Q for each node which has the same color of its neighbor. The 
inner loop FOR processes the nodes of unvisited neighbor. So, the total time spent in 
these loops is O(n), because are processed all nodes of the graph at most once. 

From previous statements is inferred that the total running time of this procedure is 
O(n2) [2]. 

Taking into account that the color information of each region is stored as a color 
binary set, the color similitude between two regions may be computed either with the 
quadratic distance between color sets, or with Hamming distance between color sets. 
It was used the quadratic distance between binary sets sq and st that is given by the 
following equation [3]: 
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Other three important distances are taken into consideration: 

1. the spatial distance between the centroids of the regions [3]: 
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2. The distance in area between two regions q and t [3]: 
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a

tq areaaread −=,  (3) 

3. The distance in MBR width (w) and height (h) between two regions q and t [3]: 
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The single region distance is given by the weighted sum of the color feature f
tqd , , lo-

cation l
tqd , , area a

tqd ,  and spatial extent s
tqd ,  distances. The user may also assign a 

relative weight α to each attribute. For example, the user may weight the size parame-
ter more heavily than feature value and location in the query. The overall single re-
gion query distance between regions q and t is given by [3]: 

f
tqf

s
tqs

a
tqa

l
tqltot ddddD ,,,, ⋅+⋅+⋅+⋅= αααα  (5) 

For multiple regions query, the overall image query strategy consists of joining the 
queries on the individual regions in the query image. The join identifies the candidate 
target images. 



130 D.D. Burdescu and L. Stanescu 

 

4   Experiments and Results 

In order to test the efficiency of the new method for a query on a single region or mul-
tiple regions with absolute spatial localization, several experiments have been made 
over the synthetic images collection. 

For the new proposed algorithm (Method2) the hexagon edge equal to 3, respective 
4 is considered. For each query, the images from the databases were inspected and 
relevance was assigned to them (1- relevant, 0 – irrelevant). In table 1, for each ex-
periment the following information is given: the number of query regions, the weights 
for the distances (color, location, area and MBR) and the number of relevant images 
found in the first five retrieved images for Method1, Method2 with edge=3 and 
Method2 with edge=4. 

Table 1. The experimental results 

Nr. 
Of 
Query 
Reg. 
 

Color Loc. Area MBR Met.1 
Nr. of 
relevant 
images 

Met.2 
Edge=3 
No. of 
relevant 
images 

Met.2 
Edge=4 
No. of 
relevant 
images  

1 100 0 0 0 5 5 5 
1 100 100 0 0 5 4 3 
1 100 100 100 0 1 1 1 
1 100 100 100 100 1 1 1 
2 100 0 0 0 5 5 5 
2 100 100 0 0 4 3 3 
2 100 100 0 0 4 3 3 

If in the above table the results were synthetically presented, the effectuated ex-
periments are much more detailed as follows. 

In the first example query, the target is to retrieve the images that contain a red and 
a yellow shape. The values for the other three parameters are: location (100%), area 
(0%), minimum bounding rectangle (0%). Inspecting the 250 images from the data-
base, it is remarked that 7 of them are relevant for this query. The graphic of the re-
trieving efficiency (precision vs. recall) in the case of the two presented algorithms 
(Method1 and Method2 with edge =3 ) is shown in Figure 1. It is important that the 
better is the search result, the farther from the origins is the curve precision vs. recall. 
In Figure 2 and Figure 3 are presented the retrieved images, using the Method2 with 
edge equal to 3 and respectively the Method1. The first image is the query image. The 
images are displayed in the ascending order of the distance Dtot. The "r" symbol indi-
cates that the image was established as relevant, and "nr" like irrelevant. So, in this 
query the goal is to retrieve the images that contain a red and a yellow region, the red 
one in the right-upper corner of the image, and the yellow one in the right bottom side 
of the image. 
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Fig. 1. Query 1: red and yellow shapes. The graphic of the retrieving efficiency for the 
Method1, and Method2 with the hexagon edge equal to 3. 

         
         ( r )                    ( r )                     ( r )                     (nr)                     (nr) 

Fig. 2. The retrieved images using Method2 with hexagon edge equal to 3, for the query image 
from the first position 

          
         ( r )                    ( r )                   ( nr )                     (r)                     (r) 

Fig. 3. The retrieved images using Method1 for the query image from the first position 

In the second query, the target is to retrieve the images that contain a shape having 
red color (100%). Also we take into consideration the location parameter (100%), the 
other two, namely area and minimum bounding rectangle are set to zero. The values 
of the four weights mean that the goal is the retrieval of the images that contain a red 
region in the center and bottom image side. Inspecting the images from the database, 
it is remarked that 7 of them are relevant for this query.  

In Figure 4 and Figure 5 the retrieved images are presented, considering the 
Method2 with graph edge equal to 3 and the Method1. The first image is the query 
image.  
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Fig. 4. The retrieved images using Method2 with hexagon edge equal to 3, for the query image 
from the first position 

           
    ( r )                     (r)                     ( r )                     ( r )                    (r) 

Fig. 5. The retrieved images using Method1 for the query image from the first position 

5   Conclusion and Future Work 

This article presents an original method of implementation of the color set back-
projection algorithm, algorithm that allows the automated detection of the color re-
gions from an image. The detected regions were then used in the content-based region 
query. The query was realized on one or more regions, taking into consideration the 
color feature, the location, the area and the minimum bounding rectangle of the re-
gions. The efficiency of the two methods was studied by means of a number of ex-
periments effectuated with the help of the IMTEST system, on a collection of syn-
thetic images. 

The experiments have been effectuated with Method2 and edge =2, 3, 4, 5, 6. 
For Method2 and edge=2, the results were great, identical with those obtained with 

Method1. In this case the minimizing of the run time was considered to be too small. 
Method2 with edge=5 or 6 caused a gradual quality reduction of the content-based 

region query, although it significantly minimizes the run time. 
The effectuated experiments partially presented in table 1 show that in the great ma-
jority of the cases the results obtained with Method2 and edge=3 or edge=4 are as 
good as the ones obtained with Method1. There are few cases in which the number of 
relevant images retrieved by Method2 is smaller, and the difference was by only an 
image in the first five retrieved images. The conclusion is that Method2 with edge=3 
or edge= 4 is the best solution not only from the point of view of quality, but also of 
the run time.  

The very good results obtained in the effectuated experiments indicate the fact that 
each of the two implementations methods (Method1 and Method2) of the color set 
back-projection algorithm can be used in the processing of the content – based visual 
query. The advantage of the second method (Method 2 with edge equal to 3) is given 
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by the fact that for detecting the color regions the pixel-by-pixel image traversal is not 
necessary, but only the pixels arranged in the vertices of a hexagon with edge equal to 
3 pixels. So, the run time of the color region detection process using Method2 is more 
little than the run time of the first implementation method. 

Minimizing the run time for the color set back-projection algorithm that automati-
cally detects the color regions is an important objective, because there are some fields 
in which the number of color digital images that are stored is significant. For exam-
ple, in the medical field, there are hospitals where only in a single department a num-
ber of 10000-12000 digital images is collected. 
In the future the comparative study will be effectuated on diverse imagistic collec-
tions: synthetic images, image from nature and medical images with a bigger degree 
of diversity for the color hues.  
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Abstract. MPEG-7 is a promising standard for the description of mul-
timedia content. A lot of applications based on MPEG-7 media descrip-
tions have been set up. Therefore, an efficient storage solution for large
amounts of MPEG-7 descriptions are certainly desirable. MPEG-7 doc-
uments are also data-centric XML documents. Due to many advantages,
the relational DBMS is the best choice for storing such XML docu-
ments. However, the existing RDBMS-based XML storage solutions can
not reach all the critical requirements for MPEG-7 descriptions man-
agement. In this paper, we analyse the problems when using existing
RDBMS-based XML storage approaches to store MPEG-7 documents
and then present a new storage approach, called SM3+ that integrates
the advantages of existing XML storage models and avoid the main draw-
backs from them. Its features can reach the most critical requirements
for MPEG-7 documents storage and management. Performance studies
are conducted and the experimental results are encouraging.

1 Introduction

MPEG-7[1] is a standard for describing the content of different types of multime-
dia data. As the first standard of the Moving Picture Experts Group not dealing
with coding exclusively, it offers richer semantics as compared with other exist-
ing XML based media description systems like Dublin Core and TV-anywhere.
MPEG-7 documents can be defined and modified with the help of the Descrip-
tion Definition Language(DDL), which is based on XML Schema and extension
to support additional data types. With MPEG-7, multimedia content can be
exchanged between heterogeneous systems; plain text files can be used to store
and share multimedia information; and multimedia data will be readily available
to most users.

Since more and more applications are based on MPEG-7 descriptions, the
amount of MPEG-7 descriptions is increasing considerably. Therefore, there will
certainly be the need for adequate database support for the management of
larger numbers of MPEG-7 descriptions. MPEG-7 descriptions are XML docu-
ments that conform to the XML Schema variant MPEG-7 DDL, therefor it is a
self-suggesting idea to employ XML documents solutions for their management.
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There are many XML storage solutions: Native XML database solutions, XML
extensions of traditional database management systems and third-part middle-
ware. Which one is suitable for MPEG-7 storage?

XML documents tend to be either data-centric or document-centric. Gen-
erally, for data-centric documents, we can use a traditional database, such as a
relational, object oriented, or hierarchical database, to store them via third-party
middleware or XMLEnabled database. Document-centric XML documents are
often stored in a native XML database. MPEG-7 descriptions can be viewed as
data-centric and we can use RDBMS-based XML storage solutions to manage
them, since many advantages can be found in the relational database: widespread
usage, proven underlying mathematical theory, query optimization techniques,
advanced processing mechanism, etc. However, there exist a confusing variety of
RDBMS-based XML storage solutions with different maturity and capabilities.
Which one has sufficient abilities to support MPEG-7 documents management?
In this regard, our paper will first analyze the problems in the existing RDBMS-
based XML according to the main requirements of MPEG-7 documents storage
solution; second, we propose a novel XML storage solution: SM3+, which can
reach the most of requirements of MPEG-7 descriptions management.

2 Related Work

To store XML documents efficiently and effectively in a relational database,
there is a need to map the XML DTD/Schema to the database schema. The
schemas, which define how to map XML document into RDBMS can be catego-
rized into two categories: structure-mapping (schema-conscious) approach and
model-mapping (schema-oblivious) approach.

In structure-mapping, the design of the database schema is based on the
understanding of DTD or XML Schema. It defines a relation or class for each
element type and uses primary-key and foreign-key to describe the parent-child
relationship between the elements in the XML documents. One advantage of
this approach is that it supports querying documents efficiently because the
mapped data can be indexed easily by built-in database indexes. Some exam-
ples of structure-mapping approach can be found in Basic, Shared and Hybrid
Inlining Technique[2], X-Ray[3], A Cost-Based Approach[4].

In model-mapping, a fixed database schema is used to store the structure and
data of any XML documents without the assistance of document schema. The
complete structure of an XML document is stored with model-mapping. It will
thus support complex XPath-based query and make it easy to reconstruct the
data back into XML format. Some typical examples of model-mapping approach
include The Edge Approach[5], Monet[6], Xrel[7], XParent[8], SUCXENT++[9],
etc.

The database products provided with the leading database vendors are also
the XML-enabled databases. Most of them introduce special datatypes to sup-
port XML storage, such as XMLCLOB, XMLVARCHAR and XMLFile in IBM
DB2, XML in Microsoft SQL Server 2005 and XMLType in Oracle, and provide
a number of XML specific methods to operate on those datatypes.
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3 Analysis of MPEG-7 Descriptions Storage Solution

In[10], the authors present critical requirements for the management of MPEG-
7 media descriptions and discuss current state-of-the-art database solutions for
XML documents. In order to be suitable for the management of MPEG-7 de-
scriptions, MPEG-7 storage solution should satisfy several critical requirements:
fine-grained representation and access, typed representation and access, index
structure and path indexing.

However, neither existing structure-mapping approaches nor model-mapping
methods can achieve all the MPEG-7 storage requirements due to their intrin-
sic drawbacks. For structure-mapping, it provides weak support for hierarchical
structure of the original XML documents. This drawback makes it impossible
to support complex XPath-based query (i.e. recursive XML queries) efficiently.
Furthermore, structure-mapping approaches cannot avoid the assistance of fixed
DTD or XML Schema. Moreover, MPEG-7 cannot provide such fixed schema.

Due to the mapping process without the assistant of DTD or XML schema,
model-mapping approach has to establish only a single value column that stores
all values as strings, the most generic type. Such an approach, however, would
make it impossible to reflect all kinds of datatypes and need an index in order to
find all objects with the conditions based on the datatype other than string type.
Considering the ability to describe data, model-mapping is a lot less flexible than
structure-mapping. In MPEG-7 descriptions, there are many element types with
list datatype, i.e. element ColorValueIndex in DominantColor descriptor, which
would have following value: ‘216 23 43’. Model-mapping method would store this
data as one string value in a single column. Such storage format makes the query
inefficient when the users want to issue the query on each item in the list value.
In other words, model-mapping approach cannot reach typed representation and
access requirement for MPEG-7 description storage.

To a certain extent, the XML storage and management technology in the
leading database systems can be viewed as a technology that integrates native
XML database and relational database. Although these XML-enabled database
systems provide powerful functions to satisfy most XML applications, they can-
not reach fine-grained and typed representation requirements for MPEG-7 de-
scription storage. Furthermore, in these database systems, XPath operations are
evaluated by constructing DOM from specific XML datatype and using func-
tional evaluations. This can be very expensive when performing operations on
large collections of documents. IBM DB2 and Oracle provide an alternative op-
tion for XML storage, which is called XML collection in IBM DB2 and structured
storage in Oracle. Such alternative can support fine-grained and typed represen-
tation of XML documents, more powerful index structures and SQL constraints.
However, they raise other critical problems. They have limited flexibility. Only
documents that conform to the XML Schema can be stored with this technology.
XPath operations are evaluated with the aid of XML Schema.

In order to resolve these problems, in this paper we introduce a novel
XML storage method known as SM3+, abbreviated from “combined Structure-
mapping and Model-mapping”. The motivation of SM3+ is to integrate the ad-
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vantages of structure-mapping and model-mapping, and avoid the main draw-
backs from each of those methods. The following section introduces this new
approach in details.

4 Our Approach: SM3+

4.1 Basic Idea

An XML document is often viewed as a tree graph. In XML tree, the internal
nodes correspond to the element types with element content in XML document,
while the leaf nodes correspond to the single-valued attributes and element types
with PCDATA-only content in XML document. We also call the leaf nodes as
evaluated nodes since they hold values.

The ideal of SM3+ is to use model-mapping approach to map all internal
nodes and use structure-mapping approach to map all evaluated nodes. In an
XML tree, the internal nodes depict the structure of the XML document and
are only useful for document navigation. Storing them by using model-mapping
method can keep complete structure information of XML tree and support effi-
cient and easy document traverse. The evaluated node is the end point of each
XPath and holds the data of XML document. It has little usage for XML tree
navigation. Using structure-mapping approach to store them can better repre-
sent appropriate datatype of each evaluated node and provide a flexible storage
schema to satisfy different storage requests.

In our previous version, SM3[11], we used XParent-like schema to store in-
ternal node. When storing large amount of XML data, it raises two drawbacks:
much more space requirement and bad query performance due to more joins in
corresponding SQL. We changed the storage schema for storing internal nodes
in SM3+ and avoid drawbacks of previous version.

4.2 Database Schema

For Internal nodes. To efficiently store and query XML documents which have
the tree-like node structure using a relational database system, the document
order of XML file need to be captured in the relational data model. It can be
accomplished by encoding each node’s position in an XML document. Unlike
pure model-mapping method, which encode all nodes’ position, our approach
only need to encode internal nodes.

There exist a variety of order encoding methods, but among them, Dewey
Order performs reasonably well on both queries and updates. With Dewey Order,
the ancestor-descendant relationship can be determined using only the id value,
which is a sequence of numeric values separated by a dot that represents the
path from the document’s root to the node (as illustrated in Fig. 1). However,
the id length depends on the tree depth and a string comparison of the ids may
degrade the query performance and deliver wrong results with respect to the total
node order, e.g. comparing 1.9 and 1.10. In[12], the authors provided a solution
for these shortcomings and proposed a novel hierarchical labeling scheme called
ORDPATH. ORDPATH provides a compressed binary representation of Dewey
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<?xml version="1.0" encoding="ISO-8859-1"?> 
<Mpeg7 xmlns="http://www.mpeg7.org/2001/MPEG-7_Schema" 
xmlns:xsi="http://www.w3.org/2000/10/XMLSchema-instance"> 

<DescriptionUnit xsi:type="DescriptorCollectionType"> 
 <Descriptor size="7" xsi:type="DominantColorType"> 
  <ColorSpace type="HMMD" colorReferenceFlag="false"/> 
  <ColorQuantization> 
   <Component>H</Component> 
   <NumOfBins>360</NumOfBins> 
   <Component>Sum</Component> 
   <NumOfBins>100</NumOfBins> 
   <Component>Diff</Component> 
   <NumOfBins>100</NumOfBins> 
  </ColorQuantization> 
  <SpatialCoherency>21</SpatialCoherency> 
  <Values> 
   <Percentage>4</Percentage> 
   <ColorValueIndex>216  23  43 </ColorValueIndex> 
   <ColorVariance>0  0  0 </ColorVariance> 
  </Values> 
  … … 
  <Values> 
   <Percentage>0</Percentage> 
   <ColorValueIndex>55  35  9 </ColorValueIndex> 
   <ColorVariance>1  0  1 </ColorVariance> 
  </Values> 
 </Descriptor>   
</DescriptionUnit> 

</Mpeg7>

Mpeg7

DescriptionUnit

Descriptorxsi:type

DescriptorCollectionType

size

7 DominantColorType

xsi:type ColorSpace ColorQuantization SpatialCoherency Values Values

type colorReferenceFlag

HMMD false

Component NumOfBins

360H

21

ColorVariance

ColorValueIndex

Percentage

Percentage

ColorValueIndex

ColorVariance

4

216  23  43

0  0  0

0

55  35  9

1  0  1

Root

Internal Node

Attribute

Leaf Node

String Value

1

1.1

1.1.1

1.1.1.21.1.1.1 1.1.1.3 1.1.1.9... ... 

...

Fig. 1. An instance of MPEG-7 document and its tree graph

Order. It uses successive variable-length Li/Oi bitstrings to represent id value
of each node. Each Li bitstring, which are represented using a form of prefix-
free encoding, specifies the length in bits of the succeeding Oi bitstring. For
example, if the Li bitstring 01 is assigned length 3, this Li will indicate a 3-bit
Oi bitstring. The bitstrings (000, 001, . . ., 111) can represent Oi values of the
first eight integers, (0, 1, . . ., 7). Thus 01101 is the bitstring for ordinal ‘5’[12].
With ORDPATH, id value of each node is constructed as binary string and
document order can be preserved and yielded by simple bitstring comparison.
The ancestor-descendent relationships between any two nodes X and Y can be
also determined equally simply: X being a strict substring of Y or vice versa
imply there is an ancestry relationship.

SM3+ uses ORDPATH to encode the position of each internal nodes and
construct the document structure information in relational database model. Fol-
lowing are the table schemas to store internal nodes:

xpath (xpathid, length, xpathexp)

internalnode (uid, xpathid, nodename, ordpath, lid, oid, tablename, rtablename)

xpath table records the XPath information of XML tree. internalnode table rep-
resents the information of each internal node. ordpath is the ORDPATH value
of the internal node. uid is used to identify the internal node. lid is the internal
node local identifier that depicts the position of a node among sibling nodes. oid
is useful for the queries that include index predicates. It is an index of the node
that occurs more than once in the XML document. tablename and rtablename
are used to indicate which table stores the value of this internal node’s leaf nodes
children and which table loads the value of repeatable leaf nodes children.

For Leaf Nodes. Relations will be created for each internal node whose children
include leaf nodes and then these nodes are mapped into corresponding relation
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as attributes. It is similar to structure mapping, but it is not necessary to create
foreign key for representing parent-child relationship between two internal nodes.
In order to identify the datatype of each evaluated node and map them into
database by using structure-mapping approach, a mapping schema is created
for representing how to map them into database schema. The mapping schema
is defined via mapping processing definition (MPD) file, which is also an XML
file. In order to support the list datatype in MPEG-7 descriptions, we defined
an attribute named StringToMultiColumn in MPD to enable the text value to
be stored into several columns with proper datatype according to the users or
applications requirements.

The database for a MPEG-7 descriptor shown in Fig. 1 is presented here in
Fig. 2.

For internal nodes:
XPATHID LENGTH XPATHEXP        

1 1 #/Mpeg7    
2 2 #/Mpeg7#/DescriptionUnit    
3 3 #/Mpeg7#/DescriptionUnit#/Descriptor    
4 4 #/Mpeg7#/DescriptionUnit#/Descriptor#/ColorSpace    
5 4 #/Mpeg7#/DescriptionUnit#/Descriptor#/ColorQuantization    
6 4 #/Mpeg7#/DescriptionUnit#/Descriptor#/Values    

(a) xpath table        

         
         

UID XPATHID NODENAME ORDPATH LID OID TABLENAME RTABLENAME  

1 1 Mpeg7 x'48 1 1    
2 2 DescriptionUnit x'4A40 1 1 descriptorcollection   
3 3 Descriptor x'4A52 1 1 dominantcolor   
4 4 ColorSpace x'4A5290 1 1 colorspace   
5 5 ColorQuantization x'4A52B0 2 1  rtable  
6 6 Values x'4A52D0 4 1 values   
7 6 Values x'4A52F0 5 2 values   
8 6 Values x'4A5304 6 3 values   
9 6 Values x'4A530C 7 4 values   
10 6 Values x'4A5314 8 5 values   
11 6 Values x'4A531C 9 6 values   
12 6 Values x'4A5324 10 7 values   

(b) internalnode table       

For evaluated nodes:

UID XSITYPE  UID SIZE XSITYPE 
SPATIALCO
HERENCY  UID TYPE 

COLORREFE
RENCEFLAG 

2 DescriptorCollectionType  3 5 DominantColorType 0  4 HMMD FALSE 

(c) descriptorcollection table  (d) dominantcolor table   (e) colorspace table 

UID LID OID NODENAME VALUE  UID PERCENTAGE COLORVALUEINDEX 

5 1 1 Component H  6 4 216  23  43 
5 2 1 NumOfBins 360  7 10 44  67  30 
5 3 2 Component Sum  8 2 210  33  39 
5 4 2 NumOfBins 100  9 6 150  80  2 
5 5 3 Component Diff  10 4 209  60  15 
5 6 3 NumOfBins 100  11 3 206  42  22 
      12 0 55  35  9 
(f) rtable      (g) values table  

Fig. 2. SM3+ database schema for the example of MPEG-7 document in Fig. 1

4.3 Extraction of Original XML Documents

There are two steps to implement the process of extracting data from RDBMS
and reconstructing them into original XML documents: first, selecting all in-
ternal nodes data and leaf nodes data from database; second, with the aid of
MPD file, reconstructing them into XML format document. The algorithm for
reconstruction is presented in Fig. 3.



140 Y. Chu, L.-T. Chia, and S.S. Bhowmick

Input:  L1 {l1,l2,...lk} - list of internal nodes data ordered by  12:     n.level = li.level 
                         UID, which is depth-first order of internal node 13:     if n.level > p.level then
        L2 - list of all leaf nodes data    14:       s.push(p) 
Output: D is the XML document to be returned.   15:     else if n.level = p.level then
 1: n, p are instance of Class 'Node' which including   16:       p = s.peek() 

XML node and level information.   17:     else if
 2: s is a stack.      18:       while n.level <= p.level do
 3: for all element in L1 do     19:         s.pop() 
 4:   if n=null then      20:         p = s.peek() 
 5:     n.node = D.createElement(li.nodeName)   21:       end while
 6:     n.level = li.level     22:     end if
 7:     D.appendChild(n.node)     23:     setLeafNodeChildren(n.node, L2) 
 8:     setLeafNodeChildren(n.node, L2)    24:     p.node.appendChild(n.node) 
 9:     p = n      25:     p = n
10:   else if      26:   end if 
11:     n.node = D.createElement(li.nodeName)   27: end for

Fig. 3. Extraction algorithm

4.4 SQL Translating

Although the data in XML documents has been stored in RDBMS, users or
applications still view it modelled as XML trees, and issue queries against the
XML trees. For supporting such requirement, our database system is required to
have the function that allows high-level XPath-based queries to be mapped into
efficient SQL queries against the underlying datasource. Due to space constraints
we discuss the translation procedure briefly.

For example, the following XQuery:
for $b in doc(‘dominantcolor.xml’)//Descriptor
where $b/Values/ColorValueIndex = ‘216 23 43’ return $b/SpatialCoherency

would be translated into SQL as follows:
select d.spatialCoherency
from xpath xp1,xpath xp2,internalnode i1,internalnode i2,descriptor d,values v
where xp1.xpathexp like ‘#%/Descriptor’ and xp2.xpathexp like ‘#%/Descriptor#/Values’

and i1.xpathid=xp1.xpathid and i2.xpathid=xp2.xpathid and d.uid=i1.uid
and v.uid=i2.uid and v.colorvalueindex=’216 23 43’ and PAR-

ENT(i2.ordpath)=i1.ordpath

This query returns the SpatialCoherency of all Descriptor whose descendant
ColorValueIndex has the value of ‘216 23 43’. The way to translate this query
to SQL would be:
1. Obtain all internal nodes ‘Values’ that have such XPath as ‘//Descrip-

tor/Values’ and their leaf node ColorValueIndex has the value of ‘216 23
43’;

2. Get all internal nodes ‘Descriptor’, which are the parent of internal nodes
‘Values’, which are in the above result set. According to [12], we developed
function PARENT() to determine the ORDPATH of the parent of the given
internal node;

3. Retrieving the value of leaf node ‘SpatialCoherency’ whose parents are these
‘Descriptor’ nodes.

5 Experimental Results

In order to check the effectiveness of our method we have implemented SM3+
using Java language and carried out a series of performance experiments. In this
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Fig. 4. Experimental Result: Storage size and Mapping performance

section, experimental results will be presented. We compared SM3+ to XParent
and SUCXENT++, the pure model-mapping approach, and SM3+ to Shared
Inline, a pure structure-mapping method.

The hardware platform used is a Dell PowerEdge 2650 with Xeon CPU
2.8GHz and 1.00GB RAM running Windows Server 2003 Enterprise Edition.
The database system is IBM DB2. We used two experimental data sets: one
from XMark project[13], a benchmark for XML data management, another from
MPEG-7 descriptions. We generated the XMark benchmark data with different
scale factors. Three different sizes of data are used: BENCH001 (which means
1% of the original BENCH) with 1.1MB size, BENCH01 with 11.3MB size and
BENCH with 113MB size. The MPEG-7 description data set with the size of
85MB include one high-level descriptor: UserDescriptionType and eight low-level
descriptors extracted from about 20,000 pictures: ColorLayout, ColorStructure,
ContourShape, DominantColor, EdgeHistogram, HomogeneousTexture, Region-
Shape and ScalableColor.

Test queries need to be carefully selected for the performance study. XMark
issues 20 benchmark queries that cover different aspects of XML queries for
accessing XML data. We also issued seven common queries for testing query
performance on MPEG-7 documents (note that low level descriptors are pri-
marily useful for similarity searching. However, supporting similarity retrieval
function in the MPEG-7 database system will be our future work. Correspond-
ing performance experiment is not included current test). Due to the page limit,
we do not list them here.

Storage Size. Fig.4.(a) describes the storage requirements of the four ap-
proaches. From this figure, XParent consumes much more storage space than
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the other approaches due to the additional space requirement to store ancestor-
descendant relationship among all the nodes. SUCXENT++ stores all the leaf
nodes, while SM3+ only stores the information of internal nodes and the rela-
tionship information among them, where the attributes and leaf nodes of each
internal node will be stored in one row. For Shared Inline, it does not store the
complete hierarchical structure of XML document and only uses primary-key
and foreign-key to indicate the parent-child relationship. So the database size
of Shared Inline is the smallest among the four approaches. According to the
following table, we can observe how many rows each approach may insert.

Mapping Performance. Fig.4.(b) presents the mapping performance for dif-
ferent sample data set. The mapping performance depends on how many tuples
are inserted into the database. Due to the different mapping schemas, the four
methods load different tuples into database. Following data shows the rows in-
serted into database for each approach: SM3: 776715; Sucxent: 1127128; XParent:
2854179 and Shared Inline: 622204. It can explain why XParent performs the
worst while Shared Inline runs the fastest in terms of mapping process.
Extraction Performance. Extraction performance depends on the time taken
to extract the relevant data from database and the processing time to reconstruct
the document. Fig.4.(c) shows SM3+, SUCXENT++ and XParent consume sim-
ilar time to extract data and reconstruct them into XML format, while Shared
Inline takes more time for such operation due to more SQL queries needed to
fetch all data of subelements.

Query Performance. As one of structure-mapping methods, Shared Inline
clusters elements corresponding to the same real world object and clusters the
same kind of elements together. While SUCXENT and XParent map each el-
ement into one record in database and lose the benefit of clustering elements
corresponding to the real world object. So Shared Inline performs better than
SUCXENT and XParent when the query must apply predicates related to several
sub-elements, for example, Q9, Q10, etc. However, structure-mapping methods
cannot hold the whole hierarchical structure information of XML document.
This results in much worse performance when issuing the queries with complex
XPath expression, i.e. recursive queries. It is the reason for the bad performance
of Shared Inline in terms of Q15, Q16, Q19, etc. SM3+ integrate the advantage
of structure-mapping and model-mapping, meaning that SM3+ not only clusters
elements of XML document corresponding to the same real world object, but
also keeps the complete hierarchical structure information of XML document. It
results in the good performance of SM3+ in terms of the most of testing queries.

6 Conclusions

In this paper, SM3+, a new approach to mapping, indexing and retrieving
MPEG-7 documents and other data-centric XML documents using relational
database system, has been described. SM3+ integrates the advantages of struc-
ture mapping and model mapping. Unlike structure-mapping method, SM3+
supports XPath-based query efficiently without involving many joins in SQL.
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Compared with model-mapping, SM3+ solves the datatype problem in model-
mapping without sacrificing the performance, and SM3+ even performs better
than most model-mapping approach in the case of many XPath based queries.
Furthermore, SM3+ provides a flexible storage schema for satisfying all kinds of
storage requirements. Although SM3+ need mapping schema based on MPEG-7
schema, such mapping schema only represents which simple elements and at-
tributes are included in the complex elements and datatype information. Since
it is not necessary to provide the structure information of MPEG-7 documents
when mapping MPEG-7 descriptions to RDBMS, it is possible to store an arbi-
trary MPEG-7 description conforming to existing MPEG-7 schema to RDBMS
with SM3+. In summary, SM3+ matches the most critical requirements for
MPEG-7 descriptions management, such as fine-grained and typed representa-
tion and access, index system and XPath-based query.
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Abstract. In this paper, we propose a method called LocalRank to rank web
pages by integrating the web and a user database containing information on a
specific geographical area. LocalRank is a rank value for a web page to assess
its relevance degree to database entries considering geographical locality and its
popularity on a local web space. In our method, we first construct a linked graph
structure using entries contained in the database. The nodes of this graph con-
sist of database entries and their related web pages. The edges in the graph are
composed of semantic links including geographical links between these nodes, in
addition to conventional hyperlinks. Then a link analysis is performed to compute
a LocalRank value for each node. LocalRank can represent user’s interest since
this graph effectively integrates the web and the user database. Our experimental
results for a local restaurant database shows that local web pages related to the
database entries are highly ranked based on our method.

1 Introduction

Recently, local search [1,2], that provides information on a specific geographical area,
has attracted a lot of research interests. For this purpose, gathering web pages related
to a specific area becomes an essential task, but so far it is common that local web
pages are collected manually. It is also difficult for a computer to determine whether a
web page describes information on the area where a user is interested in. The reason
is that vagueness often exists in geographical descriptions on web pages. Examples of
vague descriptions are as follows: two or more locations may have a same place name,
a person name appearing on a web page is mistaken for a place name, and so on.

We also notice another problem that a web page with high popularity on the global
web may not be an important one for a specific geographical area. Conversely, an im-
portant web page for a specific geographical area may not be ranked to the top place
by a conventional web mining method that considers reputation on the global web.
Furthermore, for a specific geographical area, there are usually many web resources
corresponding to entities existing in the real world (e.g., web pages of a certain organi-
zation in this area). They may have been known by a user or can be acquired easily from

K.V. Andersen, J. Debenham, and R. Wagner (Eds.): DEXA 2005, LNCS 3588, pp. 145–155, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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some web directories or by following the links of a portal web site about this area. For
example, consider a user is interested in information about restaurants in Tsukuba city,
Japan and he or she has a table shown in Fig. 1. Effective use of this known information
to rank web pages is the main concern of this paper.

ID Name URL Address Phone Zip Code
1 COCCOLINO http://coccolino.jp/ 3-1-5 Chikuho, Tsukuba, Ibaraki 029-864-4555 300-3257
2 GURUMAN http://www.omisemall.com/goru/ 3-7-17 Azuma, Tsukuba, Ibaraki 029-851-6107 305-0031
3 RANTEI http://e-tsukuba.jp/rantei/index.htm/ 1055-11 Shimohirooka, Tsukuba, Ibaraki 029-851-2603 305-0043
.
.
.

.

.

.
.
.
.

.

.

.
.
.
.

.

.

.

Fig. 1. Restaurants in Tsukuba city

Recently some researches [3,4] proposed to consider relationships between database
entries as a kind of “links” and apply a link analysis to a database. We extend this idea
to integrate the web and a user database and perform a link analysis to rank related web
pages. In our method, we first construct a linked graph structure for the specific geo-
graphical area using entries contained in the database. The nodes of this graph consist
of database entries and their related web pages. The edges in the graph are composed
of semantic links including geographical connections between these nodes, in addition
to conventional hyperlinks. Then a link analysis is performed based on this graph. This
graph represents the information of the user provided database, its related web pages,
and their relationships. Therefore, the results of the link analysis, called LocalRank, not
only reflect web pages’ popularity on the locally constructed web space (as opposed to
the global web), but also take their relevance degrees to the user database into consid-
eration. Hence, our method can be thought of as a ranking approach based on user’s
interest. Notice that we consider geographical locality by generating geographical links
between database entries and between database entries and web pages, instead of di-
rectly judging which geographical area a web page intends to describe. In this paper,
we also introduce a simple but effective method about how to collect web pages related
to a user database.

The remaining part of this paper is organized as follows. Section 2 reviews the re-
lated work. The detailed proposed method is presented in Section 3. Section 4 shows the
experimental results based on our method. Finally, we conclude this paper and discuss
the future work in Section 5.

2 Related Work

Link Analysis. Currently, link analysis [5,6], that uses the hyperlinked structure of the
web, is an important technology to identify high-quality web pages. Among existing ap-
proaches, Kleinberg’s HITS [7] and Google’s PageRank [8] are the most representative
algorithms. HITS takes a subset of a web graph and generates hub and authority scores
for each page in the subset. PageRank enforces that pages are important if important
pages link to them. Our LocalRank calculation is similar to PageRank. However, we
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calculate ranks on an integrated space of the web and a database with additional con-
sideration of semantic links, as opposed to the PageRank’s approach. Recently, [3,4]
consider relationships between database entries as a kind of links and apply a link anal-
ysis to a database. We extend this idea to perform a link analysis based on the integrated
graph of the web and a user database.

Web and Its Geographical Locality. There exist many approaches for extracting
pages related to a specific geographical area from the web. [9] proposes a notion of a
localness degree to discover local information from the web. An augmented web space
is presented in [10]. This augmented web space consists of web pages, hyperlinks and
semantic links that represent geographical relationships between web pages. In contrast
to these researches, we consider geographical locality of a web page by employing vir-
tual geographical links to connect the web and a database and applying them a link
analysis. The approach proposed in [11] is to determine geographical scopes of web
resources. Based on the textual contents of a web resource, as well as the distribution
of related hyperlinks, the scope of the resource is computed. In [12], a categorization
method of queries to a search engine is proposed. Its feature is that the categorization is
performed based on geographical locality. Some of these approaches may be helpful to
extend our method.

Topic-Focused Crawling. Although it is not our emphasis to crawl web pages re-
lated to user database entries, our method is related to the web crawling technology.
Recently, topic-focused crawling [13,14,15,16] is becoming a key technology for ef-
ficiently collecting web pages. [13] develops a framework to evaluate topic-focused
crawling algorithms. The PageRank crawler [14] prefers accessing a web page with a
high PageRank value. The focused crawler in [15] is based on a hypertext classifier. Its
basic idea is to classify crawled pages with categories in a topic taxonomy. The context
focused crawler in [16] guides its crawl using Bayesian classifiers trained to estimate
the link distance between a crawled page and the relevant target pages. Our LocalRank
values can be used to navigate a crawler to find highly relevant pages to a database,
like a PageRank crawler. In this sense, our approach can be applied to a topic-focused
crawling, where the “topic” is determined by database entries.

3 Proposed Method

In this section, we describe our method using the example table of restaurants in
Tsukuba (Fig. 1). Subsection 3.1 presents the concept of an extended database. Subsec-
tion 3.2 shows a model for integrating the web and a database. Subsection 3.3 introduces
how a graph structure is constructed and how LocalRank is calculated.

3.1 Extended Database

For a database of Fig. 1, we first consider its extended database shown in Fig. 2. This
extended database, whose left and right parts denote the database and the web respec-
tively, shows their relationships in the style of the entity-relationship diagram. The
restaurant entity represents the set of the entries of Fig. 1. The page entity stands
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restaurant

NameID

URL Phone

URL zip codeZip code phoneAddress

address

page

(1, 1) (0, 1)

has-HP

DB side Web side

refers

N

M

Fig. 2. Extended database

for the total set of all the web pages. The web pages’ URLs, addresses, phone numbers
and zip codes appearing on them are considered as the attributes of the page entity.
The lines with two arrows show that an attribute may have zero to many values, be-
cause it is possible that zero to many addresses appear on a web page. The has-HP
relationship connects the restaurant and page entities. The notations “(1, 1)” and
“(0, 1)” mean that for a certain restaurant entry there must exist a corresponding
homepage, while not all web pages must have a corresponding restaurant entry.
The refers relationship represents hyperlink references between web pages.

Notice that for other databases, extended databases can similarly be constructed
using additional attributes. Therefore attributes are not restricted to addresses, phone
numbers, etc. They may be the ones that can be extracted from web pages with available
tools according to user requirements.

3.2 Authority Transfer Graph

We describe next an authority transfer graph (Fig. 3), based on the idea of [3]. This
graph is constructed based on the extended database explained in the previous subsec-
tion and reflects some relationships between its elements. For simplicity the attributes
are omitted.

restaurant page

0.1 is-close1

0.7 refers

0.1 refers

0.8 has-HP

0.2 is-close2

0.4 matches

Fig. 3. An example of authority transfer graph

We call the solid lines and dotted lines in this graph links, since we extend the con-
cept of hyperlinks between web pages to the integrated space of the web and a database.
We also call the values between 0 and 1 assigned to links their weights. Actually, how
to assign proper weights to links is a difficult task. It may be a trial process performed
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until the quality of results becomes satisfactory. In this paper we do not give more em-
phasis to the discussion on this problem. The solid lines correspond to the relationships
has-HP and refers in the extended database (Fig. 2). The refers link means a ref-
erence from a web page to another page and the weight “0.7” means that a page’s score
is multiplied by 0.7 and then transferred to its linked page. The refers link represents
a link in the opposite direction. In this example, the weight “0.1” means that the score
of a link target page is multiplied by 0.1 and then transferred to the page linking to it.
A kind of links, whose weights in both directions are equal, is represented by ←→. For
example, we use the has-HP link to represent a correspondence relationship between a
database entry and its homepage, and assume the weights from any side to another side
are equal (i.e., they influence each other equally). In this case we use ←→ for has-HP.

The dotted lines show semantic relationships. The is-close1 link is generated
between two restaurant entries when their addresses are close. The is-close2
link connects restaurant and page entities, and is generated when their geograph-
ical locations are close. The matches link is generated when it can be determined that
the information a web page describes is about a restaurant entry. In general, there
often exists flexibility in semantic links. Therefore, we assume that a user-defined pred-
icate is given to define a semantic link. For example, is-close1 is generated when
the distance between two restaurant addresses is below a certain threshold. We will later
describe its sample implementation for the experiment. Although the is-close1 link
in this example is based on a binary decision (i.e., an is-close1 link is generated
or not), we may be able to assign more sophisticated weights to this kind of links, say,
depending on their distance values. Such issues are our future challenges.

3.3 Link Analysis

In our method, we first construct a data graph (Fig. 4) in which the links defined in
the authority transfer graph (Fig. 3) are realized. The data graph consists of database
entries, their related pages, hyperlinks, and some semantic links. Then we perform a
link analysis based on this data graph. The result of this link analysis, called LocalRank,
combines the web pages’ popularity on the local web space with their relevance degrees
to the database entries. The LocalRank score is influenced by geographical locality
because we integrate the web and a user database using semantic links including virtual
geographical links (is-close1 and is-close2).

The following steps are what we have actually done in the experiment. This process
may be able to be extended depending on the environment and the requirement when
we apply our approach to a different context.

Constructing a Data Graph. First we describe how to generate the nodes of the data
graph.

1. For each entry of the restaurant table, generate a corresponding node.
2. Download the homepage of each restaurant using the “URL” attribute of the table

and let the set of pages be S1.
3. Get the web pages that are reachable from the homepages in the same web site1

and let the set be S2.
1 The decision is simply based on judging whether the URL string of a web page has a same

prefix with that of a homepage.
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4. For each homepage, retrieve its backlink pages using a search engine (Google is
used in our experiment). These web pages compose a set S3.

5. Perform keyword searches using the attribute values of each row of the
restaurant table. In the experiment, we retrieve web pages using the “Name”
and “Phone” attributes to create a query condition. The result set of web pages is
called S4.

6. For all the web pages in S1, S2, S3 and S4 acquired in Step 2, 3, 4 and 5, generate
their corresponding nodes.

7. Extract URLs from the web pages in S1, S2, S3 and S4 and generate nodes for
those whose corresponding pages have not been downloaded.

As shown above, the nodes of the data graph consist of the entries of the restaurant
table and their related web pages including the downloaded and undownloaded ones.

Next the links between these nodes are generated as follows.

1. For the web pages in S1, connect them to the corresponding restaurant entries
with bidirectional has-HP links.

2. Based on the results of the URL extraction in Step 7 of the node generation, create
refers and refers links between web pages (including the downloaded and
undownloaded ones).

3. For the web pages in S4 (obtained from a search engine using the “Name” and
“Phone” attributes), connect them to the corresponding restaurant entries with
bidirectional matches links.

4. Generate bidirectional is-close1 links between database entries when the user-
defined is-close1 predicate is true. In the experiment, we implement the predi-
cate by mapping the “Address” attributes of the database entries to coordinates and
judging whether their distances, calculated using the coordinates, are below a given
threshold or not.

5. Similarly, generate bidirectional is-close2 links between the web pages in S1∪
S2∪S3∪S4 and their corresponding database entries if the is-close2 predicate
is true.

We assign weights to the links based on the settings of the authority transfer graph.
Notice that when two or more edges belonging to a same kind of links go out from a
same node, the weight is divided by the number of outgoing edges. Let us see the ex-
ample of Fig. 4. Since there are two matches links going out from the COCCOLINO
entry, the weight “0.4” of the matches link in the authority transfer graph (Fig. 3) is
divided by two and the weights of both outgoing edges become “0.2”. Meanwhile the
weight of the edge from a corresponding web page to the COCCOLINO entry remains
“0.4”. This weight setting approach is similar to that of PageRank [8].

As mentioned above, a graph structure called a data graph (Fig. 4) is constructed.
In Fig. 4, the left oval nodes represent the entries of the restaurant table, while
the middle square nodes and right circle nodes denote the downloaded web pages and
the undownloaded URLs, respectively. The labels of the refers and refers links are
omitted.
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Fig. 4. An example of data graph

Score Calculation. We calculate next the score called LocalRank for each node2 in
the data graph constructed in the previous section. It can be calculated by the following
equation.

r = dA′r +
(1 − d)

n
e (1)

where n is the number of the nodes in the data graph, d is a damping factor given by a
user, A denotes an n× n matrix, the value of whose element (i, j) sums the weights of
all edges from i to j, A′ is the transposed matrix of A, r denotes a column vector with
n dimensions, whose element is the LocalRank value of each node, and e denotes an
n-dimension column vector with all elements set to 1. All elements of r are initialized
to 1 and the calculation terminates when r converges.

Notice that although the calculation equation is similar to PageRank, the sense of
our LocalRank is different from PageRank. Since we calculate the scores based on the
data graph which integrates the web and a user database, instead of the conventional
web space, our LocalRank reflects how a web page is related to the database entries
which the user provides, in addition to its popularity on the web space. Also notice that
instead of the global web space, a local web space is used to perform a link analysis.
Hence, our method ranks web pages considering their relevance degree to user’s in-
terest. Moreover, let us remind that we have used the geographical is-close1 and
is-close2 links to connect the web and the database and applied them to the link
analysis. Therefore, geographical locality is also infused into the rankings of web pages.

2 Although we calculate scores for all nodes, we are much more interested in the ranks of web
pages than those of database entries because we aim to effectively rank pages so as to find
relevant ones according to user’s interest.
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4 Experiments

4.1 Database Construction and Collection of Related Pages

We select fifty-four homepages of restaurants in Tsukuba city from gourmet navigation
pages (e.g., [17]) of some portal web sites about Tsukuba city. We also manually extract
from these pages restaurants’ names, URLs, and addresses and construct a database as
shown in Fig. 1 using them as database attributes.

The pages related to the database are collected by the approach described in the
previous section. They are 54 homepages (S1), 1,409 web pages (S2) reachable from
the homepages, 166 backlink pages (S3) of the homepages, and 285 web pages (S4)
acquired from Google using the “Name” and “Phone” attributes (e.g., “COCCOLINO”
and “029-864-4555”) as keywords. After the elimination of duplicate ones, 1,812 web
pages can be obtained.

4.2 Information Extraction and Data Graph Construction

Then the useful information is extracted from the downloaded web pages by the follow-
ing steps.

1. Link extraction: Extract all URLs except for those referring to media files or CGI
files.

2. Zip code extraction: Extract zip codes, like “305-8573” (the hyphen can be omit-
ted), from the web pages containing only one zip code. We do not use pages on
which two or more zip codes appear because of their vagueness.

3. Address extraction: Extract full address descriptions, like “1-1-1 Tennodai,
Tsukuba, Ibaraki” from a web page if it contains only one address. In this step,
partial address descriptions (e.g., “Tsukuba, Ibaraki”) are not used due to their
vagueness.

4. Coordinate calculation: Calculate their corresponding latitudes and longitudes from
the addresses acquired in Step 3 using Yahoo!JAPAN MAPS [18]. Given an address
or zip code, this service returns a pair of latitude and longitude. For the “Address”
attribute value of each row in Fig. 1, their coordinates are also calculated.

Then nodes and links of a data graph are generated. This data graph has 13,006
nodes consisting of 54 database entries and 12,952 web pages including 1,812 down-
loaded and 11,140 undownloaded ones. Additionally, 54 has-HP, 8,663 refers,
8,663 refers, 285 matches, 453 is-close1, and 1,407 is-close2 are gen-
erated, respectively. We connect two database entries with the is-close1 links when
1) the distance of their addresses is smaller than 2km, or 2) their zip codes are same.
We calculate an accurate distance based on the system [19] serviced by Geographical
Survey Institute, Japan. The is-close2 links are similarly generated between a web
page and a database entry considering addresses or zip codes appearing on a web page.

4.3 Link Analysis Results

For the LocalRank calculation, we use a free scientific software “Scilab” [20], which
has a sparse matrix handling facility, and let d in Equation (1) be 0.9. The information
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Ranking LocalRank URL Restaurant Tsukuba

1 0.260874 e-tsukuba.jp/rantei/index.htm Y Y
2 0.021487 r.gnavi.co.jp/a275100/ Y Y
3 0.018932 e-tsukuba.jp/rantei/link.htm Y Y
4 0.014155 www.geocities.jp/papy0164/syokuji/you.html Y B
5 0.012105 r.gnavi.co.jp/a275100/map1.htm Y Y
6 0.012086 www.collaborate-ibaraki.jp/dirsearch/kigyou/namediv/ni.asp N N
7 0.012056 www.joyoliving.co.jp/kurashi/data/thisweek.php?category=recruit N N
8 0.011492 www.joyo-net.com/mise/mise040408.html Y Y
9 0.011492 www.capital-group.co.jp/rantei.htm Y Y

10 0.011492 www.piazza.ne.jp/piazza/gourmet/index.asp?mode=detail&id=116 Y Y
11 0.007308 e-tsukuba.jp/rantei/recruit.htm Y Y
12 0.007285 e-tsukuba.jp/rantei/company.htm Y Y
13 0.007185 e-tsukuba.jp/rantei/osusume.htm Y Y
14 0.007185 e-tsukuba.jp/rantei/email.htm Y Y
15 0.007185 e-tsukuba.jp/rantei/traffic.htm Y Y
16 0.002886 www.iki-iki.net/v7/townpage/a-you.htm Y B
17 0.002830 tarea.hp.infoseek.co.jp/lminami.html Y B
18 0.002737 www006.upp.so-net.ne.jp/puni/ibaraki-r-w1.htm B B
19 0.002670 www.h3.dion.ne.jp/ b-gakuji/syaon.html N N
20 0.002266 www.white-gyouza.co.jp/detail/detail18.htm Y Y

Fig. 5. 20 top-ranked downloaded pages

Ranking LocalRank URL Restaurant Tsukuba

1 0.019240 www.i-tsukuba.com/index.shtml B Y
2 0.002976 www.gnavi.co.jp Y N
3 0.002976 www.gnavi.co.jp/kanto/ Y B
4 0.002924 my.gnavi.co.jp/Rating/regist.php?shopid=a275100&shopurl... Y N
5 0.002304 www.nilim.go.jp N N
6 0.002304 www.icube-t.co.jp N Y
7 0.002304 www.google.co.jp/custom N N
8 0.001833 www.tsukuba.ad.jp B Y
9 0.001817 www.i-tsukuba.com B Y

10 0.001815 www.ibarakiken.net B B
11 0.001813 www.e-tsukuba.jp B Y
12 0.000468 rm.gnavi.co.jp/Map/mc view.php?dr=a275100&c=36... B B
13 0.000468 rm.gnavi.co.jp/Map/mc view.php?dr=a275100&c=36... B B
14 0.000468 rm.gnavi.co.jp/Map/mc view.php?dr=a275100&c=36... B B
15 0.000468 rm.gnavi.co.jp/Map/mc view.php?dr=a275100&c=36... B B
16 0.000468 rm.gnavi.co.jp/Map/mc view.php?dr=a275100&c=36... B B
17 0.000468 rm.gnavi.co.jp/Map/mc view.php?dr=a275100&t=s B B
18 0.000468 rm.gnavi.co.jp/Map/mc view.php?dr=a275100&c=36... B B
19 0.000468 rm.gnavi.co.jp/Map/mc view.php?dr=a275100&c=36... B B
20 0.000468 rm.gnavi.co.jp/Map/mc view.php?dr=a275100&c=36... B B

Fig. 6. 20 top-ranked undownloaded URLs

of the 20 top-ranked downloaded pages is shown in Fig. 5. We evaluate two features
of a page by manually examining its content. The first one is whether a page describes
information on restaurants or not. The second one is whether it presents information on
the area of Tsukuba city or not. We mark a page with “Y” if it is highly relevant and
“N” if completely unrelated. The symbol “B” denotes a border page (i.e., it is somewhat
relevant). Pages 1-5, 8-15, 18 in Fig. 5 are the ones related to the “RANTEI” restaurant
which is an entry of Fig. 1. Since this restaurant is linked from the major local portal
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sites and restaurant navigation sites, its related web pages are highly ranked. Page 20 is
the homepage of the “WHITE-GYOUZA” restaurant that is also an entry of our sample
database. Pages 16 and 17 are two link collections of restaurants in Tsukuba and its
adjacent cities. Among the 20 pages, 17 pages describe the information on restaurants
and/or the area of Tsukuba. Only three pages have neither of these two features. The
web pages ranked after the top-20 ones are omitted here, but they have similar tendency.

Fig. 6 shows the 20 top-ranked undownloaded URLs. These web pages may be
considered to be good candidates to begin the crawling to collect related web pages
to the database. Pages 1, 8-11 are portal sites for Tsukuba which introduce general in-
formation including restaurant information on this city. Pages 2-4 are from a popular
restaurant navigation site in Japan. In particular, page 3 focuses on the area of Ibaraki
prefecture that includes Tsukuba city. In this sense, its mark of the “Tsukuba” column
is denoted as “B”. Pages 12-20 are the maps of some restaurants. Among the 20 pages,
17 pages either are related to restaurant information, or introduce the information on
Tsukuba. Only three remaining pages (Pages 5, 6, and 7) are completely undesirable.
The web pages corresponding to the URLs following this top-20 list also contain restau-
rant pages and local web pages, but their quality gradually goes down as ranks become
lower. Based on this experiment, we can say that our LocalRank values are semantically
meaningful since they reflect our intent to obtain highly related pages to the given local
restaurant database. The rankings can serve as a reference when a user wants to select
related pages to access from the undownloaded URLs.

5 Conclusion and Future Work

In this paper, we present a method called LocalRank to rank web pages by integrating
the web and a local user database. The experimental results show that our framework
is helpful. Notice that our method is flexible and may be applied to the collection and
ranking of web pages for other user data, not restricted to the local restaurant informa-
tion as mentioned in this paper, just by changing the type of semantic links and properly
adjusting their weights.

We believe that there are still a number of interesting work that need to be carried
out. First, we need to extend our experiment to a larger user database, and to different
geographical areas. Moreover, it would be desirable to further investigate the influence
of changing the weights of links. In addition, it is also necessary to pick up useful
records from the collected web pages and complement the user database with them. We
may be able to consider to use the LocalRank value as a reference to judge whether a
page is useful for a database expansion.
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Abstract. We developed a novel web application called “My Portal
Viewer (MPV)”, which automatically categorizes and integrates meta-
data from many news pages based on the user’s preferences after gath-
ering these news pages from various news sites. Our unique approach
is based on two points: one is an automatic categorization of collected
information based on user’s interests and knowledge, and the other is
the look and feel of the MPV page, which is applied to the user’s fa-
vorite news portal page, and part of the original content is replaced by
the integrated content. Whenever a user accesses the MPV page after
browsing news pages, he/she can obtain the desired content efficiently
because the MPV presents pages refreshed based on the user’s behavior
through his/her favorite page layout, which reflects his/her interests and
knowledge. In this paper, we describe the MPV framework, and methods
that are based on the user’s preferences for replacing and categorizing
content have been developed using an HTML table model and a vector
matching model.

1 Introduction

With the amount of Web content constantly increasing, users require novel appli-
cations that provide higher quality content. In particular, to help users retrieve
information more efficiently applications that enable specific types of informa-
tion to be selected from large amount of information gathered from the Web are
needed. There is also a need for a system that effectively integrates high-quality
content gathered from the Web according to individual user’s requirements. We
have developed an application called ”My Portal Viewer” (MPV), which inte-
grates information gathered from numerous Web pages on the basis of a user’s
preferences, interests, and knowledge.

Existing Web content integration systems categorize and integrate pages col-
lected from several news Web sites[1][2][3]. For example, Google news[1] provide

K.V. Andersen, J. Debenham, and R. Wagner (Eds.): DEXA 2005, LNCS 3588, pp. 156–165, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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an integrated news portal site using a huge collection of pages from 4,500 news
sites. With these systems, a user can look for news articles from the single screen
of the integrated top page without having to search for and access several Web
sites.However, existing integration systems have two problems:(1) each system
has a different interface, and users have to adjust to browsing various interfaces;
and (2) they only have a few defined categories, which means that users may
have to repeat their search for the target articles from the many lists presented
by each category. For example, the categories world , business, and sports are
determined by the manager of the integration system. These broad categories
make it difficult for the user to obtain specific information because to obtain a
news article about, for example, speech of president , the user has to select the
category world or business and look under several categories.

The proposed MPV efficiently provides users with their target information
without the complexity associated with some conventional retrieval methods.The
MPV collects and stores news Web pages by crawling through numerous relevant
sites. It then generates an MPV page that integrates the stored pages. Our unique
approach of information integration has two main functions:

– it categorizes content collected from news Web sites based on the user’s
preferences, and

– to provide and construct a friendly interface, it adopts the look and feel of
the user’s favorite existing top page.

The first point is that the categories are defined based on the user’s interests
and knowledge. The collected news articles are dynamically categorized based on
the user’s operating history. As this history changes over time, the content of the
MPV page also changes dynamically, reflecting changes in the user’s interests
and knowledge. The user does not need to access several news Web sites or
look for target information under various categories; in fact, the user can access
information under the category of president directly by accessing the MPV page
without having to access the categories world → country → vote → president .

The second point has the most impact in comparison with existing integra-
tion systems because individual integration systems don’t need to prepare a top
interface. First, users specify their favorite existing top page of a news Web site.
The look and feel of this page is then applied to their own page, but only part of
the content of the existing top page is mapped. Using the look and feel of their
favorite top page makes it easier for users to browse for target information be-
cause they are familiar with location of information on that page. For instance,
he/she knows where groups of information such as top news articles, categories,
headlines and columns are arranged on the page they usually use.

In addition, there is synergy between the first and the second points in that
the MPV maps the content of the original information on the existing top page
to the integrated information based on the user’s preferences. Users obtain tar-
geted news articles from the integrated information immediately on opening the
MPV page because the look and feel of the MPV page is the same as that of
their favorite top page, except that the content is mapped to their personalized
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content. Personalized categorization and mapping integrated information makes
it easy for users to locate the desired information from the information collect.

In this paper, we describe a novel browser, the MPV which changes dynam-
ically based on user’s news content preferences. In the next section, we describe
related work on Web page integration, and in Section 3, we describe the con-
cept of the MPV. In Sections 4 and 5, we describe a method for mapping the
integrated content on to the user’s favorite existing top page, and a method
for categorizing and integrating collected meta-data based on the user’s inter-
ests and knowledge. In Section 6, we show an MPV prototype and discuss our
experimental results, and in Section 7, we outline the direction of future work.

2 Related Work

There has been considerable investigation of portal site technology for gathering,
categorizing, personalizing and integrating information.

MSN NewsPot[2] uses not only collection and classification technology but
also personalization technology. An individual preferred news articles are se-
lected using personalized information based on his/her browsing history; the
selected personalized articles are displayed on the right side of the originally
developed interface. However, unfortunately the selected articles are not related
or categorized.

MyYahoo! [4]makes it possible for the user to select and set various content
categories. However, these categories are defined by the MyYahoo! system, and
users cannot select categories based on their own interests and knowledge. Fur-
thermore, although the look and feel of the integrated page can be modified, it
is hard to reconstruct a more user-friendly layout.

Columbia’s Newsblaster [5] is an online news summarization system in which
collected news articles are categorized by event using a topic detection and track-
ing (TDT) method and TF · IDF. After each news article has been assigned to
one of the six categories, each category is summarized using language technol-
ogy. The user can then read a brief summary of an event based on several Web
pages.

3 Concept of MPV

Figure 1 shows the concept of the MPV system. The MPV system consists of an
MPV site on the server side and an MPV page and toolbar on the client side.
First, the user inputs the URL of his/her favorite existing top page into the blank
box in the MPV toolbar; in the example shown, the URL for the CNN home
page in entered. When the user hits the enter key, the MPV toolbar sends the
name of the entered URL to the MPV site. When the MPV site gets the URL, it
extracts the layout of the entered URL page as well as the content of the page.
If the MPV site does not have a specified page stored, it gets this page from the
Web site of the specified URL. The MPV site then creates an MPV page that
replaces some of the content of the specified page with content integrated from
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Fig. 1. Concept of MPV: Content on MPV page changes to display information that
has been gathered and integrated

many stored pages. The integrated content is based on the user’s preferences.
As a result, the user can access the desired news articles through an interface
has their preferred look and feel.

In figure 1, after the user enters the URL, an MPV page appears based on
layout of the CNN top page transformed by the MPV site. The layout stays
the same, but some of the content changes, including the categories, top news
article with images, and the news headlines in each category. In this example,
the original categories world , worldbusiness , and technology change to an Iraq-
related news category, a baseball player-related news category, and a movie-
related category because the user is interested in stories in these categories. The
top news article with images and the news headlines in each category also change
based on the user’s preferences. In this example, the top news article with an
image changes to an Iraq-related news article, and the original news headlines
in each category change to headlines on Iraq , baseball players , and movies . The
categories are modified dynamically based on the user’s browsing history. If, for
example, the user starts reading stories about football more often, the category
of football is made into a new category and displayed to the category area of the
MPV page, and displayed categories such as Iraq , baseball players , and movies
that are no longer accessed on a regular basis are either demoted or deleted.

On the MPV site, the system collects news pages by crawling through Web
sites and archiving the URLs and meta-data for all the news pages collected.
When the MPV site receives a URL from the user, it analyzes the layout of the
page specified by the user. It then changes the content of each area shown in
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the figure such as the category, a top news article, and headlines to the specified
content after it categorizing and integrating the collected news page based on
the user’s preferences.

In the next section, we describe the method used to extract the layout and
content from the original Web pages in order to change the categorized and
integrated content.

4 Information Extraction

The MPV site replaces the content of only three areas on the user’s specified
existing top page with the integrated information. It does so by analyzing the
original top page and detecting the layout and original content.

4.1 Original Layout Extraction

We analyzed the original top pages of six major news sites. The basic layout
of these pages was used to construct an HTML table model. All the pages had
five content articles: 1) site logo, 2) category keywords, 3) top news article with
an image, 4) list of news headlines in each category, 5) advertisements. In this
paper, we changed the second, third, and fourth articles above because each of
these items is related to news articles.

We used the characteristics of the table model to change the content. In
our method, the HTML table model is used to obtain the x-y coordinates for
the existing top page layout. Using the HTML table model enables authors to
arrange data consisting consists of text, images, links, other tables, etc., into
rows and columns of cells [6]. The default directionality in a table is left-to-
right (column 0 is on the left and row 0 is at the top). The TABLE element
contains the instructions that specify the number of rows, columns, and other
element. The number of rows in the table is equal to the number of TR tags
in the TABLE element, and the rows are grouped according to the ROWSPAN
values. The width of the table is equal to the WIDTH elements, and the number
of columns is equal to the total number of TH or TD tags and COLSPAN values.

We derived the x-y coordinates in each table from the above definitions and
calculate the table area based on the x-y coordinates. Figure 2 shows the layout
obtained based on this HTML table model.

4.2 Content Detection

First, we describe the method we used to extract the table area from a news page.
We then describe the content detection method we use to select three areas from
the extracted area. The three areas are detected using the characteristics of each
content type. These characteristics are as follows.

Area of category keywords: Each keyword has a regular array with a similar
tag composition with repeating rows or columns. For example, a tag compo-
sition such as ”<td><a href= ”keyword”>keyword< /a>” is repeated. Part
of the keyword is the category keywords such as world , sports , weather, etc.
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<TABLE width=100>
 <TR>
  <TH rowspan="4"><br>category
                  <br>keyword<br></TH>
  <TH colspan="2">logo image</TH>
  <TH>advertisment<br></TH></TR>
 <TR>
  <TH rowspan="3" colspan="2">
                <br>top news item
                <br>with an image</TH>
  <TH>advertisement</TH></TR>
 <TR><TH>advertisement</TH></TR>
 <TR><TH>advertisement</TH></TR>
</TABLE>

category

keyword
top news item

with an image

logo image adver-
tisements

adver-
tisements

adver-
tisements

adver-
tisements

(0,0) (25,0) (75,0) (100,0)

(100,1)

(100,1)(75,4)(25,4)(0,4)

Fig. 2. HTML layout based on a sample table model

Area of top news article with an image: The top news article has a title
and an image with a link. The table area of the top news article is arranged
next to the category keyword area; for instance, the value of x or y is larger
than that of the category area.
The title and image are linked to the news content on the same page.

Area of a list of news headlines for each category: Each list has a cate-
gory keyword and the titles of the news articles. The table area for the
headlines is arranged under the area for the top news article. The value of y
is larger than that of the top news article area.
The keywords have the same links with the category keywords, and the titles
are linked to the news content.

5 Categorization of News Article

The MPV site changes the content of three extracted areas in the user’s favorite
existing top page to categorized and integrated information based on the user’s
preferences.

The following process is used to categorize collected news articles.

1. The user’s keywords are detected based on the user’s browsing history using
the user’s table and the page table (these tables are described in the following
section). The detected user’s keywords are replaced with the keywords for
the original category.

2. The top news article is chosen based on the weight of the user’s keywords,
the time that the news article was created, and the unread news articles.

3. Headlines matching the user’s keywords are selected using the page table
and a keyword tree.

5.1 Page Table and User’s Table

The user’s table contains the user’s ID, and IDs of the pages browsed by the
user. The page table contains information about the meta-data of collected Web
pages including the time of their creation, the number of words on the pages, and
the weight of each word. The words are proper nouns, general nouns, and verbs,
and they are extracted by morphological analysis. The weight of each word is
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cwib
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cw(i+1)b

cwic

cw(i+1)f cw(i+1)f-αT

cw(i+1)b-αT

cwic-αT

(1) (2) (3) Time: 04/04/09/18:10 + T
User reads page Pi User reads page P(i+1)

Time: 04/04/09/18:00 Time: 04/04/09/18:10

Fig. 3. Keyword tree for user’s keyword A is constructed based on user’s behavior

calculated using the term-frequency and weight of the three parts of speech as
the following equation:

wij = tf =
log(Fj + 1)
log(Fall)

(1)

where Fj is the frequency of the appearance of a word j in Pi, Fj is the frequency
of appearance of all words in Pi. Pi is the page ID.

5.2 Detecting User’s Keywords

To detect a user’s keywords, we create and use a page table and a user’s table
based on the user’s browsing history. Each user’s keyword has a weight, which
changes as the user browses different news articles. The detected user’s key-
words are replaced with the original category keywords in order of weight; in
other words, the category keywords change dynamically as a result of the user’s
behavior.

This method of keyword detection is based on the summation of the weights
of the appearance of the words on the pages browsed by the user, using the next
equation: Ij =

∑n
i=1 wij where Pi(i = 1, · · · , n) is the page browsed by the user,

the j is the word on the page Pi, and wij is the weight of the word j. If the value
of Ij is larger than a certain threshold, word j is detected as a user’s keyword.

5.3 Headline Selection Using a Keyword Tree

Headlines corresponding to the user’s keywords are selected from the meta-data
of collected Web pages using a page table and a keyword tree. The meta-data are
the titles, description, keywords and date of creation which that can be found
on most news pages. The selected the titles are replaced with headlines.

A keyword tree is constructed based on the user’s keywords. The root nodes
of the keyword tree are the detected user’s keywords, and the leaf nodes are the
words of the same page browsed. Figure 3 shows the construction of a keyword
tree. In this figure, after the user browses page Pi, which has keywords A, B,
and C, keyword A is detected using equation (2), and keywords B and C (leaf
nodes) are linked to keyword A (the root node). The constructed tree is shown
on the left in Fig.3. Each link has a weight calculated using the co-occurrence
relation value of the root and leaf nodes in the meta-data of all the collected
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pages. If the user browses another page, P(i+1), which has keywords A, B, and
F, F is linked to A, and B’s weight is updated. This is shown by the tree in the
middle of Fig.3. If no value for the co-occurrence relation of the root and leaf
nodes appears in the browsed page after T time, the weight is reduced by αT.
This is shown by the tree on the right in Fig.3.

This method of headline selection uses the dot product of the vector of the
weights of words of browsed pages and the tree links. First, pages containing the
user’s keywords are chosen using the page table, and a keyword tree containing
the user’s keywords is chosen. The weight of the keywords of the chosen page
is defined as the vector Vpi = (wa, wb, ..., wm), and the weight of the link of
the chosen keyword tree t is defined as vector Vt = (cwa, cwb, ...cwm) (m is
the number of all appearances of the words in Vpi and Vt). Then, the page
vector Vpi(i, · · · , n) (n is the number of chosen pages) and the tree vector Vt

are calculated by using equation Vpi · Vt. When the value of Vpi · Vt is larger
than the threshold, page Pi of Vpi is selected as matching the user’s keyword t.
Finally, the title of the chosen page Pi is represented as headlines that include
the keyword t.

6 Prototype of MPV

We developed a prototype of the MPV toolbar and the MPV site. In this sec-
tion, we show the experimental results obtained using the prototype system and
discuss our methods for layout and content extraction, and user’s keyword detec-
tion. Meta-data of Web pages from four news sites1 were collected via crawling
were stored on the MPV site. The MPV site categorized and integrated the
meta-data based on the user’s preferences at the same time that it extracted the
layout and content of the three areas from the user’s specified original top page.

Figure 4 shows how the MPV prototype was executed. Picture (1) in the
figure shows the original top page and the MPV page. Only the content of the
top news article with an image in the MPV page changes because the user’s table
and keyword tree have not yet been created when the user requests an MPV page
for the first time. In (1), the top news article is the latest news article with an
image that was selected from the four news sites.

Picture (2) shows how the MPV page changed with respect to the content of
the three areas after the user browsed several news pages. The original category
keyword area is mapped on to the user’s interest keywords, and the headlines
with the original keywords are replaced with headlines containing the user’s
keywords. The top news article with an image is selected based on the user’s
keywords, and the selected article is displayed as a headline that has not been
read yet. As a result, the user can easily access and read the interesting news arti-
cles based on his/her preferences and does not need to access different news sites
to look for target news article from various categories defined by site managers.

1 http://www.cnn.com, http://news.yahoo.com, http://www.asahi.com/,
http://www.time.com
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(1)

(2)

Original portal page MPV page (the first use) Original news (different site)

access 
and 
read

The top news item 
with image 

changes

MPV page is reloaded after
user has read the news item

category keywords
and headlines
are changed

MPV page is always 
renewed after user 
has read news item

replaced with
headlines with keywords

MPV page is reloaded after
user has read other news items

Fig. 4. Results of MPV page obtained using prototype system

Whenever the user reads a news article, the user’s table and keyword tree
are reconstructed. The right side in (2) shows an updated MPV page. A new
keyword input by the user has been added, and the related headlines and top
news article have been replaced using the reconstructed table and tree.

We were able to confirm that another MPV page was created by the top page
of another news site when the same user specified that page after he/she read
the article in Picture (2). The content of the three areas of this MPV page has
changed because the user’s table and keyword tree have been reconstructed.

6.1 Automatic Content Extraction

We developed an extraction method that automatically detects the layout and
content of the three areas from the original top page.

Using the proposed method, we successfully extracted three areas using the
original existing top pages of five news sites. We also extracted category key-
words from four portal pages. The extracted keywords had a regular array, and
the number of repetitions ranged from 7 to 11 in our experiment. However, we
were unsuccessful in automatically extracting top news articles from the origi-
nal portal pages of other Web sites because they contained advertisements with
images between the category keywords and the top news articles.

We propose two methods of solving this problem: improving toolbar, and
a new interface for user specifications. We improved toolbar. In this improved
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toolbar, the layouts of the top page of six Japanese web sites and for English Web
sites are extracted by the MPV server before user specifies. Users can select only
the selected web sites on the toolbar, but those sites are perfectly mapped and
integrated. We are adapting other news sites to the toolbar. We will also adapt
the new interface so that users can more easily specify the required areas of the
top page. The specified areas are extracted by the MPV server, and then only
those areas are mapped to the integrated content. The integration method must
adapt to a variety of content for each area because the content may have different
features such as the category, weather, top story, headlines, stock report, etc.

6.2 Automatic Detection of Articles

We conducted an experiment to evaluate the proposed method of detecting user’s
keyword. First, after the user frequently read news articles about the presidential
race, the user’s keywords such as the names of the candidates and the present
president were extracted. On the MPV system, not all the content in the original
top page changes. Some areas such as news flash, features, and columns remain.
As a result, the user was able to access news articles of that were unrelated to
the presidential race, and various user’s keywords were detected.

7 Conclusion

We described a new application called ”My Portal Viewer” (MPV), which en-
ables users to obtain high-quality content from the Web based on their individual
preferences. Several collected Web pages are integrated based on the user’s pref-
erences in the MPV site. The information is then integrated and displayed on
the user’s favorite existing top page, which reflects the user’s categorization tree.
Our prototype showed that users could easily access and read news articles that
interested them by using an MPV page, and they did not need to access different
news sites and look for target article in various categories defined by site man-
agers. In the future, we plan to introduce a semantic Web technology to enable
improved of the categorization, and will adapt the technology to other types of
Web sites such as travel or conferences sites.
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Abstract. In this paper, we address a novel method of Web query expansion by 
using WordNet and TSN. WordNet is an online lexical dictionary which 
describes word relationships in three dimensions of Hypernym, Hyponym and 
Synonym. And their impacts to expansions are different. We provide 
quantitative descriptions of the query expansion impact along each dimension. 
However, WordNet may bring many noises for the expansion due to its 
collection independent characteristic. Furthermore, it may not catch current 
state of words and their relationships because of the explosive increase of the 
Web. To overcome those problems, collection-based TSN (Term Semantic 
Network) is created with respect to word co-occurrence in the collection. We 
use TSN both as a filter and a supplement for WordNet. We also provide a 
quantitatively study as what is the best way for the expansion with TSN. In our 
system, we combine the query expansions along each semantic dimension as 
our overall solution. Our experiments reveal that the combined expansion can 
provide a satisfied result for the Web query performance. The methodologies in 
this paper have been already employed in our Web image search engine system.  

1   Introduction 

In recent years, huge amount of information is posted on the Web and it continues to 
increase with an explosive speed. But we cannot access to the information or use it 
efficiently and effectively unless it is well organized and indexed. Many search 
engines have been created for this need in current years. Web users, however, usually 
submit only one single word as their queries on the Web [5], especially for a Web 
Image queries.  It is even worse that the users’ query words may be quite different to 
the ones used in the documents in describing the same semantics. That means a gap 
exists between user’s query space and document representation space. This problem 
results in lower precisions and recalls of queries. The user may get an overwhelming 
but large percent of irrelevant documents in the result set. In fact, this is a tough 
problem in Web information retrieval. An effective method for solving the above 
problems is query expansion. In this paper, we provide a novel query expansion 
method based on the combination of WordNet [2], an online lexical system, and TSN, 
a term semantic network extracted from the collection. Our method has been 
employed in our Web image search system [4].  

WordNet [2], like a standard dictionary, contains the definitions of words and their 
relationships. But it also differs from a standard dictionary in that, instead of being 
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organized alphabetically, WordNet is organized conceptually. The basic unit in 
WordNet is a synonym set, or synset, which represents a lexicalized concept. For 
example, the noun “software” in WordNet 2.0 has the synsets {software, software 
system, software package, package} and also Nouns in WordNet are organized in a 
hierarchical tree structure based on hypernym/hyponymy. The hyponym of a noun is 
its subordinate, and the relation between a hyponym and its hypernym is an ‘is a kind 
of’ relation. As in Fig. 1, “freeware” is a hyponym of “software”, or more intuitively, 
a “freeware” is a kind of “software”. Hypernym (supername) and its inverse, 
hyponym (subname), are transitive semantic relations between synsets. 

We use those various semantic relations between words in our query expansion. 
However, these three relations have different semantic relevances to the query word. 

The concept at the upper layers of the 
hierarchy has more general semantics and 
less similarity between them, while concepts 
at lower layers or at the same layer have 
more concrete semantics and stronger 
similarity [1]. To determine, in quantity, 
how to expand the query word along each 
direction, the average precision is used as 
the objective function for computing the 
optimal factor for each direction. On the 
other hand, some terms added to the query 
will bring some noises and the search may 
return large amount of irrelevant results, 
thus decrease the precision [3]. To solve this 
problem, we use TSN (Term Semantic 

Network) extracted from our collection to filter out the words with lower supports and 
confidences to the query word. By this way, noises can be well controlled. 

Besides noise controlling for WordNet expansion, TSN is also another important 
supplement for semantic describing between terms. WordNet is systematically created 
on the base of lexical analysis. It has two intrinsic weaknesses—poor current and 
collection independent. The first weakness may result in that newly created word 
semantic relations may not be used in the expansion, and the second one may generate 
some noise from the expansion. Since TSN is directly extracted from the collection, it 
can overcome the above shortages. To create TSN, we define association rule between 
two words in terms of ‘Support’ and ‘Confidence’ [12], then the semantic network is 
extracted with respect to the definition.  

In reminder of this paper, we discuss related works in section 2. Section 3 provides 
our detail methodologies for query expansion with WordNet and TSN. The experiment 
results are illustrated in section 4. Finally, we conclude our work in section 5. 

2   Related Work 

As mentioned, query expansion is one of the promising approaches to deal with the 
word mismatch problem in information retrieval. It can be roughly classified into two 
groups: global analysis and local analysis. 

Fig. 1. Hierarchy relation of word 
“software” in WordNet 
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The basic idea in global analysis is that the global context of a concept can be used 
to determine similarities between concepts. Context can be defined in a number of 
ways, as can concepts. The simplest definitions are that all words are concepts and that 
the context for a word is all the word that co-occurs in document. Similarity thesauri 
[6] and Phrase Finder [8] are used with those global techniques. Another related 
approach uses clustering to determine the context for document analysis [9]. Global 
analysis techniques are relatively robust. However, since the co-occurrence 
information for every pair of terms in the whole corpus are normally needed, the 
processing is generally rather computational resource consuming. Moreover, global 
analysis cannot handle ambiguous terms effectively. It did not show consistent positive 
retrieval results unless further strategies for term selection could be suggested. 

Local technologies analyze only the information in some initial documents, which 
are retrieved for the original query. Terms are extracted from these documents for 
query expansion [7]. Local analysis can be further divided into two groups. The first 
one is called relevance feedback [10], which relies on user’s relevance judgments of 
the retrieved documents. Relevance feedback can achieve great performance if users 
cooperate well. However, this method is seldom deployed in practice because users are 
not always willing or able to give sufficient and correct relevance judgment about 
documents. Local feedback methods [11] are developed to solve this problem. They 
work without user interaction by assuming the top ranked documents to be relevant. 
The drawback of these methods is: if the top-ranked documents happen to be irrelevant 
(this situation is very common in the Web query world), the suggested terms from 
these documents are also likely to be unrelated to the topic and the query expansion 
will fail. 

Our approach in this paper belongs to the first category. But it is based on 
combination of the online dictionary WordNet and the collection related TSN. We use 
WordNet as the similarity thesaurus to expand the Web query. To solve the 
disadvantage of it, we use collection related TSN to filter out some noise words to 
improve the precisions of the queries. Furthermore, we provide a qualitative 
description on word expansion along different semantic dimensions.  

3   System Design 

In [4], we introduced our Web search system which include a crawler, a preprocessor, 
an indexer, a knowledge learner and query engine. Web document is gathered by 
crawler and loaded into the document database by document preprocessor. The indexer 
creates the inverted index for retrieval. In order to solve the problem of low precision 
of the query results, we design and implement a query expansion subsystem which 
performs functions such as keyword expansion, keyword filtering and keyword 
weighting. We will introduce each process in detail in the following. 

3.1   Keyword Expansion 

The query keyword used by users is the most significant but not always sufficient in 
the query phase. For example, if a user query with “computer”, he only can get the 
object indexed by “computer”. We use WordNet and TSN to expand the query. With 
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WordNet, we expand the query along three dimensions including hypernym, 
hyponymy and synonym relation [2]. The original query “computer”, for instance, may 
be expanded to include “client, server, website, etc.” In other words, with those 
expanded words together, the system could raise both the query precision and recall. 

To extract TSN from the collection, we use a popular association mining algorithm 
– Apriori [12] — to mine out the association rules between words. Here, we only 
consider one-to-one term relationship. Two functions—confidence and support— are 
used in describing word relations. We define confidence (conf) and support (sup) of 
term association ti  tj as follows, let 

( ) )() ,( jiji tDtDttD ∩=  (1) 

where D(ti) and D(tj) stand for the documents including term ti and ti respectively.  
Therefore, ( ) )( ji tDtD ∩  is the set of documents that include both ti and tj. We define 
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where D stands for the number of document in the database. 

Those relationships are extracted and represented with two matrixes, we could use 
them to expand the query keywords. For example, the keyword “computer” has the 
highest confidence and support with the words “desktop, series, price, driver…etc” 
which are not described in WordNet but can be used to expand the original query.  

3.2   Keyword Filtering 

In the next step, we use TSN to eliminate some noise words in the keyword expansion 
of WordNet. Actually, the comprehensive WordNet often expands a query with too 
many words. And some of them are low-frequency and unusual words. They may 
bring in some noises and detract from retrieval performance, thus lead to precision 
decrease. So it is very important to avoid noises when expanding queries. We use the 
association rules to remove the expansion words that have lower support and 
confidence to the original word. In our system, we use the expanded words which 
have minimum confidence over 0.3 and support over 0.01 with the original query 
keyword into our query expansion. As the keyword “robot” in Fig 2, we filter out the 
words “golem, humanoid, mechanical man”. 
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Fig. 2. Keyword filtering process of word “robot” 

3.3   Keyword Weighting 

In TFIDF model, term t’s semantic relevance to web page p is measured by 
tf(t)*idf(t), where tf(t) is the frequency of t occurring in p and idf(t) is the inverted 
document frequency of term t. In this paper, we use terms (or concepts) in p to derive 
semantics of the Web image i. However, above TFIDF approach can not be directly 
applied to index the embedded image. 

3.3.1   Semantic Relevance of Terms to the Embedded Images 
In this paper, we modify TFIDF model regarding following two arguments: 

(1) idf(ti) is used to enhance significances of the terms which appear in less 
documents, thus can discriminate the corresponding documents effectively. In our 
system, terms are used to derive the semantics of the embedded images other than 
discriminate images. Furthermore, image users only use one term or concept for 
image retrievals in most of the cases. As for those reasons, idf is not used in our 
system. 

(2) As we mention in previous sections, we use WordNet and TSN to expand our 
original query keyword. If a Web page not only contains the original query keyword 
but also contains the words which expand by WordNet and TSN, it should be more 
relevant than the ones which only contain the original query keyword. With this 
observation, we define the total term weight over the whole p as 

)()()()()()( xtLocalConteSynonymsHyponymsHypernyms ttfttfttfttfttftttf ⋅+⋅+⋅+⋅+= δγβα
 

(4) 

where tHypernyms is the term set which use WordNet hypernyms relation to expand 
words, tHyponyms is the term set which use WordNet hyponyms relation to expand words, 
tSynonums is the term set which use WordNet synonyms relation to expand words and 
tLocalContext is the term set which has top-rank TSN expansion words with our original 
keyword to expand our query. The factor , ,  and  are used to indicate different 
effects from each expansion direction. And it is natural to suppose 0 < ,  

In our approach, ttf(t)|p indicates the semantic relevant value of term t to the 
embedded image i embedded in p. Thus, the important and challenging task for using 
this measure is how to determine the values for the factors . 
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3.3.2   Objective Function of Retrieval Performance 
In the area of information retrieval, precision/recall is well accepted evaluation 
method for the performance of the systems [7, 13]. An ideal information retrieval 
system is trying to raise the values for both of the two objectives. Since the result of a 
retrieval is usually long list in size, especially in the World Wide Web environment, a 
figure of precision versus recall changing is commonly used as a performance 
measurement for a retrieval algorithm. However, this metric can not be used as an 
objective function in determining those factor values. Instead, in this study, we 
employ the single value summaries as our objective function in order to determine the 
values for the factors [7, 13]. The average precision is defined as 

=

=
kR

k kN

k

R
AP

1

1  (5) 

where R is the total number of all relevant results with respect to ttf(qi)|p and Nk is 
the number of results up to the k-th relevant result in the result list. As a matter of the 
fact, AP is the single value metric which indicates the performance of querying qk.

)()()( Hypernymsttfttftttf ⋅+= α reaches 

its maximum. A  
Fig 3~6 show the curves of AP values via factor values for 
respectively. Those figures indicate that query expansion along each dimension 

can always get some better performance than that without expansion (factor = 0). 
And the maximums for AP can be obtained with 0<factors<1. Table 1 shows optimal 
factor values with their corresponding AP values.  

Table 1.  Factor Values and Average Precision 

Factor Values Average Precision 
 0.47 0.2406 
 0.84 0.3888 
 0.70 0.3404 

 0.94 0.3559 

From Table 1, it is clear that different semantic relations have different influences 
to the search results. Hypemyms relation has less significant impact than Hyponyms 
and Synonyms relations. With a close study, we find the reason may be due to the 
fact that Hypermyms relation (abstract concept expansion) may bring more noises 
than Hyponyms and Synonyms do. So its factor value is less than others. And Local 
Context (TSN) is closely semantic relevant to the original keyword. Thus, its factor 
value is very high. 
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Fig. 3. Average precision versus Factor 
Values for Hyponyms relation 

Fig. 4. Average precision versus Factor 
Values for Hypernyms relation 
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Fig. 5. Average precision versus Factor 
Values for Synonyms relation 

Fig. 6. Average precision versus Factor 
Values for Local Context Analysis 
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Fig. 7. Average precision versus Extend 
Level for Hypernyms relation 

Fig. 8. Average precision versus Extend 
Level for Hyponyms relation 
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Fig. 9. Average precision versus Number of Keyword expand for Local Context 

As a matter of the fact, we can get a word’s hypernyms relations recursively up to 
the top root and hyponyms relations down to the bottom along WordNet. Therefore, 
it is interesting to know how many levels along hypernyms and hyponyms to expand 
the queries. For this objective, we use the same method as to calculate the factors by 
average precision. As in Fig 7~8, our experiments show that one level for expansion 
will get better results in both the situations. In fact, multiple hyponyms relations 
expand too many words which may diverge the original keyword meanings. That is, 
they will generate many noises in the results, thus reduce AP values. So in our 
system, we only use one level for both hypernyms and hyponyms expansions. In Fig 
9, we also use the average precision method to calculate how many keywords are 
proper for expansions along TSN dimension. As the result, we find that using the 
first 4 top-rank words in TSN expansions can generate better performances. 

4   Evaluation 

Our experiments are carried out with our Web image search engine [4]. The crawler of 
our system gathered about 150,000 Web pages with a given set of seeds which are 
randomly selected from dot-com, dot-edu and dot-gov domains. After the noise images 
(icons, banners, logos, and any image with size less than 5k) are removed by the image 
extractor, about 12,000 web images embedded in the Web pages are left. Then, 5 
human experts are assigned to define the subjects of the Web images manually. And 
sometimes, more than one subject is defined for the same images. For example, 
concepts ‘Laptop’, ‘Notebook’ and ‘Computer’ may be annotated to the same Web 
image. We select 30 concepts from the defined set as our query training set, and 
another 15 terms as our test samples. We measure the query performances with the 
precision-recall curves. 

As shown in Fig 10, we compare the performances of original query, expanded 
query, keyword filtered query, TSN expanded query and the combined query in the 
experiments. Comparing with the original query, even though pure WordNet 
expansions can improve query recall dramatically, however, its precision improvement 
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is limited. WordNet expansion with filtering by TSN is much better than both the 
original query and the pure WordNet expansion. It shows that WordNet with TSN 
filtering yields a significant increase in the number of correct documents retrieved and 
in the number of relevant results for the queries. The TSN expansion’s recall and 
precision are both better than that of pure WordNet expansion, however, are lower than 
WordNet-TSN-Filtering expansion. The last curve in the figure shows the performance 
of combining WordNet-TSN-Filtering with TSN expansions. As the result, it is much-
improved than any other alone. It combines advantages using the words which could 
not be expand in WordNet but are highly supported by TSN. Therefore, they can 
provide good retrieval performances for the web images search. 
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Fig. 10. Performance of Different Query Expansion Method 

5   Conclusion and Future Work 

In this paper, we propose a method for query expansions. We use WordNet nouns 
hypernym/hyponymy and synonym relation between words to expand the query words. 
And we use association rules to find collection dependent term relationships (TSN), 
and further to use TSN both as a filter and a supplement for WordNet expansion. In our 
approach, we use average precision (AP) as the objective function in calculating the 
optimal factor values and the expansion levels of hypernyms and hyponyms, and also 
use it to find the optima number of keywords to expand with TSN. The experiments 
show that the result of our combined query expansion is much better than only using 
WordNet or TSN along. The methodologies addressed in this paper are already 
exploited in our Web image search engine [4]. But some limitations also exist in the 
current work. 

In our current work, we only assume the queries are single-word queries. Even 
though Web users often use only single words as their queries, multiple word queries 
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can always dramatically reduce the search scope in the explosive Web document space. 
However, the words used in the same query may be semantically relevant with each 
other. That is, they are not independent. If we expand all the words in the same query 
independently as the overall expansion for the query, the performance may not be the 
ideal one. We plan to address this problem in our future work.  That is, in query 
expansion, we will consider the semantic similarity between words and determine 
which word could be used for extension [14] to get a better result. 
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Abstract. A method is proposed for viewing broadcast content that
converts TV programs into Web content and integrates the results with
related information, enabling one to flexibly browse the original content
with value-added content and from various viewpoints. Even though the
amount of information available via TV programs and the Web is in-
creasing constantly, humans have a definite ceiling on their spare time
for each media. To efficiently acquire information, they need a mech-
anism that can smoothly go back and forth across different media de-
pending on situations and necessity. Our proposed method is a tool to
achieve such cross-media information integration. Media conversion from
TV programs to Web content enhances the browsability of the former,
enabling one to skim a program’s outline or to efficiently search for fa-
vorite scenes. Integration with related information enriches viewing of
TV programs in different ways, such as value-added content and content
based on particular viewpoints. Preliminary testing of a prototype sys-
tem for next-generation storage TV validated the approach taken by the
proposed method.

1 Introduction

The recent introduction of hard disk (HD) recorders for home use has greatly
increased the amount of TV programming that can be recorded. The latest
HD recorders have a capacity of 600 GB, enabling the recording of more than
1070 hours at a certain quality. Also, the recent spread of the high-speed internet
environment has increased the amount of Web content available to general users.
The amount of 20-50 TB estimated as surface Web in 2000 reportedly increased
threefold to 167 TB in 2003[1].

However, a definite ceiling exists for humans to acquire information in a
limited amount of time. For example, it is difficult to understand the particular
details of a TV program by fast-forwarding in double or triple speed because, in
the first place, TV programs are created to be viewed at normal speed. Also, it
is not easy to find spare time for each media, such as TV or Web content. For
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example, when watching TV and wanting Web content related to the program,
one needs to use a PC to open a search page and start an appropriate keyword
search. It is often quite troublesome to find an appropriate page from the search
results. Therefore, to acquire information efficiently, a mechanism is needed that
smoothly goes back and forth across different media depending on situations and
necessity.

This paper proposes Webified Video to achieve such cross-media informa-
tion integration. Webified Video converts TV programs into Web content and
integrates the results with related information, enabling flexible browsing of the
original content with value-added content or from various viewpoints. Also, it
enables one to efficiently acquire information by smoothly going back and forth
across different media of TV programs and Web content. Preliminary testing of
a prototype system for next-generation storage TV validated the approach of
the proposed method.

The rest of the paper is organized as follows. In Section 2, an overview and
the processing steps of Webified Video are presented. The implementation details
of a prototype system generating Webified Video are explained in Section 3.
Discussions and related works are shown in Sections 4 and 5, respectively. Finally,
the paper is summarized in Section 6.

2 Webified Video Concept

Figure 1 shows Webified Video concept. First, TV programs and such metadata
as closed caption texts are structured, followed by the retrieval of related in-
formation from the local and/or Internet content. Webified video is generated
after associating the structured data and the retrieved related information with
the original program via hyperlinks. By viewing the generated content with an
appropriate browser, users can easily explore scenes in a program and efficiently
access information with greater details or from multiple perspectives. User feed-
backs are reflected in the webifying transformation that adaptively reorganizes
the Webified Video.

The processing overview of the proposed method is shown in figure 2. First,
a TV program is recorded and hierarchically segmented using information in the
program’s closed captions into different levels of details such as topics, subtopics,
etc. Segmentation may be achieved using semantic analysis of the video, if nec-
essary. Then, related information is retrieved from local and/or Internet content
based on the obtained structured data. Finally, the related information and the
original content are associated with each other via hyperlinks to generate inte-
grated Web content.

Figure 3 shows a comparison of conventional and webified TV programs. Con-
ventional TV programs are recorded as a single piece of data without any asso-
ciations with related information, whereas webified TV programs are structured
hierarchically at different levels of details and hyperlinked to various positions
inside the program. Moreover, webified video is also linked to related informa-
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Fig. 1. Webified Video Concept Fig. 2. Processing steps of Webified Video

Fig. 3. Comparison of conventional and
webified video

sentence

1 … …
sentence

k …

subtopic 1subtopic 2 … … subtopic j …

topic 1 topic 2 topic i

Fig. 4. Hierarchical structure of segmented
data

tion outside the program, enabling the original program to be augmented with
value-added content.

3 Implementation of Prototype Browser

A prototype browser based on Webified Video has been implemented.
Topic segmentation is performed hierarchically using closed captions recorded

with TV programs. The segmented closed captions and corresponding video
segments with different levels of details are structured as a pair and displayed
vertically in the form of a storyboard on the screen. Related information obtained
by complementary information retrieval and/or using live chats is located below
the caption texts. Generated Web content can be viewed using a zooming feature
so that the size of the displayed images of the segmented scenes can be changed
smoothly, and that the storyboard can be switched from one to another with a
different level of detail.
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Users can thus seamlessly move back and forth between storyboard screens
with different levels of details and the normal playback screen, enabling them
to easily explore for specific scenes. Moreover, since hyperlinks to the related
information are integrated in each storyboard, users can efficiently access related
information at different levels of detail or from different perspectives depending
on the situation.

The processing steps are explained in the following subsections.

3.1 Segmentation and/or Annotation of TV Program

As mentioned above, hierarchical segmentation uses the information in the closed
captions, which are generally composed of a set of (t, s), where t denotes time
and s denotes a single sentence representing speech content.

There are two main approaches to topic segmentation using closed captions.
The first is based on learning, which is problematic because it limits domain,
making it difficult to apply to general topics. Moreover, it needs sufficient train-
ing data. The other approach is based on statistical computation, such as the
calculation of word distribution[2]. We chose the latter approach because it does
not need training data and can be applied to any topic domain.

Topic segmentation using word distribution is based on three assumptions.

– A topic can be identified based on word distribution.
– Different topics have different word distributions statistically independent of

each other.
– The words in a topic are statistically independent.

Let W = w1w2...wn be a text consisting of n words, and let S = S1S2...Sm be
a segmentation of W consisting of m segments. The probability of segmentation
S is defined by Pr(S|W ) = Pr(W |S)Pr(S)/Pr(W ). The most likely segmenta-
tion, Ŝ, is given by Ŝ = argmaxSPr(W |S)Pr(S) because Pr(W ) is a constant
for a given text, W . Pr(W |S) and P (S) can be represented by the number of
words in a temporary segment, the number of different words in W , etc.[2]. We
define the cost of segmentation S as C(S) ≡ −logPr(W |S)Pr(S) and find Ŝ
that minimizes C(S). The most likely segmentation Ŝ can be obtained from a
graph in which the nodes and edges are composed of segmentation gaps and
segments, respectively, and from the identification of the path minimizing C(S)
using a dynamic programming algorithm.

Segmentation into topics is done by applying the above segmentation to
{s1, s2, . . . , sl}, the set of closed caption sentences (primary segmentation). Sim-
ilarly, segmentation into subtopics is obtained by applying it to {s1, s2, . . . , sl},
the set of closed caption sentences segmented into topics (secondary segmenta-
tion). The video data are then segmented based on the times for the segmented
closed captions.

The original TV program is now segmented into data at three different levels
of details, each having units of topics, subtopics, and sentences. The result is
structured hierarchically, as shown in figure 4.
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3.2 Retrieval of Related Information

Related information has been retrieved by complementary information retrieval
and/or using live chats.

First, let’s consider complementary information retrieval.
Complementary information retrieval[4] is a method of retrieving informa-

tion in greater detail or from different perspectives that cannot be done using
conventional similarity searches. It extracts data called topic structures from the
information in closed captions, creates several structured queries based on these
structures, and performs Web searches using a search engine[4].

A topic structure is composed of a pair of terms: subject and content. The
subject term is dominant. Our method selects subject terms based on keywords
that appear most frequently in the closed captions and that have the strongest
co-occurrence relationship with other keywords. As content terms, it selects those
terms that have a strong co-occurrence relationship with the subject terms. In
other words, subject terms are the keywords that function as a title while content
terms function as the body or content description.

By distinguishing terms as title words or content words, we can describe
structured queries and search for information from various perspectives. Struc-
tured queries can be designed to search for greater details about the content
titles or bodies or to search for details about the content titles or bodies from
different perspectives. Therefore, this method can retrieve information that is
similar but not the same, such as information whose subject is similar but not
the content; it can also find information similar in terms of both subject and
content.

In this paper, a group of structured queries having the following features is
generated to perform Web searches using Google API.

1. Query focusing on greater details:
– about the title
– about the content

2. Query focusing on details from different perspective:
– about the title
– about the content

Secondly, let’s consider using live chats.
Live chat communities on the Internet are virtual communities where viewers

of a TV program congregate and post messages in real time about their impres-
sions or the program itself. By enjoying chats in conjunction with a TV program,
users feel a sense of unity by virtually sharing emotions with other viewers: a
system that applies conventional TV viewing with a crowd in a physical space
to a virtual space.

2ch, one of the biggest Japanese bulletin board sites on the Web, supports
live chat on a large scale by providing a variety of bulletin boards for each
TV channel and many threads in each bulletin board. A thread is a collection
of messages posted on a particular topic and arranged in chronological order.
Even for the same program, various chat communities have been created from
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different perspectives, such as different threads that support different baseball
teams, because viewers have diverse interests and preferences.

Although dependent on settings, the message exchanged on a live chat is
basically composed of three components: the time when the message was posted,
the ID of the person who posted it, and its content, as shown in figure 5.

Fig. 5. Conversation in a live chat Fig. 6. Chronological view

The authors previously proposed a method to obtain indices representing
viewer’s emotional changes while watching a TV program based on the number
of posted messages and their content in live chats[5].

In this paper, the following group of indices, composed of sequences of values,
is generated.

1. For total viewers:
– measured time and measured unit of time
– intensity of responses
– intensity of enjoyment/depression

2. For individual viewers:
– ID of a person posting the message
– measured time and measured unit of time
– intensity of responses
– intensity of enjoyment/depression

3.3 Generation of Web Content and UI

The structured program data (three layers: topics, subtopics, and sentences) are
integrated with the retrieved related information into Web content for display. In
this paper, the segmented caption texts and videos are displayed vertically in the
form of a storyboard. As shown in figure 6, the thumbnail and the corresponding
closed captions of a scene are arranged side by side as a pair, and pairs are
arranged vertically in chronological order. When scene 1 in figure 6 corresponds
to a video segment of topic 1, comments 1, 2, and 3 of scene 1 represent the closed
captions of topic 1. A thumbnail of scene 1 is associated with video segments
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Fig. 7. Webified Video screen Fig. 8. Transformation of screen appearance by Web-
ified Video

of topic 1, whereas comments 1, 2, and 3 of scene 1 are associated with video
segments of subtopics 1, 2, and 3 via hyperlinks, respectively. An example of
Webified Video screen is shown in figure 7.

In figure 7, the results of complementary information retrieval are also em-
bedded below the closed captions as hyperlinks. By clicking these anchors, users
can easily access the related information for greater details or from multiple
perspectives.

The transformation of screen appearance is illustrated in figure 8. A zooming
feature can be used to smoothly change the size of the thumbnails as well as
to switch from one storyboard to another with a different level of detail. For
example, a zooming-in operation smoothly changes the size of the thumbnails
on a storyboard representing topics 1, 2, ..., i in figure 4; when their size reaches a
certain level, it switches to another storyboard that includes subtopics 1, 2, ..., j.
An additional zooming-in operation smoothly changes the size of the thumbnails
on the storyboard; when their size reaches another certain level, it switches to
another storyboard that includes sentences. An additional zooming-in procedure
finally switches it to the normal playback screen. A zooming-out operation has
a completely opposite effect. As a result, users can seamlessly move back and
forth between the storyboard and the normal playback screens, showing different
levels of details, enabling them to easily explore for specific scenes.

4 Discussion

An important advantage of Webified Video is that it enables active browsing
of TV programs, which are generally viewed passively, by converting them into
Web content. Webified Video also facilitates access to sources of information by
integrating hyperlinks at various positions in the program with ones to external
related information for greater details or from different perspectives.

Particularly, a storyboard in chronological order, as shown in figure 6, can
also be displayed in ranking order by utilizing characteristics of Web content.
For example, the segmented scenes of a program can be listed in descending
order with regard to responses from total viewers by sorting them according to
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the number of posted messages in live chats (figures 9 and 10). This display is
useful when checking scenes with lots of viewer responses.

Also, the conversion of TV programs into Web content enables the integration
of information for multiple programs. For example, a group of programs recorded
on the same date can be summarized in a list, or a group of programs having the
same title and/or the same topic can be summarized in chronological order. Such
summaries can be displayed using video and/or audio, depending on the level
of detail. Various types of summaries can be prepared in the proposed method’s
framework.

Meanwhile, in this paper, topic segmentation was adopted based on closed
caption texts. However, they are currently not provided in sports-broadcasts. In
such cases, cut detection of video, text extraction using video caption recognition,
and event recognition techniques using domain knowledge are necessary[15].

Fig. 9. Ranking view Fig. 10. Ranking view reflecting viewers’ re-
sponses from live chats

5 Related Work

Various researches have studied the conventional problem of displaying video
overviews or creating video digests.

For example, an interface has been proposed that utilizes visual elements for
exploring interesting shots from a video collection[6]. It enables efficient searches
by combining a storyboard composed of several key frames representing video
segments and filtering functions using visual characteristics.

Also, TV2Web[7] has been proposed in which video and its closed captions are
structured after segmenting them into different units such as segments, scenes,
and shots. Segmented units are then linked and displayed smoothly using zoom-
ing metaphors, providing a seamless user interface that is movable between TV
screen and web pages.

Video Manga[8] has been proposed in which importance degrees of long and
rare segments of video are calculated higher and in which selected images are
displayed in a comic-book style by controlling the size of each key frame corre-
sponding to the importance degrees.
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A digest-generating system[9] has been proposed that adapts to personal
preferences based on a significance test that uses manually prepared program
indices and several rules.

These methods have been designed to improve browsability or comprehension
of content in a limited time by spatially or temporally expanding key frames or
video segments. They basically adopted approaches that curtailed the amount of
information displayed to users. On the contrary, Webified Video takes an unique
approach by augmenting information displayed to users via hyperlinks, although
it adheres to the approach to improve browsability and content comporehension
in a limited time.

Also, various researches have proposed video indexing as a fundamental tech-
nique to present content overview in a compact form or to provide only a digest
of the content in a limited amount of time. Conventionally, several multimodal
indexing methods have been proposed using such visual features as color[10],
camera motion[11], human faces[12], texts obtained from closed captions[13],
and classes and volumes of audio information[14].

However, because these methods are based on data provided by broadcast
stations, the obtained indices basically reflect only the intentions of TV program-
mers and stations. Therefore, conventional methods cannot incorporate such
factors as the viewpoints and responses of other viewers of a TV program into
functions of scene search, summary presentation, and digest viewing.

The proposed method enables indexing so that the original content can be
viewed with more detailed or broader information by utilizing complementary
information retrieval. Also, it enables indexing that reflects viewpoints or re-
sponses from veiwers by utilizing live chats. By using these indices, Webified
Video enables the original content to be viewed from various perspectives.

6 Conclusion

We have proposed Webified Video as a tool to achive cross-media information
integration. We showed the validity of the proposed method by implementing a
prototype system for next-generation storage TV. Webified Video segments and
structures TV programs into different levels of details and generates hyperlinks to
various positions in the program. It also retrieves related information outside the
program and associates it with the original content via hyperlinks. Preliminary
experiments showed that the proposed method simplifies scene exploration and
facilitates access to information not provided by the program in detail or from
various perspectives.

We plan to improve our prototype system by developing real-time webify-
ing transformation, real-time browsing, and a better user interface. We plan to
demonstrate that different styles of TV program viewing can be achieved by sim-
plifying Webified Video implementation and conducting evaluation experiments
using a larger number of participants.
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Abstract. Although caching has been shown to be an efficient technique to im-
prove the performance of database systems, it also introduces the overhead and 
complexity in maintaining data consistency between the primary copies on 
servers and the cached copies on clients. Little research has been performed for 
data caching in the mobile ad-hoc network (MANET) environment where both 
servers and clients are nomadic. In this paper, a caching model called 
GMANET is designed to maintain both strong and weak cache consistency for 
distributed real-time database transaction systems in group-based MANETs, 
and at the same time, to incur as few update control messages as possible. 
GMANET is compared with the existing caching models by means of simula-
tion. The experiment results show that the GMANET has the best performance 
in terms of percentage of transactions processed before their deadlines and is 
compatible with other caching models in terms of mobile hosts’ energy con-
sumption. 

1   Introduction 

With the advances in wireless networking technology and portable mobile devices, a 
new computing architecture called mobile ad hoc wireless networks (MANETs) is 
emerging. Applications in MANET are typically those that require the rapid deploy-
ment of mobile hosts and occur in a situation where a fixed infrastructure is not avail-
able. Example applications include military operations and disaster relief efforts. 

Mobile hosts in MANETs are powered by short-lived batteries, communicate via 
an unreliable wireless link, and move in various speeds. As a result, these mobile 
hosts may experience severe network congestion, prolonged transaction execution, or 
even frequent abortion of the transactions. These additional restrictions plus the dead-
line constraints imposed on time-critical applications call for a new power-aware and 
communication-cost efficient caching technique for real-time MANET database sys-
tem. Developing such a technique is the objective of our research.  

Caching has been proven to be an essential technique for improving the perform-
ance of many computing environments, such as network file systems, wired distrib-
uted database systems, and web applications [3]. The purpose of caching is to bring 
the data source as close to clients as possible, and thus, save a round-trip when the re-
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quested data are found in the local cache storage [1]. However, maintaining cache 
consistency is a challenging problem. Cache consistency can be categorized into two 
types: tight/strong cache consistency and loose/weak cache consistency [3, 14]. 
Strong cache consistency refers to the caching techniques that can always maintain 
consistency between the cached data and the original ones. Weak cache consistency 
refers to those that allow the data divergence between the cached data and the original 
ones.  

The rest of this paper is organized as follows. Section 2 reviews the current cach-
ing techniques in mobile database systems. In Section 3, GMANET, a caching model 
for group-based MANETs, is proposed. Section 4 reports simulation results. Section 5 
presents conclusions and future research work. 

2   Literature Review 

Several proposals have been made to solve the cache consistency problem in mobile 
databases. The invalidation report technique in which the servers broadcast the invali-
dation reports to their clients periodically was proposed to maintain strong cache con-
sistency [2,7]. But, it incurs the query latency [2,7] and tremendous communication 
cost. The refresh time strategy aimed at maintaining weak cache consistency was pro-
posed in [4]. However, it does not guarantee the freshness of the cached data so data-
base transactions may access the dirty data.  

Cooperative caching in MANET, which allows a client to access the cached data of 
its neighbors, was proposed in [13]. The Time-To-Live (TTL) mechanism in [13] is 
used to maintain the weak consistency level of the cache. Again, it is not applicable 
for transactions that need accurate data. Another caching model, called MANET cach-
ing, was proposed in [10]. The refresh time strategy was adopted from [4] and modi-
fied to maintain the weak cache consistency. However, the cached data can be only 
used for the read-only transactions that can tolerate out-dated data.   

In reality, the mobile clients in many applications, such as battlefields, medical 
emergencies, and fire-fighting operations, are organized in groups and their move-
ments follow pre-defined patterns [6] instead of total randomness of mobility like the 
mobility model used in [10]. Thus, a new caching model called GMANET for a 
group-based MANET is proposed in this paper and also takes power consumption, 
bandwidth, and real-time constraints into consideration. 

3   The GMANET Caching Model 

3.1   The GMANET Architecture  

The GMANET architecture is illustrated in Fig. 1. Similar to the environment in the 
MANET caching model in [10], the proposed group-based MANET also consists of 
two representative devices, Large Mobile Hosts (LMHs) such as laptops, and Small 
Mobile Hosts (SMHs) such as PDAs. The group-based MANET has a number of 
groups. Each group logically has the following entities: group leader LMH (LMHg), 
ordinary LMH and group member SMH. The LMHgs and LMHs have the whole da-
tabase management system and SMHs has a caching and query processing module. 
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The Location-Aided Routing protocol (LAR) [8] is assumed to carry out routing 
packets from the sending MH to the receiving MH. The groups, group leaders, and 
group members are defined by applications. If a group leader fails or needs to re-
charge its power, it will designate another LMH in its group as a deputy group leader 
until it recovers and then assumes the group leader role again. 

Hereafter in this paper, clients refer to those SMHs that initialize transactions and 
send to servers, and servers refer to those LMHs that provide data service to other 
network members. When LMHs request data from other servers, they themselves be-
come clients. 

 

 

Fig. 1. The GMANET architecture modified from [6] 

3.2   Data Access and Update Model 

The data model proposed in [10] is adapted in this paper. According to the update 
characteristics, data are classified into the Periodically Updated data (PU) and Ran-
domly Updated data (RU). The periodically updated data are the data that get updated 
at fixed update intervals that are specified by applications. Obviously, the periodically 
updated data are valid to use before their next updates. In battlefield applications, the 
information about logistics of all battalions is an example of a periodically updated 
data (PU). In contrast, the randomly updated data (RU) are updated anytime. An ex-
ample of such data is the current number of refugees in the emergency and rescue op-
erations. The purpose of this data update model is to support the different data fresh-
ness requirements of different transactions. 

3.3   Transaction Type 

In our real-time database system, transactions can be either firm or soft, which is de-
fined by database applications. Firm transactions are aborted if they missed their 
deadlines while soft transactions continue execution unless they missed their second 
deadlines.  Each transaction consists of a set of read and/or write operations. It has 
been observed that most of the applications in mobile environments generate more 
read operations than write operations [10]. All the write transactions are assumed to 
be executed on the servers; while the read-only transactions can be executed by ac-
cessing the cached data items. In some applications, some read transactions might not 
be as critical as the other read transactions with regard to data freshness. For example, 
from a driver’s viewpoint, the weather information and the traffic information meas-
ured at noon is not much different than those measured at 12:05 PM. But, the infor-
mation about the location, emergency medical care, or accident investigation should 
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be as accurate as possible [9]. Therefore, the read-only transactions in [10] are further 
divided into two types: 1) Up-to-Date (UD) type read-only transactions that accept 
only fresh data (e.g. transactions querying data about locations of enemies) and 2) OD 
(Out-Dated) type read-only transactions that accept slightly stale data (e.g. transac-
tions requesting data about logistics of battalions).  

3.4   The Caching Process in GMANET 

3.4.1   The Cache Consistency 
In the MANET caching model [10], the caches on the servers and clients are both 
maintained at the weak consistency level by using the refresh time strategy, thus pre-
venting all the UD type read transactions from using the cached copies.  As a result, 
The UD type read transactions have to be sent and distributed to the original servers, 
lengthening the processing of these transactions. Therefore, the efficiency of the 
MANET caching model depends largely on the application requirements. I  

In our proposed GMANET caching model, both the strong and weak cache consis-
tency levels will be maintained. The cache on clients will be maintained at the weak 
consistency level by the refresh time strategy and the cache on group leaders will be 
maintained at the strong consistency level by an asynchronous invalidation strategy. 
GMANET with both cache types solves the above shortcoming of the MANET cach-
ing model. These two types of caching mechanism are discussed separately as fol-
lows. 

3.4.1.1   Weak Cache Consistency on Clients 
Clients are allowed to cache the previously accessed data items so that the subsequent 
requests may be satisfied by the cached data and thus avoid sending them to servers. 
The refresh time strategy in [4] is modified to keep the cached data consistent at the 
weak consistency level on the client side (SMHs and ordinary LMHs) in the 
GMANET caching model. Each cached data item is associated with a refresh time in-
dicating how long this particular data item remains valid in the client’s cache. In order 
to calculate the refresh time, the update log containing the statistics about the update 
pattern is maintained on each data server. The update log records the data id, the pre-
vious mean refresh time for this data item, and the latest update timestamp of all data 
residing on the server. Before servers return the transaction results to clients, they es-
timate a refresh time for each data item in the transaction result and the estimated re-
fresh time will be sent along with the transaction result back to clients. 

The refresh time calculation is modified as follows to fit the GMANET caching 

model: 1) 
commiii TdTFRT −+=  for randomly updated data, 2) 

commiii TPTPRT −+=  for periodically updated data,  3) 
commT  = NoOfHops * 

PackageSize / Bandwidth, where 
iT  is the current update timestamp of data item i, 

id  is the mean update duration on data item i, 
iP  is the fixed update interval, 

commT  

is the transmission time between the sender and receiver, NoOfHops is the number of 
hops between the sender and the receiver, PackageSize is the transmission amount, 
and Bandwidth is the wireless bandwidth.  The reason that the refresh time is sub-
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tracted by the communication cost is to reduce the effect of the communication time, 
and thus, reduce the staleness degree of the cached data when transmitting from serv-
ers to clients. 

Through the refresh time strategy the clients are not relying on the servers’ help to 
validate their cached data items because each cached data item has already been at-
tached with the refresh time specifying how long it is valid in the future. It means that 
no additional communications between the clients and servers are needed. Unlike the 
invalidation strategy where the clients have to be connected and tuned in to receive 
the invalidation reports from servers periodically or asynchronously, this method al-
lows clients to be free to move and disconnect (offline) and still be able to validate the 
cached data items when the clients access their cached data. However, the refresh 
time strategy cannot maintain strong cache consistency while the invalidation strategy 
does. 

3.4.1.2   Strong Cache Consistency on Group Leaders 
Group leaders are allowed to cache the passing-by data on behalf of their clients. This 
is because all the transactions initiated from clients are first sent to group leaders and, 
therefore, group leaders can see all the network traffic within their registered clients. 
Thus, LMHgs are selected as the locations where the cached data is maintained at the 
strong consistency level and valid for access anytime. This will improve the process-
ing of UD type read-only transactions. 

The caches on group leaders are kept fresh by relying on the combination of in-
validation and refresh time techniques. From the review on strong cache consistency 
in Section 2, maintaining the cache at the strong consistency level is quite expensive 
since it requires all the updates made on the servers be propagated to the cache hold-
ers immediately. In GMANET, of all the LMHs we assume only group leaders are al-
lowed to maintain their cache at the strong consistency level for their clients, thus cut-
ting down the total number of sites that need invalidation messages. As a result, the 
communication overhead to maintain strong cache consistency is tolerable since the 
number of group leaders is much smaller than the number of LMHs in GMANET. 

 

 

Fig. 2. The invalidation messages from LMHs to LMHgs 

The communication overhead to maintain strong cache consistency by invalidation 
technique can be further reduced by making use of the refresh time for each cached 
data item. As discussed in the previous section, each data server maintains an update 
log, which is used to estimate refresh time for each accessed data item for its clients. 
The data servers also use the refresh time to reduce the update or invalidation mes-
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sage exchanges between them and the group leaders. As shown in Fig. 2, when data is 
updated on an data server, it first looks up its update log to see whether the refresh 
time of this updated data item is expired or not. If expired, then it is not necessary to 
send the update message to group leaders; if not expired, then the data server must 
send the update messages to each of the group leaders that have cached the updated 
data item. For example, if 50% of the cached data are associated with the correct re-
fresh time, then the update messages will be cut down by 50%, compared with the 
cost of traditional invalidation methods to maintain strong cache consistency, where 
every update invokes a communication for propagating the updated value to all the 
cache holders. 

It can also be seen that the tighter the estimated refresh time, the fewer update mes-
sages necessary to keep the cache consistent with the original servers. The tight esti-
mation of the refresh time means that the refresh time tends to be small and expired 
before the actual update, and thus the data servers do not need to send out update 
messages, saving a lot of bandwidth and energy to transmit these control messages. 

When a network partition occurs, the delayed update is assumed by the data serv-
ers. It means the data servers will wait to receive all acknowledgements of the group 
leaders before the actual updates are committed. If some group leaders are in a differ-
ent partition, the data servers will delay the updates until the refresh time expires. 

3.4.2   Cache Data by Clients and by Group Leaders 
When a transaction result is returned to a client from its group leader, the client will 
check the transaction type since the client only caches the data requested by OD type 
read transactions; the data items accessed by UD type read transactions have already 
been cached by their group leaders. The reasons for this cache assignment are two 
folds. First, it is to reduce the cache storage burden on the client side since clients are 
much more limited in terms of memory and disk space. Second, it is to reduce the re-
dundancy since it is not efficient if both clients and their group leaders cache the same 
data. For each data item marked with the refresh time in the transaction result, if it is 
already cached, the client updates its value and refresh time; if it is not cached and the 
cache storage is not full, the client inserts it into an empty space; otherwise, the client 
executes the replacement policy (Section 3.4.5) to select a slot for a newly arrived 
data item. 

The group leaders will cache only data that are accessed by UD read-only transac-
tions. When the results of all the sub transactions are sent back from all the participat-
ing servers (LMHps), the group leaders have a decision to make as to what kind of 
data they should cache. In order to reduce the overhead of the communication cost as-
sociated with the strong cache consistency policy, the group leaders only cache the 
data accessed by UD type read-only transactions instead of all the transactions. The 
accessed data by the OD type read-only transactions will be cached on the clients’ 
side as discussed above. The cache on the group leaders will be used to satisfy all the 
subsequent UD read-only transactions sent from their group members. 

3.4.3   Cache Access by Clients 
In GMANET, the cache on the client side is only kept at the weak consistency level, 
and thus only OD type read transactions accepting slightly out-dated data can access it 
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Fig. 3. The access of cached data items on the client side 

(see Fig. 3); the cache on the group leaders is kept at the strong consistency level, and 
thus, read transactions, either OD or UD type, can access the cached data on LMHgs. 
All the write transactions have to be sent and processed at the group leaders LMHgs. 

It is highly likely that the OD type read transactions are answered by using locally 
outdated cached data because the weak consistency protocol is used on the client’s 
side. Even though the servers help estimate the refresh time based on the past update 
statistics of the clients, the refresh time of each cached data item is only the best effort 
estimation. Any updates happened on the servers may not reflect on the cached copies 
of the clients in a timely fashion, and thus, it is inevitable for OD type read transac-
tions to access the stale cache. 

The access of the cached data items by clients is shown in Fig. 3. If an initiated 
transaction is an OD type read transaction, the client checks its cache first and identi-
fies all the cache misses and cache hits. It then sends the transaction requesting for 
cache misses to the group leader. If it is the UD type read-only or write transaction, 
the client sends it to its group leader for processing directly. 

3.4.4   Cache Access by Group Leaders 
When a transaction is initialized by an SMH and it is an OD read-only transaction, it 
is first processed by the SMH to identify the locally qualified cached data items called 
cache hit or cache miss otherwise. After processing, the SMH will package the cache 
misses and send them to its group leader. Since the cached data on LMHgs are always 
kept consistent with the original copies, all the read transactions, both UD and OD 
types, can access the cached data.  

The cache access by group leaders is shown in Fig. 4. When a new transaction ar-
rives, and it is the read transaction, it will be first processed by using the cached data 
maintained on the group leaders, and the cache hit data set, which is {i’}, and cache 
miss data set, which is {I} – {i} – {i’} (note the {i} is the local cache hit data set on 
the transaction initiator client), are identified. The group leader then distributes the 
cache misses to all the participating servers (LMHps). All the write transactions are 
distributed to the original servers for processing. 
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Fig. 4. The access of cached data on the group leader side 

3.4.5   Cache Replacement 
The cache replacement proposed in [10] is adapted in this research to make room for 
newly arrived data items when the cache storage is full. Both the group leaders and 
their group members use the same replacement policy. Initially, each mobile host 
(server or client) will check whether its storage is full or not. If it is not full, it inserts 
the newly arrived data into the empty entries in its cache. If it is full, it starts the re-
placement process by searching for expired data items in its cache. If an expired item 
is found, it just replaces it; otherwise it searches for the data items with the lowest ac-
cess frequency accessed by soft transactions. If it is not found, then it searches for the 
data items with the lowest access frequency by firm transactions. The unique charac-
teristic of this replacement policy is that it puts a higher caching priority on firm 
transactions than soft transactions, and thus, favors firm transactions over soft transac-
tions since the firm transactions must be aborted if they missed their deadlines. 

4   Simulation Experiments 

Four simulation models using AweSim software [11] are built to compare the 
GMANET caching model, the MANET caching model, CHAN caching model and 
the baseline model without caching module. The performance metrics are 1) the per-
centage of transactions missing their deadlines, indicating how many transactions 
cannot be processed successfully within their transaction deadline requirements [10], 
2) the total energy consumptions of all LMHs and all SMHs, 3) the average difference 
in energy consumption between two LMHs indicating how balance the system is in 
terms of energy consumption, and 4) the cache hit ratio, computed as the transactions 
fulfilled by the servers’ or clients’ caches over the total transactions initialized in the 
system. The parameters listed in Table 1 are the default parameter settings for the fol-
lowing simulation experiments. 

4.1   Effect of Firm/Soft Ratio 

The four models show different capacities of processing transactions before their 
deadlines in Fig. 5. The NO caching model performs the worst, followed by the 
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Table 1. The simulation parameters in the system 

Parameter Value Range Default  Reference 

Firm/Soft Ratio 0, 0.25, 0.5, 0.75, 1  0.5  

OD/UD Ratio 0, 0.25, 0.5, 0.75, 1  0.75  

Cache Size  0.2, 0.4, 0.6, 0.8  0.6  

Number of LMHs - 20  

Number of SMHs - 40  

Simulation Area - 1000x1000  

Bandwidth - 11 Mpbs [12] 
LMH Energy Dissipation 
Rate in Active Mode - 15.4 w [5,12] 
LMH Energy Dissipation 
Rate in Doze Mode - 7.97w [5,12] 
SMH Energy Dissipation 
Rate in Active Mode - 2.178 w [5,12] 
LMH Energy Dissipation 
Rate in Doze Mode - 1.4w [5,12] 

CHAN caching model and the MANET caching model; the best is the GMANET 
caching model. With more firm transactions in the system, the performance gaps 
among these four models become larger. It is obvious that the NO caching model is 
the worst because it does not equip with the caching component like the other three 
caching models. The better performance of the three caching models is contributed to 
the caching mechanism so that some transactions can reduce their transaction paths by 
going through shortcuts of the cached copies instead of the whole transaction path. 
Also, the shortened transaction path means a reduced amount of transmission, thus 
saving a lot of energy spent on transmission and computation. Among the three cach-
ing models, the GMANET has the best performance due to the fact that its caching 
system allows not only OD type read transactions but also UD type read transaction to 
access its cached data. Compared to GMANET, the MANET and CHAN Caching 
models allow only OD type read-only transactions to access their cached data, and re-
quire all the UD type read-only transactions to be processed by the original servers. 
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4.2   Effect of OD Ratio 

Fig. 6 shows that when the OD type transaction increases, the percentage of transac-
tions missing deadlines decreases in both CHAN and MANET, but it remains more or 
less the same in the GMANET caching model, and does not exhibit as much sensitiv-
ity to the changes of OD type transactions as the other two caching models do. The 
above observed trend is expected. As all the caches in both the CHAN and MANET 
caching models are maintained at the weak consistent level, only OD type transac-
tions are allowed to access the cached data and all the UD type transactions will be 
sent to the origin server to process. While the cache on the group leaders in 
GMANET is maintained at the strong consistency level and the cache on the clients is 
maintained at the weak consistency level, the OD type transactions can access the 
cached data on the clients and on the group leaders, and the UD type transaction can 
access the cached date on the group leaders. Thus, the performance gain in GMANET 
is contributed to its double cache types in the system. The performance in terms of 
percentage of transactions missing deadlines of GMANET is on average about 20% 
better than MANET, 50% better than CHAN, and 100% better than NO Caching.  

4.3   Effect of Cache Size 

The cache size on the clients and servers is varied to show its effect on the perform-
ance of the four models. The NO caching model does not change with the cache size 
in all the metrics studied because it has no caching mechanism. It can be seen in Fig. 
7 that the percentage of the transactions missing deadlines decreases with the increase 
of the cache size in all the three caching models. With the increase of the cache size 
more data can be cached for the subsequent transactions, and thus, the probability of 
satisfying the transactions with the local cached data increases. Among the three cach-
ing models, the GMANET technique performs the best, followed by MANET and 
CHAN. The same analysis as that in the previous experiments holds true for the per-
formance differences among the three caching models. 
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5   Conclusions 

Designing a caching technique in group-based MANETs is meaningful since, in prac-
tice, with most applications such as battlefields, medical emergencies, and fire-
fighting, there are several logical units involved and their movements follow some 
pre-defined patterns instead of total randomness. A new caching model called 
GMANET has been proposed for group-based MANETs in this research, and the pre-
liminary simulation results show that it performs the best in terms of its ability to 
complete transactions before their deadlines. However, a hand-off mechanism is 
needed to handle the scenario when the group leaders run out of energy and new 
group leaders are designated as their successors. 
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Abstract. Point-transformation schemes transform multidimensional points to 
one-dimensional values so that conventional access methods can be used to in-
dex multidimensional points, enabling convenient integration of multidimen-
sional query facilities into complex transactional database management sys-
tems. However, in high-dimensional data spaces, the computational complexity 
of the required query transformation is prohibitive. This paper proposes a near-
optimal solution based on our novel ideas of adaptive Z-ordering. The experi-
mental results show that the proposed approach significantly improves the 
query performance of point-transformation schemes. The idea can easily be 
generalized to accommodate any hierarchical space-filling curve, not just the Z-
curve.  

1   Introduction 

Many database applications, such as multimedia databases, on-line analytic process-
ing, data ware-housing, data mining, and information retrieval, require a transactional 
Database Management System (DBMS) equipped with an efficient access method for 
multidimensional data objects. Although many multidimensional access methods have 
been developed, fully integrating a multidimensional access method into a transac-
tional DBMS is difficult – the complexity of multidimensional access methods hin-
ders the development of fine-grain (record-level) concurrency control and recovery 
[9]. Transformation schemes have been proposed as a convenient alternative. Trans-
formation schemes can be categorized into two groups: spatial transformation 
schemes (STS) and point-transformation schemes (PTS). STSs, such as r2G transfor-
mation schemes [9], map multidimensional regions onto higher dimensional points. 
PTSs, such as the pyramid-technique [3] and UB-trees [2,8], transform multidimen-
sional points onto one-dimensional values. PTSs enable us to use a conventional ac-
cess method (e.g., B+-trees [1]) of the underlying DBMS to index multidimensional 
point data.  

The portability of an STS is maximized when it is combined with a PTS [9]. Con-
sidering the fact that most transactional DBMSs provide B+-trees [1], the importance 
of PTSs in the deployment of multidimensional access methods in transactional envi-
ronments cannot be understated. The pyramid-technique [3] is a PTS mapping each 
multidimensional point onto a one-dimensional value (pyramid value). However, the 
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mapping procedure does not preserve the uniqueness of the points (i.e., different data 
points can be mapped onto the same pyramid value). Thus, not only the pyramid val-
ues but also the original coordinates of the data points are stored in the underlying 
B+-tree [1]. 

Many popular PTSs are based on a space-filling curve (discussed in Section 2). A 
space-filling curve starts at the origin of the data space (universe) and visits all the lo-
cations in the universe. Since each unique location in the universe is visited only 
once, every data point on the curve has a unique distance from the origin. To process 
a range query, a set of the curve segments that intersect the given query is computed 
and each segment is processed by a one-dimensional range query (i.e., a fetch opera-
tion followed by zero or more get-next operations). That is, the given query range is 
transformed into a set of one-dimensional ranges. The query performance of this type 
PTSs is significantly influenced by several performance related factors (performance 
parameters) including the computation of the sub-query segments, the number of the 
sub-query segments, and the length of each segment. Our novel query processing 
technique proposed in this paper significantly improves the query performance of 
PTSs [2,4,8] by adaptively tuning these performance parameters on the fly.  

The rest of this paper is organized as follows. Section 2 reviews point transforma-
tion schemes. Section 3 introduces the proposed query transformation technique. Sec-
tion 4 presents our experimental results. Section 5 concludes this paper. 

2   Point-Transformation Schemes 

Most point-transformation schemes (PTSs) use the ubiquitous B+-tree [1] as the index 
structure. Spatial selection of points lying in a given query region is processed by us-
ing the standard search operations of the B+-tree: fetch and get-next. Given a search 
key value, the fetch operation starts with the root of the B+-tree structure and propa-
gates downward, traversing a single path in the tree. At each interior page, the entries 
are tested and the child page whose one-dimensional range encloses the given key 
value is selected. When the search reaches the leaf, the data entry whose key value is 
the same as the given key value is selected. In the case of unsuccessful search, the call 
returns the next data entry, if any, in the natural ordering of the entries’ keys. The 
get_next operation simply returns the next data entry that immediately follows the 
current one at the leaf level of the structure (the data entries at the leaf level are sorted 
in an ascending order by their key values). 

Many well-known PTSs use a space-filling curve (e.g., Z-curve [4,6,8] and Hilbert-
curve [5]). Among these PTSs, UB-trees [2,8] have shown their portability and effi-
ciency by being successfully implemented on some transactional DBMSs [8]. UB-
trees (as well as DOT [4]) are based on the Z-curve.  

One can think of the Z-curve as a hierarchical space-filling curve. A given d-
dimensional hyper-square universe is first divided into 2d d-dimensional subspaces of 
the same size by d (d-1)-dimensional division hyperplanes. Each (d-1)-dimensional 
division hyperplane is perpendicular to one of the axes. The subspaces are ordered as 
shown in Figure 1a. Then, as shown in Figures 1b and c, each subspace is recursively 
divided and ordered in the same way. This recursive division continues until every 
sub-space represents an exact location in the data space. To transform a d-dimensional 
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point (X0, X1, …, Xd-1) to a one-dimensional value (Z-value), the bit-interleaving shuf-
fle function is used. The binary representations of the coordinates X0, X1, …, Xd-1 are 
interleaved, beginning with the first bits. Thus, the ith bit of the Z-value is the  i/d th 
bit of Xi%d (note that the first bit is 0th bit).  

There are three types of range queries for point data [9]: (1) pEqual (q, p), find 
every point p whose location is exactly the same as the given location q; (2) pCon-
tains (q', p), find every point p that is in the interior of the given range q'; (3) pCovers 
(q', p), find every point p that is in the interior or on the boundary of the given range 
q'. The exact match query (i.e., pEqual (q, p)) is processed as follows: first, the given 
query point q is mapped onto a Z-value zq by the shuffle function; second, call the 
fetch function with the parameter zq; third, repeatedly call the get-next function until 
the return data entry’s key is greater than zq.  

0   1   2   3   4   5   6   7

7   6   5  4   3  2   1  0

(a) (b) (c)  

Fig. 1. Recursive Z-ordering: (a) one-level, (b) 2-level, and (c) 3-level (exact) Z-ordering of a 
normalized universe [0, 7]2 

The query range q' of pContains (q', p) and pCovers (q', p) is not a point, but the 
minimal bounding rectangle (MBR) of an arbitrary query region q [9]. To process a 
range query, one must find all data points that are contained by or covered by q'. The 
original UB-tree (i.e., UB/API [2,8]), as well as DOT [4], process a given range query 
as follows: (1) Compute every Z-curve segment (i.e., contiguous Z-values) that is 
covered by (for pCovers(q', p)) or contained by (for pContains (q', p)) the given query 
MBR q'; (2) Then each segment is processed by the underlying B+-tree. To process 
each segment, one fetch call and zero or more get-next calls are made. 

As an example, suppose that a query pCovers (q', p) is given. Figure 2a shows a 
scenario with four Z-curve segments (bolded segments) inside q'. In this case, up to 
four fetch calls are required. In contrast, Figure 2b shows a case where many short 
segments (bolded segments and dots) are found. In this case, we need up to ten fetch 
calls for processing the query that covers 16 locations.  

The problems of this approach are the significant computation overhead (Step (1)) 
and a large number of sub-queries (Step (2)). To attack these problems, Ramsak and 
his colleagues implemented UB-trees in a different fashion [8]. Instead of separated 
two steps (i.e., Steps (1) and (2)), they combined them. That is, the Z-curve segments 
are computed on the fly. In their page-by-page approach, the first Z-value intersecting 
q' is computed and an immediate fetch call is made. Then all matching data entries of 
the fetched leaf page of the B+-tree are found. Next intersecting leaf page can be 
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found by computing the next nearest Z-value, which intersects q'. These steps are re-
peated until there is no more Z-value intersecting q'. In this implementation, the com-
putation of the segments that belong to the same leaf page is not necessary. Conse-
quently, the computation overhead is significantly reduced, and each involved leaf 
page of the B+-tree is read only once. Moreover, in the pipelined query evaluation, 
the first result data item is retrieved much faster. However, this fully integrated UB-
tree requires some modification of the standard B+-tree interface functions (i.e., fetch 
and get-next). 

0   1   2   3   4   5   6   7

7   
6  
5   
4   
3  
2   
1   
0 

(a) 
0   1   2   3   4   5   6   7

7   
6  
5   
4  
3   
2  
1   
0

(b)  

Fig. 2. The exact Z-ordering for the q's (a) [<2,2>, <5,5>] and (b) [<1,1>, <4,4>] 

3   Adaptive Query Transformation 

The solution that we propose in this section is restricting the level of recursive Z-
ordering in the process of the range query. This restriction produces a smaller number 
of longer segments. For example, Figure 3 shows that a smaller number of segments 
(i.e., four segments) are produced when the 2-level Z-ordering is used to process the 
range query. By comparing Figures 2b and 3, one can easily find that each abstract Z-
value (Z-square) in Figure 3 represents four exact locations. Note that the k-level Z-
ordering produces 2d×k k-level Z-squares, each of which consists of 2d contiguous 
(k+1)-level Z-squares, where d is the number of data dimensions. For example, the 1-
level Z-ordering produces four Z-squares as shown in Figure 1. There are 16 2-level 
Z-squares in Figure 3. 

 

0   1   2   3   4   5   6   7
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0

 

Fig. 3. Processing the range query in Figure 2b with the 2-level Z-ordering (every vertex on the 
curve corresponds to 4 coordinate pairs) 
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This restricted Z-ordering in the process of the range query incurs false drops. For 
example, in Figure 3, the bolded box is an abstract of q' (q' is the shaded region). The 
B+-tree searches will produce false drops, since the last two bits of the key values are 
not considered. Although we can easily find and discard these false drops1, the k-level 
Z-ordering, with smaller k, comes at a larger number of additional page accesses to 
read in false drops. Therefore, to make this idea valuable, one must find the appropriate 
level of Z-ordering so that the performance gain with a smaller number of segments 
can overweigh the performance lose with the false drops.  

3.1   Design 

In Figures 1, 2, and 3, the universe is a hyper-square whose domain is [0, 2i-1], where i 
is an integer greater than or equal to 0, along all dimensions. However, in practice, dif-
ferent dimensions can have different domains. That is, the universe need not be repre-
sented by a single Z-curve. Consequently, the recursive Z-ordering becomes compli-
cated. Fortunately, we can perform Z-ordering not on the data space but on a Z-square 
that fully encloses q'. We can calculate such Bounding Z-square (BZ) as follows: (1) 
the low-endpoint of BZ is set to 0 along every axis (i.e., lowi(BZ) = 0 for every dimen-
sion i)2; (2) find the smallest integer x such that 2x - 1 is greater than or equal to the 
high-endpoint of q' along every dimension. The high-endpoint of the BZ is 2x - 1 along 
every axis (i.e., highi(BZ) = 2x - 1 for every dimension i).  

The Z-squares produced by a restricted Z-ordering are not necessarily covered by q' 
because they are not points. Instead, some (if not all) of them may overlap q' (compare 
Figures 2b and 3). Because of this, we need an additional post processing to find and 
discard false drops (data entries) from the result of the search before the actual data set 
is accessed.  

In the process of the Z-squares that overlap q', one can reduce the number of get-
next calls. If a point is covered by the given q', its exact Z-value z must be: zlow(q') ≤ z 
≤ zhigh(q'), where zlow(q') and zhigh(q') are the Z-values of the low- and high-
endpoints of q', respectively. Therefore, when a Z-square that overlaps q' is processed, 
we can bypass the Z-values that do not satisfy this condition by calculating the first key 
and the last key: (1) call the fetch function with the search key value calculated by Al-
gorithm 1; (2) repeatedly call the get-next function until the return entry’s key becomes 
greater than the key value calculated by Algorithm 2. An illustrated example is given 
in Figure 4. 

Algorithm 1: FETCH_POINT 
for(i=0; i<d; i++) { 
   if(lowi(Z-square) < lowi(q')) 
      fetch_pointi = lowi(q') 
   else 
      fetch_pointi = lowi(Z-square) 
} 
return(Z_shuffle(fetch_point)); 

Algorithm 2: STOP_POINT 
for(i=0; i<d; i++) { 
   if(highi(Z-square) > highi(q')) 
      stop_pointi = highi(q') 
   else 
      stop_pointi = highi(Z-square)
} 
return(Z_shuffle(stop_point));  

                                                           
1 These false drops can be filtered out before the actual data set is accesses because the Z-

values of the data entries represent the exact location of the points. We can even re-generate 
the original coordinates by reversely applying the shuffle function. 

2 Here we assume that all data domains are positive and a negative coordinate value is not al-
lowed.  



202 B. Yu 

 

Note that our query transformation processes Z-squares in the ordering of Z and 
makes a get-next call instead of a fetch call when the get-next function can certainly 
return an entry whose key is greater than or equal to the low-endpoint of the next Z-
square (i.e., the Z-value of the low-endpoint of the Z-square is smaller than or equal 
to the current key). Therefore, contiguous Z-squares are naturally combined into a 
single segment and every empty Z-square covering no data point (i.e., the Z-value of 
the high-endpoint is smaller than or equal to the current key) is automatically dis-
carded without unnecessary page accesses. Moreover, the portions of the BZ that are 
out of the universe are automatically clipped. 

 

Fig. 4. Examples of the FETCH_POINT (white locations) and the STOP_POINT (black loca-
tions) algorithms 

Given a query, determining the query transformation level k is the core of this pro-
posed technique. When the length of the BZ along each axis is x, the log2(x+1)-level 
Z-ordering will produce exact locations of the universe. For example, the exact Z-
ordering for the universe in Figure 1 is the 3-level (i.e., log2(7+1)-level) Z-ordering. 

The exact Z-ordering in query processing requires a larger amount of CPU time 
and shows poor scalability to higher dimensional spaces. Because each level of Z-
ordering divides each Z-square into 2d (where, d is the number of dimensions) Z-
squares, the number of fetch calls and the CPU overhead grow, exponentially, as the 
data dimensionality d increases. In contrast, a low-level Z-ordering requires a smaller 
number of fetch calls, but produces a greater number of get-next calls and false drops.  

The above tradeoffs between high-level Z-ordering and low-level Z-ordering are 
balanced when the ratio (the number of page accesses for the fetch calls / the number 
of page accesses for the get-next calls) is 1. Since each fetch operation requires h page 
accesses (where h is the height of the B+-tree), a fetch operation is ln2×c×h (where c 
is the leaf-level page capacity of the B+-tree) times slower than a get-next operation 
on average.3 The get-next operation does not necessarily return the next location on 
the Z-curve – the next entry often has a key that is several locations away from the 
current Z-value. For example, in Figure 2a, if there is no point at the locations (3,2) 
and (2,3), the get-next right after the fetch for (2,2) will return the point (3,3). That is, 
the get-next will pass several Z-values without incurring any page access (the number 
of Z-values passed is dependent on the spatial density of the data points). The average 

                                                           
3 When the page capacity of the leaves is c, the expected number of entries in each leaf node of 

the B+-tree is ln2·c [1,7]. 
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ratio (the number of page accesses for the fetch calls / the number of page accesses 
for the get-next calls) is 1 when each fetch call is followed by ln2×c×h get-next calls. 
In other words, the tradeoffs are balanced when each of the Z-curve segments has 
ln2×c×h data points. This is ideal because an unsuccessful fetch is compensated by a 
sufficiently large number of following get-next operations that return data objects. 
That is, the wasted CPU time and fetch calls are minimized while a reasonable num-
ber of false drops being produced.  

The k-level Z-ordering divides a d-dimensional BZ into 2d×k Z-squares. Therefore, 
the average number nP of data points in a k-level Z-square that overlap the query re-
gion can be approximated as follows: ,)2/1( nrn kd

P ⋅⋅≈ ⋅ where, n is the total num-

ber of data points and r = size(BZ) / size(universe). Please recall that every search 
space is confined in the overlapping region of the BZ and the universe. 

The ratio (the number of page accesses for the fetch operations / the number of 
page accesses for the get-next operations) of each Z-square is balanced when nP = 
ln2×c×h. With this, we approximate the appropriate level k of the Z-ordering using 
the following equation:  

 
      (1) 
 

In Equation 1, the level of the Z-ordering for a given range query can be adaptively 
restricted by the number d of dimensions, the size n of the data set, the page capacity 
c of the underlying index structure (B+-tree), and the parameter r, which is deter-
mined by the location and size of the given query range4. In addition, since we apply 
the Z-ordering to the BZ (Minimum Bounding Z-square), our query transformation 
can support non-square universe.  

4   Experiments 

We conducted a set of experiments to validate the effectiveness and efficiency of the 
proposed adaptive Z-ordering. For the experiments, we implemented a B+-tree library 
whose key-length can be initialized to a multiple of 4-byte unit.  The page size was set 
to 2K-byte. Each d-dimensional test dataset consisted of 65,536 randomly generated 
d-dimensional data points each of which is represented by <c0, c1, ..., cd-1, tp>, where 
tp is a 4-byte tuple pointer and ci is a 4-byte coordinate value of the point, for i=0, ..., 
d-1. The extent of the data universe was confined to a random value in [8000, 12000] 
along every dimension, and duplicates (multiple points having the same position in 
the space) were allowed, and the position of each d-dimensional point was mapped 
onto a d×4-byte Z-value by the shuffle function.  

For each test dataset, a B+-tree structure was built by inserting every point of the 
dataset. Then 500 range queries were processed both by the conventional query proc-
essing technique of PTSs (UB in Figure 5) and by the proposed adaptive query proc-

                                                           
4 In Equation 1, “rint” means rounded integer. 
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essing technique (AUB in Figure 5). Each range query was represented by two ran-
domly generated end-points whose positions are in the interior of the data universe. 
The average number of page accesses and the average turn-around time (i.e., the aver-
age time interval between the time of query submission and the time of completion) 
of these 500 random queries were recorded. The experiments were performed on a 
Linux workstation equipped with a Pentium-1GHz processor and a SCSI hard-disk 
drive. 

Our experimental results (Figure 5) show that the proposed query processing tech-
nique (AUB) is much superior to the conventional query processing technique (UB) 
in the tested cases. In the experiments, UB accessed a much larger number of pages 
because of a larger number of fetch calls. 
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(a)         (b) 

Fig. 5. The average number of page accesses (a) and the average turn-around time (b) of the 
UB-trees and the AUB-trees 

To test the optimality of the Z-ordering level calculated by the proposed adaptive 
query processing technique (Equation 1), we have conducted another set of experi-
ments. Figure 6 shows the average turn-around times of query processing with various 
levels of Z-ordering. While Figure 6a shows the scalability to higher-dimensional 
datasets, Figure 6b shows the scalability to larger datasets in 6-dimensional space. In 
the figure, 'UBx' denotes the query processing in which the level of Z-ordering is x 
and 'AUB' stands for the adaptive query processing based on Equation 1. UB is the 
conventional query processing. As revealed in Figure 6, although a few exceptional 
cases (e.g., the 5- and 6-dimensional cases in Figure 6a) exist, the proposed approach 
generally selects the optimum level of Z-ordering and very quickly and automatically 
adapts to the given environment.  

The experimental results with skewed datasets in Figure 7 confirm this. In each 
skewed dataset, along every dimension, 80% of the points have the coordinates that 
are smaller than the mid-point of the confined data universe and 20% of the points 
have the coordinates that are greater than the mid-point of the universe. This repre-
sents two data clusters of different data densities. 
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Fig. 6. The average turn-around time of UB, UB0, UB1, UB2, UB3, and AUB: uniformly dis-
tributed data 
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Fig. 7. The average turn-around time of UB, UB0, UB1, UB2, UB3, and AUB: skewed data 

5   Conclusion 

Multidimensional access methods are required by many database applications. Con-
sidering the fact that most DBMSs are equipped with the B+-tree, point-
transformation schemes are very useful in supporting multidimensional database ap-
plications – one can integrate a point-transformation scheme into any DBMS without 
modifying the existing components of the DBMS. 

In this paper, we proposed an adaptive query processing technique for point-
transformation schemes. The proposed technique is based on the idea of restricted Z-
ordering and significantly improves the query performance of point-transformation 
schemes for higher dimensional, larger data. Because the proposed query transforma-
tion creates a smaller number of longer sub-query segments, both the number of page 
accesses and the computational complexity can be dramatically reduced. Unlike some 
other variants of UB-trees, this approach requires no modification of the underlying 
DBMS, which enables a convenient integration of advanced multidimensional capa-
bilities into complex transactional DBMSs. Our experimental results showed that the 
proposed query processing technique mostly selects the best level of Z-ordering that 
results in significant improvements in query performance. 

A generalization of the proposed adaptive query processing technique can easily 
accommodate any hierarchical space-filling curve, not just the Z-curve. In our future 
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work, we will investigate the idea of dynamically refining a basic parameter used to 
guide the adaptive Z-ordering based on the actual distribution of already accessed 
data. 
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Abstract. The signature file method is a popular indexing technique used in 
information retrieval and databases. It excels in efficient index maintenance and 
lower space overhead. Different approaches for organizing signature files have 
been proposed, such as sequential signature files, bit-slice files, S-trees, and its 
different variants, as well as signature trees. In this paper, we extends the 
structure of signature trees by introducing multiple-bit checkings. That is, 
during the searching of a signature tree against a query signature s

q
, more than 

one bit in s
q
 will be checked each time when a node is encountered. This does 

not only reduce significantly the size of a signature tree, but also increases the 
filtering ability of the signature tree. We call such a structure a general 
signature tree. Experiments have been made, showing that the general signature 
tree uniformly outperforms the signature tree approach.  

Keywords: index, signature file, signature identifier, signature tree, information 
retrieval. 

1   Introduction 

An important question in information retrieval is how to create a database index which 
can be searched efficiently for the data one seeks. Today, one or more of the following 
techniques have been frequently used: full text searching, B-trees [3], inversion [14, 23] 
and the signature file [11, 12, 17]. Full text searching imposes no space overhead, but 
requires long response time. In contrast, B-trees, inversion and the signature file work 
quickly, but need a large intermediary representation structure (index), which provides 
direct links to relevant data. In this paper, we concentrate on the techniques of signature 
files and discuss a new approach for organizing signature files.  

The signature file method was originally introduced as a text indexing methodology 
[11, 12]. Nowadays, however, it is utilized in a wide range of applications, such as 
office filing [7], hypertext systems [13], relational and object-oriented databases [6, 15, 
18, 22], as well as data mining [1]. In comparison with the other index structures, it has 
mainly the following advantages:  

- it can be used to efficiently evaluate set-oriented queries; 
- it can handle insertion and update operations easily. 

* The author is supported by NSERC 239074-01 (242523) (Natural Sciences and Engineering 
Council of Canada). 
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A typical query processing with the signature file is as follows: when a query is given a 
query signature (a bit string) is formed from the query values. Then each signature in the 
signature file is examined over the query signature. If a signature in the file covers the 
query signature, the corresponding data object becomes a candidate that may satisfy the 
query. Such an object is called a drop. The next step of the query processing is the false 
drop resolution. Each drop is accessed and examined whether it actually satisfies the 
query condition. Drops that fail the test are called false drops while the qualified data 
objects are called actual drops.  

Different approaches for organizing signature files have been proposed, such as 
sequential signature files, bit-slice files [15], S-trees [9], and its different variants [20, 
21], as well as signature trees. In this paper, we introduce a new way to organize 
signature files by extending the structure of signature trees. Instead of checking only one 
bit in the query signature each time when a node is encountered during the searching of 
a signature tree, multiple bits will be checked. This enables us both to  

(i) decrease the size of a signature tree, and  
(ii) increase the filtering ability of a signature tree. 

Experiments are made, which show that the general signature tree is really beneficial 
in comparison with the signature tree approach. 

The remainder of the paper is organized as follows. In Section 2, we show what is a 
signature file and what is a signature tree. In Section 3, we introduce the structure of 
general signature trees and discuss how they can be constructed. Section 4 is devoted to 
the maintenance of general signature trees. In Section 5, we report the experiment 
results. Finally, Section 6 is a short conclusion.  

2   Signature Files and Signature Trees  

Intuitively, a signature file can be considered as a set of bit strings, which are called 
signatures. Compared to the inverted index, the signature file is more efficient in 
handling new insertions and queries on parts of words; and especially suitable for set-
oriented query evaluation. But the scheme introduces information loss. More 
specifically, its output usually involves a number of false drops, which may be 
identified only by means of a full text scanning on every text block short-listed in the 
output. Also, for each query processed, the entire signature file needs to be searched [11, 
12]. Consequently, the signature file method involves high processing and I/O cost. This 
problem is mitigated by partitioning a signature file, by introducing an auxiliary data 
structure, as well as by exploiting parallel computer architectures [8].  

2.1   Signature Files  

Signature files are based on the inexact filter. They provide a quick test, which discards 
many of the nonqualifying elements. But the qualifying elements definitely pass the test 
although some elements which actually do not satisfy the search requirement may also 
pass it accidentally, i.e., there may exist “false hits” or “false drops” [11, 12]. In an 
object-oriented database, for instance, an object is represented by a set of attribute 
values. The signature of an attribute value is a hash-coded bit string of length m with k
bits set to “1”. As an example, assume that we have an attribute value “professor”. Its 
signature can be constructed as follows. In terms of [4], the letter triplets in a word (or 
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an attribute value) are the best choice for information carrying text segments in the 
construction of the signature for that word. So we decompose “professor” into a series 
of triplets: “pro,” “rof,” “ofe,” “fes,” “ess,” and “sor.” Using a hash function hash, we 
will map a triplet to an integer p indicating that the pth bit in the string will be set to 1. 
For example, assume that we have hash(pro) = 2, hash(rof) = 4, hash(ofe) = 8, and 
hash(fes) = 9. Then, we will establish a bit string: 010 100 011 000 for “professor” as its 
word signature (see [10] for a detailed discussion.) An object signature is formed by 
superimposing the signatures for all its attribute values. (By ‘superimposing’, we mean 
a bit-wise OR operation.) Object signatures of a class will be stored sequentially in a 
file, called a signature file. Fig. 1 depicts the signature generation and comparison 
process of an object having three attribute values: “John”, “12345678”, and “professor”.  

When a query arrives, the object signatures are scanned and many nonqualifying 
objects are discarded. The rest are either checked (so that the “false drops” are 
discarded) or they are returned to the user as they are. Concretely, a query specifying 
certain values to be searched for will be transformed into a query signature s

q
 in the 

same way as for attribute values. The query signature is then compared to every object 
signature in the signature file. Three possible outcomes of the comparison are 
exemplified in Fig. 1: (1) the object matches the query; that is, for every bit set in s

q
, the 

corresponding bit in the object signature s is also set (i.e., s s
q
 = s

q
) and the object 

contains really the query word; (2) the object doesn’t match the query (i.e., s s
q

s
q
); 

and (3) the signature comparison indicates a match but the object in fact doesn’t match 
the search criteria (false drop). In order to eliminate false drops, the object must be 
examined after the object signature signifies a successful match.  

In addition, we can see that the signature matching is a kind of inexact matching. 
That is, s

q
 matches a signature s if for any bit set to 1 in s

q
, the corresponding bit in s is

also set to 1. However, for any bit set to 0 in s
q
, it doesn’t matter whether the 

corresponding bit in s is set to 1 or 0.  
The purpose of using a signature file is to screen out most of the nonqualifying 

objects. A signature failing to match the query signature guarantees that the 
corresponding object can be ignored. Therefore, unnecessary object access is prevented.  

To determine the size of a signature file, we use the following formula [4]: 

m × ln2 = k × D,

where D is the average size of a block. (In a relational or an object-oriented database, D
can be considered to be the average number of attributes in a tuple or in an object.). 

In a signature file, a set of signatures is sequentially stored, which is easy to 
implement and requires low storage space and low update cost. However, when a query 
is given, a full scan of the signature file is required. Therefore, it is generally slow in 
retrieval. Fig. 2 is a quite simple signature file. If more than one objects share the same 
signature, that signature will be associated with the identifiers of all those objects.  

Fig. 1. Signature generation and comparison
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1 0 1 0 1 0 0 1
0 1 1 0 0 0 1 1
0 0 1 0 1 1 0 1
1 1 1 0 1 0 0 0
0 0 1 1 1 0 0 1
1 1 1 0 0 0 1 0
0 1 0 1 0 0 1 1
0 1 0 1 0 1 1 0

o1
o2
o3
o4
o5
o6
o7
o8

signature file: OIDs: 010 100 110 100
111 010 010 010
001 001 001 001
110 010 010 010
000 010 001 001
010 001 000 100
100 000 110 010
100 000 010 110

s1.
s2.
s3.
s4.
s5.
s6.
s7.
s8.

(a) (b)

1

2

2.8.

2

7

6.

5

1.3.

3

5.

7

7. 4.

0 1

0

0 0

0

0 0

1

1

1

1 11

Fig. 2. Illustration of sequential              Fig. 3. A signature file and its signature tree 

2.2   Signature Trees  

In [5], a new method was proposed to organize signature files to speed up a signature 
file scanning. Using this method, a tree over a signature file S, called a signature tree, is 
constructed with the following properties.  

(1) Each node v is associated with a number (denoted skip(v)) to tell which bit in s
q
to 

check when v is encountered during the tree searching.  
(2) For each node, its left outgoing edge is labeled with 0 and its right outgoing edge is 

labeled with 1.  
(3) Each path from the root to a leaf represents a signature identifier that uniquely 

identifies a signature in S just as a position identifier used to identify a substring 
[2]. A signature identifier is defined as follows. Let S = s

1
.s

2
 ... .s

n
 denote a sig-

nature file. Let s
i
[j] represent the jth bit in s

i
. The signature identifier for an s

i
is a 

sequence of pairs: (j
1
, s

i
[j

1
])(j

2
, s

i
[j

2
])... (j

h
, s

i
[j

h
]) (1 j

k
m; denoted s

i
(j

1
, ..., j

h
)) such 

that for any k i (1 k n) we have s
i
(j

1
, ..., j

h
) s

k
(j

1
, ..., j

h
).

For example, the tree shown in Fig. 3(b) is a signature tree for the signature file shown 
in Fig. 3(a). 

In the tree shown in Fig. 3(b), each path represents an identifier for some signature. 
For instance, the path from the root to the leaf labeled with s

6
 (see the dashed line) 

represents the signature identifier for s
6
. It is because s

6
(1, 2, 7) = (1, 0)(2, 1)(7, 0) and 

for any i  6 we have s
i
(1, 2, 7) s

6
(1, 2, 7).

In addition, we point out that this signature tree is constructed using an algorithm 
different from that discussed in [5], which generates a signature tree for a signature file 
like a Pat-tree for a long bit string [16, 19] and needs O(n min(m, logn)) time. 
However, the algorithm used to generate the tree shown in Fig. 3(b) needs O(n m
logn) time, worse than the algorithm proposed in [5]. But it can create a more balanced 
tree. Below is the formal description of this algorithm, in which we consider a signature 
file S = s

1
.s

2
 ... .s

n
as a boolean matrix and use S[i] to represent the ith column of S.

Algorithm balanced-tree-generation(file)
input: a signature file. 
output: a signature tree. 
begin 
let S = file; n |S|; 
if n > 1 then { 1 

choose j such that |w(S[j]) - n| is minimum; 
let g

1
= {s

i1
, s

i2
, ..., s

ik
} with each s

il

[j] = 0(l = 1, ..., k);

let g
2
 = {s

ik +1

, s
ik + 2 

, ..., s
in
} with each s

ih
[j] = 1(h = k + 1, ..., n)
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generate a tree containing a root r and two child nodes marked with g
1
and g

2
, respectively;  

skip(r) j;
replace the node marked g

1
with balanced-tree-generation(g

1
);

replace the node marked g
2
with balanced-tree-generation(g

2
);}

else return; 
end 

The idea of the algorithm is simple. First, we calculate the weight of each S[i], i.e.,
the number of 1s appearing in S[i], denoted w(S[i]). This needs O(n m) time. Then, we  

choose an j such that |w(S[i]) -
1

n| is minimum. Here, the tie is resolved arbitrarily. 
Using2 this j, we divide S into two groups g

1
= {s

i1
, s

2
, ..., s

ik
} with each s

il
[j] = 0 (l = 1, 

..., k) and g
2
= {s

ik +1
, s

ik + 2 
, ..., s

in
} with each s

ih
[j] = 1 (h = k + 1, ..., n); and generate a 

tree as shown in Fig. 4(a). In a next step, we consider each g
i
(i = 1, 2) as a single 

signature file and perform the same operations as above, leading to two trees generated 
for g

1
and g

2
, respectively. Replacing g

1
and g

2
with the corresponding trees, we get 

another tree as illustrated in Fig. 4(b). We repeat this process until the leaf nodes of a 
generated tree cannot be divided any more.

Fig. 4. Illustration of generation of 
balanced signature trees 

                  (a)                                         (b) 

The searching of a signature tree against a query signature can be done in the same 
way as discussed in [5], by means of which the behavior of a signature file as a filter is 
modeled as below. Let s

q
 be a query signature. The ith position of s

q
is denoted as s

q
[i].

During the traversal of a signature tree, the inexact matching is done as follows:  

(i) Let v be the node encountered and s
q
[i] be the position to be checked.  

(ii) If s
q
[i] = 1, we move to the right child of v.

(iii) If s
q
[i] = 0, both the right and left child of v will be explored.  

3   On the General Signature Trees  

In this section, we extend the above signature tree structure by assigning each internal 
node v a sequence: i

1
, i

2
, ..., i

l
for some l to tell that the i

1
th, i

2
th, ..., and i

l
th bits in s

q
 will 

be checked when v is encountered during the searching of a signature tree against s
q
. In 

this way, the size of a signature tree can be significantly reduced.  

3.1   Definition  

Assume that S = s
1
.s

2
 ... .s

n
 be a signature file. For each s

i
, we denote it as s

i
= s

i
[1]s

i
[2] 

... s
i
[m], where each s

i
[j]  {0, 1} (j = 1, ..., m).  

Definition 1. (general signature tree) A general signature tree with respect to an 
integer l for a signature file S = s

1
.s

2
 ... .s

n
, where s

i
s

j
for i j and |s

k
| = m for k = 1, ..., 

n, is a tree T(l) such that  
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Fig. 5. Illustration for the construction of general signature trees 

1. Each internal node v is associated with a sequence: i
1
, i

2
, ..., i

l
for some l, denoted 

c(v), to tell that the i
1
th, i

2
th, ..., and i

l
th bits in the query signature will be checked 

when v is encountered.  

2. For each internal node of T(l), the number of its outgoing edges is bounded by 2
l
.

Each edge e is labeled with a different bit string b
1
b

2
....b

l
, denoted label(e).

3. T(l) has n leaves labeled 1, 2, ..., n, used as pointers to n different positions of s
1
, s

2

... and s
n
in S. Let v be a leaf node. Denote by p(v) the pointer to the corresponding 

signature.  
4. Let v

1
, ..., v

h
be the nodes on a path from the root to a leaf v labeled i (then, this leaf 

node is a pointer to the ith signature in S, i.e., p(v) = i). Let { i
j

1
, i

j

2
, ..., i

j

l
} be the 

sequence associated with v
j
(1 j h -1). Let e

1
, ..., e

h-1
be the edges on the path 

and let b
1

j

b
2

j

...b
l

j

 be the bit string labeling e
j
(1 j h -1). Then, ( i

1

1

, b
1

1

) ... (i
l

1

,

b
l

1

) ... (i
1

h–1

, b
1

h – 1

) ... ( i
l

h –1

, b
l

h – 1 

) makes up a signature identifier for s
i
, s

i
(i

1

1

,

..., i
l

1

, ..., i
1

h–1

, ..., i
l

h – 1

).

Example 1. In Fig. 5(a), we show a general signature tree with l = 2, generated for the 
signature file shown in Fig. 3(a). It is easy to see that this tree contains less nodes than 
the tree shown in Fig. 3(b).  

{1, 2}

{5, 6} {7, 8} {7, 8} {3, 4}

2.8.6. 1.3. 5. 7. 4.

00 01 10 11

01 10 00 11 01 11 00 10

1

5 7 7 3

2.8.6. 1.3. 5. 7. 4.

00 01 10 11

01 10 00 11 01 11 00 10

(a) (b)

In addition, we notice that if the sequence associated with each node is contiguous, 
we need to store only one integer for a sequence. For example, the tree shown in Fig. 
5(a)can be stored as shown in Fig. 5(b), in which a contiguous sequence is implicitly 
implemented. 

The searching of a general signature tree against a query signature s
q

can be done 
in away similar to that of a signature tree, but different in the label checkings as 
described below:  

(i) Let v be the node encountered. Assume that the sequence associated with it is i
1
,

i
2
, ..., i

l
for some l. Then, s

q
[i

1
], ..., s

q
[i

l
] will be checked.  

(ii)Let e be an edge outgoing from v and labeled with a bit string b
1
b

2
....b

l
. Then, if 

b
1
b

2
...b

l
 matches s

q
[i

1
], ..., s

q
[i

l
], explore e. Recall that by “matching” we mean that 

for every j (1 j l) if s
q
[j] = 1, we have b

j
 = 1; if s

q
[j] = 0, b

j
 can be 1 or 0.  

Example 2. Consider the signature file shown in Fig. 3(a) once again. The general 
signature tree for it is shown in Fig. 6(a). Assume s

q
= 100 110 010 000. Then, only 
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part of the signature tree (marked with thick edges in Fig. 6(a)) will be searched. On 
reaching a leaf node, the signature pointed to by the leaf node will be checked against 
s

q
.

(a) (b)

1

2

2.8.

2

7

6.

5

1.3.

3

5.

7

7. 4.

{1, 2}

{5, 6} {7, 8} {7, 8} {3, 4}

2.8.6. 1.3. 5. 7. 4.

00 01 10 11

01 10 00 11 01 11 00 10

Fig. 6. Illustration for searching general signature trees and signature trees 

We also notice that when we search the signature tree established for the same file, 
more edges will be accessed. (See the dashed edges in Fig. 6(b).)From the above 
example, we can see that in comparison with the signature trees, the general signature 
trees have the following two advantages: 

(1) A general signature tree tends to have fewer nodes.  
(2) When searching a general signature tree, fewer edges will be visited.  

3.2   Construction of General Signature Trees  

Now we discuss how a general signature tree is constructed for a given signature file 
S.

Given an integer l, we choose, from S, the i
1
th, i

2
th, ..., and i

l
th columns to divide 

the whole S into j ( 2
l
) groups: g

1
 = {s

1

1
, s

1

2
, ..., s

1

k1
}, ..., g

j
 = {s

j

1
, s

j

2
, ..., s

j

kj
} such 

that  

1. In each g
k
 (1 k j), for any two signatures s

k

a
and s

k

b
we have s

k

a
[i

1
] = s

k

b
[i

1
], ..., and 

s
a

k

[i
l
] = s

b

k

[i
l
].  

2. For any two different groups g
x
 and g

y
, there exists at least an i

z
{i

1
, i

2
, ..., i

l
}

such that for any s
1

g
x
 and s

2
g

y
, we have s

1
[i

z
] s

2
[i

z
].

3. max{|g
1
|, ..., |g

j
|} - min{|g

1
|, ..., |g

j
|} is minimized, which guarantees that S is 

divided as evenly as possible. 
Then, we can generate a tree T

S
of two levels with the root labeled with a sequence 

{i
1
, i

2
, ..., i

l
} and j leaf nodes with each labeled with a g

k
. For instance, for the 

signature file shown in Fig. 3(a), we can generate a tree as shown in Fig. 7(a). In this 
tree, g

1
= {s

3
, s

5
}, g

2
= {s

1
, s

6
}, g

3
= {s

7
, s

8
} and g

2
= {s

2
, s

4
}. In a next step, we 

consider each g
k
 (k = 1, ..., j) as a single signature file with i

1
th, i

2
th, ..., and i

l
th 

columns removed, and perform the same operations as above. Assume that T
gk

(k = 1, 

..., j) is the tree generated for g
k
.

Replacing g
k
 with T

gk

for each k in T
S
, we get another tree which is three levels high. 

For example, for the signature file shown Fig. 3(a), a tree as shown in Fig. 7(b) can be 
created, in which g

11
= {s

3
}, g

12
= {s

1
}, g

21
= {s

6
},g

22
= {s

1
}, g

31
= {s

8
}, g

32
= {s

7
}, g

41
= {s

4
},

and g
42

= {s
2
}.
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Fig. 7. Illustration 
of generation of 
general signature 
trees (a) (b)  

This process will be repeated until the leaf nodes of a generated tree cannot be 
dividedany more. 

Below is a formal description of the above process. 

Algorithm general-tree-generation(file, l)
input: file - a signature file; l -an integer. 
output: a general signature tree. 
begin 
let S = file; n |S|; 

if n > 1 then {

choose the i
1
th, i

2
th, ..., and i

l
th columns to divide the whole S into j ( 2

l
) groups: g

1

= {s
1

1

, s
2

1

, ..., s
k

1

1

}, ..., g
j
 = {s

1

j

, s
2

j

, ..., s
k

j

j

} as described above; 

generate a tree containing a root r and j child nodes marked with g
1
, ..., g

j
,

respectively;c(r) {i
1
, i

2
, ..., i

l
};for (i = 1 to j) do 

{replace the node marked g
i
with general-tree-generation(g

i
, l);} 

else return; 
end

By applying this algorithm with l = 2 to the signature file shown in Fig. 3(a), a 

general signature tree as shown in Fig. 5(a) will be created. Since 

time is needed  to generate the nodes at level i in the tree, the time complexity of  the 

whole process is on the order of

In the above discussion, a very important issue has not yet been addressed. That is, 
for a file containing n signatures, what l should be chosen? 
In the following, we discuss a heuristics for this task. 

Consider a complete balanced signature tree T with the outdegree of each internal 

node k = 2
l
, constructed for a signature file containing n signatures. Let v

1
, v

2
, ..., and v

k

be the child nodes of a node v in T, and e
1
 = (v, v

1
), e

2
= (v, v

2
), ..., and e

k
= (v, v

k
) be the 

outgoing edges from v. If k is not so large, we can arrange an array A of size k to 
accommodate these edges in such a way that each entry A[j] stores a link to a node v

i

iff label(e
i
) = j. So when we meet v during the searching of T against s

q
, all those child 

nodes, which should be further explored, can be easily located. Assume that c(v) ={i
1
,

i
2
, ..., i

l
} and s

q
[i

1
] ... s

q
[i

l
] = b

1
... b

l
. Then, any entry A[j] with j equal to the value of a 

bit string b
1
’... b

l
’ should be explored if for any i with b

i
= 1 we have b

i
’ = 1. Then, it is 

easy to show that the average number of entries in A, which may be explored, is  

O( )
m l i⋅–

l
l n⋅ ⋅

.m l n⋅–
l

l n⋅ ⋅
i 1=

1
l
--- Nlog



 On the General Signature Trees 215 
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2l
------ 2l l

1
2l 1– l

2
2l 2– … 1+ + + +

3
2
---

l

Therefore, the average number of the nodes, which must be visited during the 

searching of T against a query signature, can be estimated by O(.3 
l
�� -–1��2

However, if k is large, we can not store the children of a node in an array as above 
since it can be quite sparsely populated, leading to a high space overhead. In this case, 
we need to store them in a linked list to avoid wasting space. In this way, to locate the 

child nodes to be explored, the linked list has to be scanned and at average O(2
l-1

) time 
is needed. So in this case the average number of the nodes to be checked is estimated by  

O( ).2l 1–

3
2
---
� �
� �

n
2

log
1–

3
2
---
� �
� �

l
1–

-----------------------------------

Assume that when k 2
l
0

for some l
0
, the child nodes are stored in arrays while 

when k> 2
l
0

, they are stored in linked lists. Then, the average number of the nodes to 
be checked when searching a general signature tree is of the pattern shown in Fig. 8.  

Fig. 8. Average number of the nodes to be 
checked

              number of bits in sq to be checked 
In practice, we can try different l’s with the child nodes stored in arrays until the 

size of the general signature tree becomes larger than a given threshold. For instance, 
one of the goals of the general signature tree approach is to reduce the tree size. 
However, if, due to the sparse population of child links in the arrays, the size of a 
general signature tree with respect to an integer l becomes larger than the 
corresponding signature tree for the same signature file, we should set l

0
to be an 

integer smaller than l.

4   Maintenance of General Signature Trees  

In this section, we consider the maintenance of general signature trees. Concretely, we 
discuss how a general signature tree is changed when a new signature is inserted into 
the signature file or when a signature is removed from it.  

- inserting a signature

When a signature s is inserted into a signature file, we will first search the 
corresponding signature tree as described in 3.1. The searching stops when one of the 
following two conditions is satisfied:  

(i) The searching meets a node v with c(v) = {i
1
, i

2
, ..., i

l
} and none of its 

outgoing edge matches s[i
1
]s[i

2
]...s[i

l
].  

(ii) The searching reaches a leaf node u with p(u) = i.
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In case (i), we simply generate a new leaf node v’ with p(v’) pointing to s and 
connect v and v’ using an edge labeled with s[i

1
]s[i

2
]...s[i

l
]. In case (ii), we will 

compare s and the signature s
i
 pointed to by p(u) and find i

1
’, i

2
’, ..., i

l
’such that 

s[i
1
’]s[i

2
’]...s[i

l
’] s

i
[i

1
’]s

i
[i

2
’]...s

i
[i

l
’]. Then, we generate a new internal node v’ with 

c(v’) = {i
1
’, i

2
’, ..., i

l
’}, and a new leaf node v’’ with p(v’’) pointing to s. In addition, 

we replace u with v’. By “replace”, we mean that the position of u in the tree is 
occupied by v’ and u becomes one of its children. v’’ is set to be another child node of 
v’. (See Fig. 9(a) for illustration.)  

si s

new node z
u

v w

z

w

s

... ...

(a) (b)

si

Fig. 9. Illustration for the maintenance of general signature trees 

- deleting a signature

When a signature s is removed from a signature file, the corresponding signature tree 
may be changed in one of the following two ways:  

(i) Let v be leaf node with p(v) pointing to s. Let u be the parent of v. If u has 
more than two child nodes, v will be simply removed.  

(ii) If u has exactly two child nodes v (to be removed) and w, replace u with the 
subtree rooted at w. (See Fig. 9(b) for illustration.) 

After some insertions and deletions, a general signature tree may become unbalanced. 
So a tree should be reconstructed using the algorithm discussed in 3.2 periodically.  

5   Experiments

We have implemented a test bed in C++, with our own buffer management (with first-
infirst-out replacement policy). The computer was Intel Pentium III, running standalone. 
The capacity of the hard disk is 4.95 GB and the amount of the main memory available 
is 46 MB.  

     signature tree           general signature tree with l = 2 

Fig. 10. Illustration for tree storage 

We have tested the signature tree approach (ST) and the general signature tree 
approach (GST). For the GST, only two versions are tested: two contiguous bit 
checking (TwoCBC) and three contiguous bit checking (ThreeCBC). By the TwoCBC, 
each time when a node in encountered, two contiguous bits in the query signature will 
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be checked, while by ThreeCBC, each time three contiguous bits in the query signature 
will be checked. They are applied to different signature queries against the signature 
files of different sizes. All the signatures are created randomly using a uniform 
distribution for the positions that will be set to 1. The performance measure was 
considered to be the number of page accesses required to satisfy a query. For each 
query, an average of 20 measurements was taken.  

For the experiment purpose, all the trees are stored page-wise as illustrated in Fig. 10.  
The considered parameters and the tested values for each parameter 

are given in Table 1. 

Table 1: 

number of signatures (×1024)

signature size/weight (in bits)

page size (in KB)

100

64/32

1

200

64/16

2

100

128/64

1

200

128/32

2

parameters
data groupI groupII groupIII groupIV

Tabel 1:

For all the methods implemented, an entry in a signature file contains two fields: a 
signature and an object identifier as shown in Fig. 11(a). Each internal node structure for 
a signature tree contains three fields: an integer to indicate which bit of a query 
signature will be checked, and two pointers to the left and the right child of a node, 
respectively. (See Fig. 11(b) for illustration.) Similarly, each internal node of a general 
signature tree with l = 2 has an integer to indicate a contiguous bit string of length 2 to 
be checked, and 4 pointers to its child nodes. (See Fig. 11(c) for illustration.)  

64 bits 32 bits

signature OID

(a) (b)

6 bits 10 bits

sk(v) left-child right-child

10 bits

for group I and II:

128 bits 32 bits

signature OID

for group III and IV:

for group I and II:

7 bits 10 bits

sk(v) left-child right-child

10 bits

for group III and IV:

(c)

6 bits 10 bits

c(v) 1st child 2nd child

10 bits

for group I and II:

4th child3th child

10 bits 10 bits

7 bits 10 bits

c(v) 1st child 2nd child

10 bits

for group III and IV:

4th child3th child

10 bits 10 bits

Fig. 11. Illustration for storing signature file entries and internal nodes in signature trees 

Fig. 12 shows the test results for group I. The query signatures are generated 
randomly with all those positions to be set 1 uniformly distributed. Each of the queries 
is evaluated by different strategies.  

From this figure, we can see that TwoCBC is much better than ST. But ThreeCBC is 
not much better than TwoCBC as we expect. It is because although the tree size of 
ThreeBCB is smaller than that of TwoCBC, a tree generated by ThreeCBC may not be 
so balanced as a tree generated by TwoCBC. However, as the length of signatures 
increases, we have more chance to find a balanced tree for ThreeCBC. So the 
discrepancy between ThreeCBC and TwoCBC increases as shown in Fig. 13.  

In Fig. 14 and Fig. 15, we show the results of Group III and Group IV, respectively. 
These results also confirm the above analysis.  

In addition, the weight of a query signature (i.e., the percentage of 1-bits in a query 
signature) affects both signature trees and general signature trees greatly. Fig. 16 shows 
the number of page access when the three methods are used to search a signature file 
containing 100 × 1024 signatures to locate query signatures with different weights.  
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From this, we can see that as the weight of a query signature increases, the searching 
time of both the signature trees and the general signature trees reduces. It is because 
each bit set to 1 in the query signature may cut off a subtree. However, more bits set to 1 
in a query signature impacts the general signature trees more than it does to the 
signature trees, which shows that the filtering ability of a general signature tree is 
stronger than a signature tree.  

          Fig. 12. Test results of group I                    Fig. 13. Test results of group II 

           Fig. 14. Test results of group III                  Fig. 15. Test results of group IV 

                 weight of query signatures

Fig. 16. Test results 

6   Conclusion 

In this paper, we extend the structure of signature trees by checking more than one bits 
in a query signature s

q
 when encountering a node during the searching of a signature tree 

against s
q
. In this way, we can not only reduce the size of a signature tree, but also in-

crease its filtering ability. Experiments have been done, which shows that the general 
signature tree uniformly outperforms the signature tree approach.  
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Abstract. Bitmap indices are efficient data structures for processing
complex, multi-dimensional queries in data warehouse applications and
scientific data analysis. For high-cardinality attributes, a common ap-
proach is to build bitmap indices with binning. This technique partitions
the attribute values into a number of ranges, called bins, and uses bitmap
vectors to represent bins (attribute ranges) rather than distinct values.
In order to yield exact query answers, parts of the original data values
have to be read from disk for checking against the query constraint. This
process is referred to as candidate check and usually dominates the total
query processing time.

In this paper we study several strategies for optimizing the candidate
check cost for multi-dimensional queries. We present an efficient candi-
date check algorithm based on attribute value distribution, query distri-
bution as well as query selectivity with respect to each dimension. We
also show that re-ordering the dimensions during query evaluation can
be used to reduce I/O costs. We tested our algorithm on data with vari-
ous attribute value distributions and query distributions. Our approach
shows a significant improvement over traditional binning strategies for
bitmap indices.

1 Introduction

Large-scale data analysis of data warehouses and scientific applications requires
efficient index data structures to cope with the increasing size and complexity
of data. Bitmap indices are often used for querying large, multi-dimensional,
read-only data stores. Due to its efficiency, this technique was also implemented
by the major commercial database vendors.

The simplest form of bitmap indices works well for low-cardinality attributes,
such as “gender”, “types of cars sold per month”, or “airplane models produced
by Airbus and Boeing”. However, for high-cardinality attributes such as “dis-
tinct temperature values in a supernova explosion”, simple bitmap indices are
impractical due to large storage and computational complexities. In this case,
bitmap indices are built on attribute ranges (bins) rather than on distinct at-
tribute values. The advantage of this approach is that a lower number of bitmap
vectors is required. On the other hand, parts of the original data (candidates)

K.V. Andersen, J. Debenham, and R. Wagner (Eds.): DEXA 2005, LNCS 3588, pp. 220–229, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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Fig. 1. Range query 37 ≤ x < 63 on a bitmap index with binning

have to be read from disk in order to get exact query answers. This process is
called candidate check.

An example of a bitmap index with bins is given in Figure 1. Assume that we
want to evaluate the query 37 ≤ x < 63. Bins 1, 2 and 3 contain the relevant data
values. However, Bins 1 and 3 are edge bins since they contain also irrelevant
values. Answering this query involves checking the values on disk corresponding
to the four “1-bits” in these two columns. In this example only one of the four
values qualifies, namely, 61.7. We call this additional step the candidate check.
As we can see from this example, the cost of performing a candidate check on
an edge bin is related to the number of “1-bits” in that bin.

In previous work we have shown that the candidate check is the major bot-
tleneck of bitmap indices with binning. In this paper we use a dynamic program-
ming algorithm, called Dynamic-Bin, for optimizing one-dimensional queries pre-
sented in [10] to achieve an efficient multi-attribute binning strategy. The key
idea in Dynamic-Bin is to use query workload and data value distribution statis-
tics in order to calculate the optimal location of bin boundaries. This is done
by placing relatively more bins in regions of the data ”heavily hit” by queries or
containing a large fraction of the data.

The main contributions of this paper are:

– We study optimization issues related to multi-dimensional queries with bitmap
indices. We show that the candidate check is the dominant part in query
evaluation and introduce an optimization strategy based on attribute value
distribution, query distribution as well as query selectivity with respect to
each dimension.

– We show that re-ordering the dimensions during query evaluation can be
used to further reduce I/O costs.

– We provide detailed experimental results on data with various attribute value
distributions and query distributions. The results demonstrate a significant
improvement over traditional binning strategies for bitmap indices.
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2 Related Work

Bitmap indices are used for accelerating complex, multi-dimensional queries for
On-Line Analytical Processing and data warehouses [2] as well as for scientific
applications [11]. They were first implemented in a commercial DBMS called
Model 204 [8]. Improvements on this approach were discussed in [9].

Various bitmap encoding strategies for low-cardinality attributes are pre-
sented in [1,14]. In order to overcome the storage complexity of bitmap indices,
bitmap compression algorithms were evaluated in [4]. More recently a new com-
pression scheme called Word-Aligned Hybrid (WAH) [12] was introduced. This
compression algorithm significantly reduces the overall query processing time
compared to existing algorithms.

A binning scheme for bitmap indices on high-cardinality attributes was dis-
cussed in [13]. This idea was extended and successfully applied for large-scale
scientific data [11]. The authors demonstrated that bitmap indices with bin-
ning can significantly speed up multi-dimensional queries on high-cardinality
attributes.

In [5] a methodology for building space efficient bitmap indices is introduced
for high-cardinality attributes based on binning. The work in [5] focuses on point
(equality) queries rather than range queries discussed in this paper. Similar to
our approach, an optimal dynamic programming algorithm is used for efficiently
choosing bin ranges. Our approach greatly reduces the complexity of the algo-
rithm by proving that only query endpoints need to be considered as potential
locations for bin boundaries rather than all possible values of the attribute as in
[5].

The literature on histograms is partially related to bitmap indices. The opti-
mal construction of range histograms is discussed in [6,3]. The main difference is
that for bitmap indices precise answers are required and therefore the objective
is to minimize disk access costs to edge bins. However, in the histogram case,
some statistical techniques can be used to estimate errors without actual access
to original data on disk.

3 Preliminaries

In order to make the paper self-contained, we summarize here our results for
optimizing the candidate check for a single attribute. Detailed proofs can be
found in [10]. Assume a dataset D has N records with a single attribute A. For
simplicity we will assume that each value of the attribute is an integer in the
range [1, n]. We are also given a collection of range queries Q such that each
q ∈ Q defines a range q = [lq, uq) open on the right (i.e., it includes the points
lq, lq + 1, ..., uq − 1) and is associated with a probability pq reflecting its relative
popularity. The points lq ∈ [1, n] and uq ∈ [2, n+1] are called endpoints of query
q. A bitmap index on A is built by partitioning the range [1, n] into bins with one
bitmap (consisting of N bits) associated with each bin as previously described.
An integer constraint k, specifies the maximum number of bins allowed, i.e.,



Optimizing I/O Costs of Multi-dimensional Queries Using Bitmap Indices 223

Fig. 2. Query endpoints and bin boundaries. Horizontal lines represent query ranges.
Dotted vertical lines mark query endpoints.

it is required to partition the range [1, n] into k successive sub-ranges (bins)
B =< b1, b2, ..., bk >. This is done by choosing k−1 integer bin boundary points
xi where 1 < x1 < x2 < ... < xk−1 < n + 1 . The sub-ranges associated with
bins bi are all open on the right and defined as follows:

b1 = [1, x1)
bi = [xi−1, xi) for 2 ≤ i ≤ k
bk = [xk−1, n + 1)

A bin b ∈ B is defined as an edge bin for query q if the range defined by the
query q overlaps some part of the range defined by bin b but not its whole range
i.e., q ∩ b 	= ∅ and q ∩ b 	= b. In general, a query may have 0, 1, or 2 edge bins.

In Figure 2 a set of 10 range queries and a binning into 4 bins is shown. In this
example query q3 has no edge bins since both its endpoints fall on bin boundaries.
Each of the queries q4, q5, q6, q7, q10 has 1 edge bin and each of the queries q1,
q2, q8, q9 have 2 edge bins. As explained earlier, when query q is specified, a
significant fraction of the I/O costs it incurs is related to the number of data
pages we need to read in order to perform candidate check on each of its edge
bins. For a given bin b, let E(b) denote the set of queries that have bin b as an edge
bin. For example, in Figure 2 E(b1) = {q1, q2}; E(b2) = {q1, q2, q4, q5, q6, q7, q8};
E(b3) = {q9}; E(b4) = {q8, q9, q10}.

Let nb denote the number of data values that fall into the range defined by
b, this is also the number of “1-bits” in the bitmap corresponding to b. Based
on the usual assumption that records are distributed uniformly across pages
and assuming that the total number of pages occupied by attribute A is P , the
expected number of disk pages that contain data values that fall in the range
defined by bin b denoted by Pb, satisfies [9].

Pb = P (1 − (1 − 1
P

)nb) ≈ P (1 − e−
nb
P ) (1)

The expected I/O cost of answering the queries in Q when an attribute range is
partitioned by the set of bins B is defined as

Cost(Q, B) =
∑
b∈B

Pb

∑
q∈E(b)

pq (2)

The inner sum computes the total probability of all the queries that use a given
bin b as an edge bin. This is then multiplied by the I/O cost of the bin (expected
number of pages) and summed over all bins.
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The problem we wish to solve, OptBin is defined as follows:
Given a dataset D with one attribute, a set of range queries Q and a constraint

k on the number of bins, find a binning Bk
opt of the attribute range [1,n] into k

bins that minimizes the total I/O cost of candidate check.

4 The Multi-attribute Candidate Check Problem

In this section we present results for the multi-attribute candidate check problem
and its relationship to the single attribute case. We will start with some defini-
tions. Let D be a dataset with N records defined over t attributes A1, A2, ..., At.
Each record R ∈ D has the form R = v1, v2, ..., vt where vi represents its value
with respect to attribute Ai. Let us assume that the range of possible values for
each attribute Ai is [1, n]. A set Q of multi-attribute range queries is given where
a query q ∈ Q defines an intersection of t ranges and has the form q =

⋂t
i=1 ri

where ri = [liq, u
i
q) defines the range of permissible values for attributeAi (a range

ri is commonly omitted from q in the trivial case that it includes all permissible
values of the attribute, i.e., liq = 1 and ui

q = n). A record R = v1, v2, ..., vt sat-
isfies the range ri if the value vi falls in this range, i.e., vi ∈ [liq, u

i
q). It satisfies

the query q if it satisfies all its ranges, i.e., vi ∈ [liq, ui
q) for1 ≤ i ≤ t.

In order to get a handle on the issues involved with multi-attribute candi-
date check problem, let us first assume a bitmap index for each attribute was
constructed according to some binning strategy. Given a query q and such a
collection of bitmap indices, each range ri defines 0, 1 or 2 edge bins in its re-
spective bitmap index. A simple algorithm for answering a query q, which we
call Simple-CC, is to perform an independent candidate check algorithm for each
range ri = [liq, u

i
q) using the bitmap index built for attribute Ai and present the

result in a bitmap b(ri) with N entries. A “1-bit” in position j of b(ri) repre-
sents the fact that the jth record in D satisfies [liq, u

i
q). This is then followed by

performing a Boolean AND operation on all the b(ri)’s to obtain the final result.
The algorithm Simple-CC will require accessing each value in the edge bins of
all attributes. Note that the cost for Simple-CC is independent of the order in
which the candidate checks are performed on the various attributes.

The Simple-MultiOptBin (SMOB) problem which generalizes OptBin is de-
fined as follows:

Fig. 3. Multi-attribute bin selection
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Given a multi-dimensional dataset D, a set of range queries Q and a con-
straint k on the total number of bins, find t integers k1, k2, ..., kt where k =∑t

i=1 ki and locations for bin boundaries such that ki bins are allocated for the
bitmap index for attribute Ai and the total expected I/O cost of candidate check
using Simple-CC is minimized.

We can show that for each fixed selection of t integers k1, k2, ..., kt where
k =

∑t
i=1 ki and ki bins are allocated to attribute Ai, a solution in polynomial

time O(tkr2) can be constructed by applying Dynamic-Bin algorithm separately
for each attribute. This is done as follows:

Consider the set of queries qi obtained from Q by taking from each query
q ∈ Q only its range relating to attribute Ai (i.e, qi =

⋃
q∈Q[liq, ui

q)). As the total
amount of I/O cost in answering q is the sum of I/O costs incurred by answering
each qi, Dynamic-Bin algorithm is executed with constraint ki on the number
of bins and considering only queries in qi.

The SMOB problem for k = 1000 is illustrated in Figure 3 where each ta-
ble represents the output from applying the Dynamic-Bin algorithm on a single
attribute and selecting some ki for each attribute. The main problem is deter-
mining the values of the kis. Unfortunately this turns out to be an NP-hard
problem as shown in the next theorem.

Theorem 1. The SMOB is NP-Hard even if all queries in Q have equal prob-
ability and each query includes a range for only one attribute.

Proof. (Outline): The reduction is from a known NP-hard problem called “the
multiple-choice knapsack problem” (MCKP) [7]. In the MCKP we are given t
groups, each consisting of multiple items where item j in group i has value vi,j

and cost ci,j . It is required to select exactly one item from each group such that
the total cost of selected items does not exceed a budget B and their total value
is maximized. Given an instance of MCKP we can transform it to an instance of
SMOB where each attribute represents a group with k members, each member
represents a choice for the number of bins for that attribute. The values and
costs in MCKP can be transformed to candidate check costs and the number of
bins used respectively. Solving SMOB with total budget k represents a solution
to the MCKP instance. �

Several effective heuristic strategies are known for obtaining sub-optimal solu-
tions for the MCKP problem that are also applicable to the SMOB problem.
In this paper we will not study this problem any further but rather focus on
efficient strategies of evaluating queries for a given binning selection.

5 Query Evaluation with Attribute Reordering

An efficient query evaluation strategy is discussed in [11]. It attempts to reduce
the amount of I/O costs by performing a candidate check algorithm in t phases.
The idea is to reduce the I/O costs of accessing edge bins by only retrieving
records that survived previous phases. In phase 1 we perform a candidate check
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for range r1 and produce the bitmap b(r1). In phase 2 we first perform a Boolean
AND between b(r1) and all potential bitmaps corresponding to the range r2. We
therefore reduce the number of “1-bits” in the edge bins corresponding to r2. In
general, in phase i + 1 we perform edge bin access only on values correspond-
ing to records that survived the candidate check in phase i. The next theorem
shows that the I/O cost of this strategy depends on the order of performing the
candidate check on the attributes.

Theorem 2. Given a query q =
⋂t

i=1 ri assume the I/O cost involved in candi-
date checking for range ri is Wi and the fraction of records satisfying this range
is si (selectivity).

We assume that for all i , 0 < si < 1 thus omitting the trivial cases where for
some range ri either si = 0 (the query has empty results) or si = 1 (no candidate
check needed for ri as all values qualify). Let gi = Wi

1−si
, then the optimal order

of candidate check evaluation is in sorted non-decreasing order of gis.

Proof. (Outline): We will use the notation Sj =
∏j

i=1 si. We show that any
evaluation order that violates the above order cannot be optimal. Assume some
optimal evaluation order has cost Copt and renumber attributes according to
that order. The cost of this evaluation is

Copt = W1 + W2S1 + W3S2 + ...WjSj−1 + ... + WtSt−1

This cost expression assumes that in each phase the number of values in the edge
bins that need to be checked are reduced by the product of the selectivities from
previous phases and the number of disk accesses is approximately linear with the
number of records in a bin. Assume that for two consecutive candidate checks
in phases j and j + 1 the sorting order is not obeyed, i.e., gj > gj+1. We will
switch the evaluation order between these ranges to obtain another evaluation
order with cost C∗, the difference in costs is

C∗ − Copt

= (Wj+1Sj−1 + Wjsj+1Sj−1) − (WjSj−1 + Wj+1Sj)
= Wj+1Sj−1(1 − sj) − WjSj−1(1 − sj+1)
= Sj−1(1 − sj)(1 − sj+1)(gj+1 − gj) < 0

The inequality on the last line follows from the fact that each of the first three
terms in the product is positive and the last term is negative due to the assump-
tion that gj > gj+1. But this contradicts the optimality of Copt as we found an
order with a smaller cost. �

In Section 6 we compare the optimal order of evaluation (based on non-
decreasing order of gis) to three other orders: alphabetic which does not take
into account any query or data characteristics (non-decreasing alphabetic or-
der by name of attribute), selectivity based only on selectivity of each range
(non-decreasing order of the sis) and candidates based only on the I/O cost for
candidate check (non-decreasing order of the Wis).
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6 Experimental Results

In this section we present a representative subset of our experiments to evaluate
the efficiency of our new binning and query evaluation strategies. We generated
100 million data points that follow a Zipf distribution with the parameters z=0,
0.5, 1 and 2. For all our experiments we used equality encoded bitmap indices
and WAH compression [12]. We also generated 5,000 random range queries. The
goal is to compare the following three different binning strategies: a) Equi-width
binning: Each bin has the same width. b) Equi-depth binning: The bin boundaries
are chosen in such a way that all bins have roughly the same number of entries. c)
Opt-binning: The bin boundaries are chosen based on Dynamic-Bin introduced
in Section 3.

Figure 4 shows the average number of candidates per attribute for the 5000
4-dimensional queries. Note that for each attribute the shape of the Zipf dis-
tribution is different. As we can see, in all cases, Opt-binning outperforms the
other two binning strategies. In addition, the relative efficiency of Opt-binning
increases with more skewness in the data.

The average number of candidates for all four attributes combined is given
in Figure 5. We also show the impact of query reordering as discussed in Section
5. We can observe that ordering according to the number of candidates in the
edge bins is quite competetive with the optimal reordering strategy for this
data. Again we can observe that Opt-binning outperforms the other two binning

Fig. 4. I/O costs of candidate check per attribute
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Fig. 5. Combined I/O costs of 4-dimensional queries with different distributions

strategies by a factor of 3 for uniform queries. For left-skewed queries the I/O
costs are improved by nearly a factor of 4.

7 Conclusions and Future Work

For high-cardinality attributes bitmap indices with binning have a lower stor-
age and computational complexity than simple bitmap indices. However, this
advantage comes with an additional cost, the so-called candidate check costs for
verifying parts of the data against the query constraints. In this paper we stud-
ied issues related to optimizing multi-dimensional queries on bitmap indices with
bins. We introduced an optimization strategy based on attribute value distribu-
tion, query distribution as well as query selectivity with respect to each dimen-
sion. Our experimental results on data with various attribute value distributions
and query distributions demonstrated that our new algorithm significantly im-
proves the candidate check costs when compared to traditional strategies by at
least a factor of 3. We also showed that the efficiency of our algorithm is more
significant for highly-skewed data and queries.

In the future we plan to analyze several heuristics that efficiently determine
the optimal number of bins for multiple attribute datasets. This problem is very
important for multi-attribute queries where each attribute has different charac-
teristics in terms of data distribution, selectivity and probability of occurring in
a query expression.
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Abstract. In the modern information society, multimedia libraries are 
increasingly essential core components of the information systems managing 
our digital assets. The effective and efficient management of large amounts of 
multimedia information involves the extraction of relevant features from 
unstructured multimedia documents, images, videos, and sound recordings, as 
well as the organization, classification, and retrieval of these multimedia 
documents. A particularly important aspect is the opportunity to combine a 
variety of diverse features. In this paper we are interested in a feature rarely 
considered in such systems: the environmental noise. We design, implement, 
present, and evaluate an experimental multimedia library system for video clips 
and sound recordings in which scenes are indexed, classified and retrieved 
according to their environmental noise. Namely, after adequate training, the 
system is able distinguish between such scenes as traffic scenes, canteen scenes, 
and gunfight scenes, for instance. We show how we improved existing 
techniques for the classification of sound to reach an accuracy of up to 90% in 
the recognition of environmental noise. 

1   Introduction 

For the past few years, there has been an increasing demand for multimedia libraries, 
especially with the explosion of the Internet and the increasing amount of bandwidth 
available to the end user. From online teaching courses to movie stores, we are 
entering a new age where multimedia data has become a part of our daily lives. With 
large amounts of data in the multimedia libraries, the effective and efficient 
management of this multimedia data will naturally become an issue. Inserting a piece 
of multimedia data into a correct collection in the library is easy if much information 
is known about it. The problem arises when an unknown piece of multimedia data is 
to be entered into the library. Of course, manual labeling of such data can be done but 
this solution becomes impractical if there are thousands of these unknown multimedia 
data. The situation is also true for the converse: given an unknown multimedia data, it 
is not easy to retrieve all the data in the library that is similar to it. 

Environmental noise can be utilized to provide discriminatory information of an 
unknown piece of multimedia data and help in its classification. For example, given a 
movie clip, if gunfight noises occur in more than 20% of the clip, this clip can be 
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classified as an action movie and inserted into its corresponding collection. In a wider 
context, the labels of the segments can also be used to write a descriptive summary of 
the movie or enable the user to fast forward to a desired scene. If one were to use 
images to classify the movie clip, he may end up with thousands of frames to consider 
− a problem neatly eliminated by using real-time sound from the multimedia data 
instead. 

The objective of this paper is to propose an approach for the automated insertion 
and retrieval of data from multimedia libraries by extracting features from these data 
that identify environmental noise and to utilize known techniques for classification 
based on these features. Data selected for study in this paper include scenes taken from 
typical environments of our daily life, such as restaurants, traffic etc in addition to 
some recordings taken from multimedia data (video). This paper is organized as 
follows: In the next section, we shall review systems that allow classification and 
retrieval based on information content and related work done in the area of pattern 
classification. Section 3 describes feature extraction and classification techniques used. 
In Section 4, we present and also provide an analysis of the experimental results 
obtained on a set of test data. Design of a proposed multimedia video classifier and 
retrieval system is presented in Section 5. Conclusions and perspectives for future 
work are discussed in Section 6. 

2   Related Work 

The QBIC [2] (Query By Image Content) System is probably the best known image 
database system that is developed for the cataloguing of online image collections. 
Queries are done based on visual image content − properties such as color percentages, 
color layout, and textures occurring in the images. Such queries use the visual 
properties of images, so one can match colors, textures and their positions without 
describing them in words. 

Most existing speech and noise recognizer applications uses the HMM (Hidden 
Markov Model) based approach. Ma et al. [3] implemented a hidden markov model 
based classifier using the HTK [6] toolkit to recognize several noise scenes for context 
aware applications and observed that the best results were obtained using a 15 state 
HMM model with 3 second duration segments. An overall recognition accuracy of 
92.27% was obtained for 11 different scenes. 

On the other hand, SVMs (Support Vector Machines) are the current state of the art 
in pattern classification, especially in the area of text classification. Thorsten [7] 
showed that SVMs consistently achieve good performance on text categorization tasks 
and outperforms existing methods substantially and significantly. This can be due to 
SVM’s ability to generalize well in high dimensional feature spaces and this is 
especially important in text classification, where the number of features may exceed 
10000. SVMs are also applicable in the field of image classification. Wu et al. [8] 
empirically compared the performance of the BPM and the SVM on an image dataset 
and concluded that the SVM is more attractive for the image classification task because 
it requires a much shorter training time for similar accuracy. Our paper is motivated by 
the work done by Ma et al. [3] and the emergence of SVMs as the new generation 
learning system based on the recent advances in statistical learning theory. 
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3   Feature Extraction and Classification Techniques 

Time-signal information obtained from the initial recording of noise segments is not 
particularly useful since they are weakly discriminant. Moreover, it is inefficient to 
classify noise segments using all the samples in the recordings, e.g. a noise segment 
recorded at 22050Hz will have 22050 samples per second. Therefore, the extraction of 
useful information from the waveform and the representation in a compact format is 
required. 

MFCC, also known as Mel Frequency Cepstral Coefficients, is the dominant format 
that is used to represent features extracted from speech and is widely used in speech 
recognition softwares. Empirical evidence also suggests that using MFCC vectors to 
represent noise segments improves recognition performance. Peltonen [4] had 
implemented a system for recognizing 17 sound events using 11 features individually 
and obtained the best results with MFCC vectors.  

MFCC feature extraction begins by first obtaining the magnitude spectrum of the 
noise segment that is typically done using the Fast Fourier Transform. The magnitude 
spectrum is then non-linearly quantized using a mel-scale filterbank which models the 
psychoacoustic properties of the human ear. The MFCC vectors are then calculated 
from the log filterbank amplitudes using the Discrete Cosine Transform (DCT), 

( )
=

−=
N

j
ji j

N

i
m

N
c

1

5.0cos
2 π

 

where ci is the ith MFCC, N is the number of filterbank channels and mj is the output of 
the jth mel scale filterbank channel. This results in the MFCC feature vector. 

3.1   Hidden Markov Models (HMM) 

A HMM consist of an underlying Markov chain as shown in Fig 1. Each of the six circles 
represent a state of the model and at a discrete time t, corresponding to the frame time, the model is 
in one of the states and outputs a feature ot, which is one part of the feature vector O.  

O = o1+o2+…+ot+…+ oT 
At time t +1, the model moves to a new state, or stays in the same state and emits 
another feature t+1. This process is repeated until time T where the complete vector 
of features O is produced. Whether it stays in the same state or moves to another 
state is determined by the transition probability aij , where 

aij = probability of moving from state i at time t to state j at time t + 1. 
In any state, the production of a feature ot is also governed by a set of output 
probabilities bj(ot), where  

bj(ot) = probability of state j producing ot 

Finally, to find the probability that a HMM generates O, we need to define another 
variable αj(t), where 

αj(t)=P(o1,…ot, x(t)=j| HMM) 
x(t) is the state of the HMM at time t. Therefore αj(t) is defined as the joint probability 
of observing the first t features and being in state j at time t. So the probability that the 

HMM produces O is given by ( )
=

N

j
j T

1

α .  

O



 Environmental Noise Classification for Multimedia Libraries 233 

 

For classification of unknown feature vector O, we find the HMM model from a 
set of HMMs (one for each classification label) that generates O and gives the highest 
probability at the same time. 

( )( )MOPC
HMMsM

o |maxarg
∈

=  

where Co is the determined class for vector O and P(O|M) is the probability of HMM 
model M generating vector O. Training a HMM model for classification would 
require the parameters aij and bj(ot) be found from a set of training feature vectors. 
This can be done using a maximum likelihood HMM estimation model which consist 
of using both the Viterbi and Baum-Welch algorithm, see [6] (although an initial 
estimate of these two parameters must be provided). 

 

Fig. 1.  A six state markov chain 

3.2   Nearest Neighbor (NN) 

Given a list of training feature vectors for a particular class, we could take the average 
of these vectors to give an approximate value for the centroid of these vectors in a 
feature space. Unknown test vectors are then classified based on some form of distance 
measure with the collection of centroids obtained, usually with the class of the centroid 
closest to it, hence Nearest-Neighbor. The determined class Co of unknown vector O is 
thus given by 

( )( )OcentdistC
centroidscent

o ,minarg
∈

=  

where dist(cent, O) refers to distance between centroid cent and vector O. There are 
various forms of distance measures that can be used, such as the Euclidean distance, 
Cosine Similarity, Minkowski distance, etc. 

3.3   Support Vector Machines (SVM) 

For the purpose of visualization, consider the problem of binary classification in a two 
dimensional model space where feature vectors are classified into one of the two 
classes. Training vectors x and their labels y are given as  

( ) ( ) ),(,,,,, 2211 nn yxyxyx  { }1,1,2 −+∈ℜ∈ yx  

Fig 2 shows two possible separating lines for the same set of feature vectors that are 
linearly separable. How do we find the ‘optimum’ line that will separate these 
vectors? Furthermore, feature vectors often consist of large number of features and 
therefore would be projected into a higher dimensional space where the boundary 
separating the vectors would be hyperplanes instead. For the linearly separable case, 
the support vector algorithm simply looks for the separating hyperplane with the 
largest margin, where margin = 2d and d is the distance from the hyperplane to the 
nearest positive or negative example. It turns out that the margin is inversely 
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proportional to the absolute value of hyperplane’s normal |w|. This reduces the 
original problem to the following optimization problem 

minimize |w|, subject to yi(w.xi+b)–1  0  for ni ...1=∀  
where (xi, yi) are the training examples and b is the bias term. In Fig 2, the dashed-line 
is the solution hyperplane, the margin is the distance between the two parallel solid 
lines and the vectors that fall on the two solid lines are called support vectors. Notice 
that the number of the support vectors is usually small compared to the size of the 
training set. It should be also obvious that the solution hyperplane is defined only by 
the support vectors. 

The linearly non-separable case is handled via introduction of slack 
variables

iξ to penalize training errors. The problem is rewritten as  

minimize +
=

n

i
iCw

1

2||
2

1 ξ  for ni ...1=∀  

subject to  

ii bxw ξ−≥+ 1.   for 1+=iy  

ii bxw ξ+−≤+ 1.   for 1−=iy  

where C is the value of the trade-off between training error and margin chosen by the 
user. Increasing the penalty on training errors will possibly cause the system to reject 
a hyperplane with a larger margin and choose one that minimizes the training errors 
instead. 

  
Fig. 2. Two possible separating lines for the hyperplane of the resulting SVM: left, a less 
acceptable one with a small margin, and right, a good one with a large margin 

4   Performance Evaluation and Analysis 

4.1   Data Collection and Feature Extraction 

We used a unidirectional microphone, a laptop and Wavesurfer to record the auditory 
contexts from the various scenes. Table 1 shows the list of different scenes and their 
descriptions. For each scene, 4 different situations of the scene are obtained − 3 
situations for each scene is used for training and the remaining situation is used for 
testing. Each situation would represent noise recordings taken from different locations 
but similar scenes. Digitization was achieved by sampling the analogue data at 22.050 
kHz using 16bit quantization. For feature extraction of each noise segment, a 23-
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channel mel-scale filterbank was applied to the magnitude spectrum and after the 
DCT, truncation resulted in a 12-feature MFCC vector. This was then augmented with 
the log energy term to give a 13-feature MFCC vector. Both the velocity and 
acceleration were computed and added to improve the performance. This results in a 
39-feature MFCC vector for each noise segment which was used for the experiments. 

Table 1. Description of the scenes 

Scene Description 
Tennis Match Noise recorded from video of different tennis matches 
Canteen Noise from different canteens in NUS 
Laboratory Noise from different PC laboratories in School of Computing, NUS 
Traffic Noise taken from various bus-stops in NUS 
Gunfight Noise from various movies depicting gunshots and explosions scenes 
Disco Noise from various movies depicting disco scenes 
Silence Makeshift soundproof room 
Restaurant Noise taken from various dinning restaurants in Orchard Road 
Soccer Match Noise recorded from video of different soccer matches 
Lecture Theater Noise taken from LT 33, 34, 27 and 25 in NUS, Science Faculty 

4.2   Experimental Results 

We implemented the HMM classifier for our experiments using the HTK [6] toolkit 
developed at the Speech, Vision and Robotics Group of the Cambridge University 
Engineering Department. The Nearest Neighbor classifier was implemented by us 
using cosine similarity as the distance metric. For the SVM classifier, we utilize the 
LIBSVM [1] integrated software developed by Chih-Chung Chang and Chih-Jen Lin. 
Linear SVMs with one-versus-all multiclassification strategy is used,  with the trade-
off value, C, between training error and margin equal to 1. 

Table 2, 3 and 4 shows the classification results using 8 second duration segments 
for the HMM, SVM and NN classifier respectively. Each row sum adds up to 30 as 
we have 30 test segments for each scene. The reader can also visualize the table as a 
confusion matrix where each ij (row-column) entry represents the number of test 
segments from scene i that have been recognized as scene j.  

From the confusion matrix of the HMM classifier, we can see that a few segments 
from the Laboratory scene were confused for the Lecture Theater scene. Similarly, we 
have some segments from the Tennis Match and Soccer Match scene confused with 
each other. This can be attributed to the fact that these scenarios contain scenes that 
have some similarities − periods of inactivity in Laboratory versus Lecture Theater 
and crowds cheering in Tennis versus Soccer Match. The results from the Disco scene 
are the worst among all the scenes, with only about 33% of the test segments being 
correctly classified. This may be acceptable since this scene is the most dynamic type, 
with fast interchanging periods of heavy noise and conversation. All other scenes 
have very good results. Looking at the confusion matrix for the NN classifier, we 
have the Disco and Lecture Theater scenes obtaining very poor results compared to 
other scenes. The NN classifier is unable to classify segments from the disco scene at 
all. This can again be due to the fast and dynamic changing nature of the disco scene. 
It is interesting to note that the NN classifier is also unable to classify segments from 
the Lecture Theater scenes, confusing it with the Traffic scene even though these two 
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scenes do not seem to have any similar environmental noise events at all. Results 
from the SVM classifier are promising, as besides the Laboratory and Disco scenes, 
all other scenes have accuracy greater than 83%.  

Table 2. Confusion matrix for the HMM classifier using 8 second time duration segments 
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Tennis 11 0 0 0 0 0 0 0 19 0 
Canteen 0 30 0 0 0 0 0 0 0 0 
Laboratory 0 0 18 0 0 0 0 0 0 12 
Traffic 0 6 0 22 0 0 0 2 0 0 
Gunfight 0 0 0 0 30 0 0 0 0 0 
Disco 0 0 0 0 7 10 0 13 0 0 
Silence 0 0 0 0 0 0 30 0 0 0 
Restaurant 0 0 0 0 1 0 0 29 0 0 
Soccer 2 0 0 0 0 0 0 0 28 0 
Lecture 0 0 0 0 0 0 0 0 0 30 

 
Table 3. Confusion matrix for the NN classifier using 8 second time duration segments 
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Tennis 25 0 0 0 0 0 0 0 5 0 

Canteen 0 28 0 1 0 1 0 0 0 0 
Laboratory 0 0 28 2 0 0 0 0 0 0 
Traffic 0 0 0 30 0 0 0 0 0 0 

Gunfight 0 0 0 3 22 3 0 2 0 0 
Disco 0 0 2 5 2 0 0 20 0 1 
Silence 0 0 0 0 0 0 30 0 0 0 

Restaurant 0 0 0 0 2 0 0 28 0 0 
Soccer 0 0 0 0 0 0 0 0 30 0 
Lecture 0 3 0 20 0 0 0 0 0 7 

 
Table 4. Confusion matrix for the SVM classifier using 8 second time duration segments 
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Tennis 25 0 0 0 0 0 0 0 5 0 
Canteen 0 28 0 0 0 2 0 0 0 0 
Laboratory 0 0 6 24 0 0 0 0 0 0 
Traffic 0 1 0 29 0 0 0 0 0 0 
Gunfight 0 0 0 0 27 3 0 0 0 0 
Disco 0 4 1 2 20 2 0 1 0 0 
Silence 0 0 0 0 0 0 30 0 0 0 
Restaurant 0 0 0 0 0 0 0 30 0 0 
Soccer 0 0 0 0 0 0 0 0 30 0 

Lecture 0 0 0 0 0 0 0 0 0 30 
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4.3   Analysis of the Experimental Results 

From the experimental results obtained for the 8 second duration segments, we can 
see that there is no single classifier that works well for all scenes, although all three 
classifiers have difficulties recognizing segments from the Disco scene. The 
confusion matrix obtained for the HMM classifier is most logical as it has confused 
some test segments from the Tennis Match scene with the Soccer Match and some 
segments from the Laboratory scene with Lecture Theater. The NN classifier has 
confused the Lecture Theater scene with the Traffic scene even though these 2 scenes 
have hardly any environmental noise events in common. Furthermore, it is unable to 
classify any segments from the Disco scene. The SVM classifier is able to perform 
slightly better than the NN classifier in this aspect, classifying some Disco segments 
correctly and confusing the rest with the Gunfight scene.  

Fig 3 shows the accuracy of the HMM, NN, SVM classifier with time durations of 
1 to 30 seconds. These classifiers are trained with the following parameters − HMM 
with a 15 state model, NN using cosine similarity, SVM using linear classifier and 
one-versus-all multiclassification with penalty value C = 1. Maximum accuracy for 
the HMM classifier occurs when time duration equals to 2 seconds and decreases with 
increasing time duration of the segments. This contrasts with the results obtained for 
the NN and SVM, where we can see that classification accuracy generally increases 
as one increases the time duration of the segments. We obtained the best results from 
the SVM classifier, where it consistently outperforms the other 2 techniques after 8 
second and obtaining the highest accuracy, 90% at 15 second. 

 
Fig. 3.  Accuracy in percentage of the classification methods with 1-30 seconds segments 

5   System Design for a Multimedia Video Classifier and Retrieval 
System 

The proposed system design for a multimedia video classifier and retrieval system is 
shown in Figure 4. The system has 4 major components, namely the classification 
engine, the library, the query analyzer and the retrieval engine. The user is able to 
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insert a new movie clip for classification or enter queries (retrieval) regarding movies 
or movie segments that have been previously classified and inserted into the library. 

Classification of new movies are done in the classification engine, where it accepts 
segments of audio from the movie and classifies them based on a pre-trained model 
file. The obtained information and the movie are then inserted into the library. 
Depending on the classification results, the user may wish to correct some 
misclassification errors and use the altered results to optimize the model file. 

The query analyzer parses the input query from the user into 3 categories, simple, 
complex and retrieval-by-example queries. Simple queries are defined as queries 
where information can be directly retrieved from the library and presented to the user, 
e.g. ’give me all segments of movie A that has gunfight noise’ etc. Queries such as 
’find me the segment in movie A where Arnold Schwarzenegger is involved in a 
gunfight and says I’LL BE BACK’ is considered to be a complex query as other 
recognition systems is involved in the retrieval process. If the user presents an audio 
file as the input for a query, we define it as a retrieval-by-example query where we 
retrieve the top n matching video segments from the library and present it to the user. 

We propose an incremental filtering of results to solve complex queries. For 
example, considering the complex query mentioned earlier, segments without 
gunfight labels will first be filtered out. A facial recognition system will then select 
segments where there are frames containing Arnold Schwarzenegger. The final results 
are then obtained using a speech recognition system where segments with ’I’LL BE 
BACK’ are extracted from the previous results. Of course, other recognition systems 
could be also used but the general structure of the multimedia video classification and 
retrieval system is an incremental design where enhancement of the system can be 
done easily. 

 
 

Fig. 4. System Design for proposed multimedia video classifier and retrieval system 

S. Bressan and T.B.  T an  
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6   Conclusions and Future Work 

We have shown that environmental noise from multimedia data can be used for its 
classification as the experimental results obtained are very encouraging, especially the 
HMM and SVM classifier. With increasing time duration of segments, we find that 
the accuracy of the HMM classifier decreases in contrast with the NN and SVM 
classifier, where better results are generally obtained. However, the NN classifier is 
unable to classify certain types of scenes e.g. disco in our experiments regardless of 
the time duration. Although we did not show the total training time required for the 
different classifiers, we obtained the lowest training time for the SVM classifier 
(much lower than the HMM classifier). Therefore, we conclude that the SVM 
classifier is the best choice for classifying environmental noise for our data as it 
obtained the highest accuracy, 90% for our experiments, has a lower training time and 
consistently outperforms the HMM classifier in longer time duration segments. 

In this paper, we have utilized the HMM, NN and SVM classification techniques 
for our experiments. Other techniques such as Bayesian networks etc can also be 
studied. Different feature extraction methods such as LPC can also be used to obtain 
the feature vectors for computation. Currently, we are developing the environmental 
noise classification part of the proposed system using SVMs and we have obtained 
encouraging results for entire movie clips – about 50-60% accuracy. Complex queries 
will require integration of other classification/recognition systems and challenges 
such as adapting the various systems for our specific needs will inevitably arise from 
the integration of such systems. We intend to integrate other systems into ours 
gradually and undertake further experiments using different features and classification 
techniques to improve on the classification accuracy of our system. 
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Abstract. In contrast to alpha-numerical data, multimedia data can
have a wide range of quality parameters such as spatial and tempo-
ral resolution, and compression format. Users can request data with a
specific quality requirement due to the needs of their applications, or
the limitations of their resources. On-the-fly conversion of multimedia
data (such as video transcoding) is very CPU intensive and can limit the
level of concurrent access supported by the database. Storing all possible
replicas, on the other hand, requires unacceptable increases in storage re-
quirements. Although replication has been well studied, to the best of our
knowledge, the problem of multiple-quality replication has not been ad-
dressed. In this paper we address the problem of multiple-quality replica
selection subject to an overall storage constraint.

We establish that the problem is NP-hard and provide heuristic solu-
tions under a soft quality system model where users are willing to nego-
tiate their quality needs. An important optimization goal under such a
model is to minimize utility loss. We propose a powerful greedy algorithm
to solve this optimization problem. Extensive simulations show that our
algorithm finds near-optimal solutions. The algorithm is flexible in that
it can be extended to deal with replica selection for multiple media ob-
jects and changes of query pattern. We also discuss an extended version
of the algorithm with potentially better performance.

1 Introduction

Quality is an essential property for multimedia databases. In contrast to other
database applications, multimedia data can have a wide range of quality pa-
rameters. Users can request data with specific quality requirements due to the
needs of their applications, or the limitations of their resources. Quality-aware
multimedia systems [1,2,3] allow users to specify the quality of the media to be
delivered. The quality parameters of interest also differ by the type of media
that we deal with. For digital videos, which we use as example throughout this
paper, the quality parameters include resolution, frame rate, color depth, audio
quality, compression format, security level, and so on [4]. For example, a video
editor may request a video at very high resolution when editing it on a high-
powered workstation, but request the video at low resolution and frame rate
when viewing it using a PDA.

Generally, there are two approaches to satisfy user quality specifications: (i)
dynamic adaptation: store only the highest resolution copy, and convert it to
the quality format requested by the user as needed at run-time; or (ii) static

K.V. Andersen, J. Debenham, and R. Wagner (Eds.): DEXA 2005, LNCS 3588, pp. 240–249, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



Quality-Aware Replication of Multimedia Data 241

adaptation: pre-compute each different quality that can be requested and store
them on disk. When a user query is received, the appropriate copy is retrieved
from disk and sent to the user. Dynamic adaptation suffers from a very high CPU
overhead for transcoding from one quality to another [5,6]. Therefore, real-time
adaptation is difficult in a multi-user environment. Static adaptation attempts to
solve the problem of high CPU cost by storing precoded multiple quality copies
of the original media on disk. By this, the heavy demand on CPU power at
runtime is alleviated. We trade disk space for runtime CPU cycles, which is a
cost-effective trade-off since disks are relatively cheap.

However, storage costs for static adaptation could be extremely high. This
is because users vary widely in their quality needs and resource availability [5].
This leads to a large number of quality-specific copies of the same media con-
tent that need to be stored on disk. From a service provider’s point of view,
the storage requirements for static adaptation should not grow unboundedly as
storage, although cheap, is not free. This is especially true for commercial media
databases that must provide high reliability of disk resources. Our analysis [7]
shows that the extra disk space needed to accommodate all possible qualities is
O
(
nd
)

times of the original copy where n is the number of quality levels in one
quality dimension and d is the number of quality dimensions. Therefore, it is
infeasible to store all possible quality copies. On the other hand, the strategy of
selecting few copies based on the bandwidth of user devices (T1, DSL, dial-up
...), as many media services do nowadays, ignores the diversity of user’s quality
needs. In this paper, we study the problem of quality selection under storage
constraints for the purpose of satisfying user quality requirements.

We view the selection of media copies for storage as a data replication prob-
lem. Traditional data replication focuses on placement of copies of data in various
nodes in a distributed environment [8]. Quality-aware replication deals with data
placement in a metric space of quality values (termed as quality space). In the
traditional replication scheme, data are replicated as exact or segmental copies
of the original while the replicas in our problem are multiple quality copies gen-
erated via offline transcoding. In this paper, we assume user behavior can be
described by a soft quality model where users are willing to negotiate when the
original quality required is not available. Under this situation, users may ac-
cept a different quality with a decrease of satisfaction with the service. Our data
replication algorithms are designed to achieve the highest user satisfaction under
fixed resource (storage) capacities. Quality selection under a hard quality model
where users have rigid quality requirements is discussed in our technical report
[7]. There are two major contributions of this paper:

1. We formulate the replica selection problem as an optimization with the goal
of maximizing user satisfaction. We propose a fast greedy algorithm with
comparable performance to commercial optimizers. An improvement to the
greedy algorithm is also discussed.

2. We extend the above algorithm to handle the situation of dynamic replica-
tion where changes of query pattern are expected. Our solution is fast and
achieves the same level of optimality as the original algorithm.



242 Y.-C. Tu, J. Yan, and S. Prabhakar

2 Related Work

Quality adaptation in media delivery in response to heterogeneous client re-
quests has attracted a lot of attention [2,6]. However, quality selection in static
adaptation is not well addressed. A closely related work is [5] where quality selec-
tion (under storage constraint) is performed to achieve the smallest transcoding
costs. In [9], the problem of optimal materialized view selection is studied. Both
[5] and [9] address different data selection problems from ours. Furthermore, nei-
ther considers quality selection in response to dynamic changes of query pattern.

Efforts to build quality-aware media systems include [2,6,3,1]. In our previous
work [1], we extend the query generation/optimization module of a multimedia
DBMS to handle quality of queries as a core DBMS functionality. In [4], speci-
fication of quality parameters in multimedia databases is discussed. The tradi-
tional data replication problem has been studied extensively in the context of
web [10,11], distributed databases [8], and multimedia systems [12,13]. The web
caching and replication problem aims at higher availability of data and load bal-
ancing at the web servers. Similar goals are set for data replication in multimedia
systems. What differs from web caching is that disk space and I/O bandwidth are
the major concerns in multimedia systems. A number of algorithms are proposed
to achieve high acceptance rate and resource utilization by balancing the use of
different resources [13,14]. Unlike web and multimedia data, database contents
are accessed by both read and write operations. This leads to high requirements
for data consistency, which often conflict with data availability. Another impor-
tant issue is dynamic data replication. As access rates to individual data items
are likely to change, we need to make our replication strategy adapt to changes
quickly and accurately to achieve optimal long-term performance. Wolfson et al.
[15] introduced an algorithm that changes the location of replicas in response to
changes of read-write patterns of data items.

3 System Model and Problem Statement

We assume that the database consists of a collection of servers that host the
media content and service user queries. Servers have limited storage space S.
For now, we consider only one media object and in Section 4 we extend our
discussions to a system with V media objects. User requests identify (via a
query) an object to be retrieved as well as the desired quality requirements
on d quality dimensions. Each quality can thus be modeled as a point in a d-
dimensional quality space. The domain of a quality parameter consists of finite
number of values and we denote the total number of quality points as m. Each
possible quality k is modeled by fk and sk where fk represents the query rate
for this version of the media and sk is the byte size of this replica.

Utility is frequently used to quantify user satisfaction on a service [16] and
is thus the primary optimization goal in quality-critical applications [17]. Utility
functions serve the purpose of mapping quality to utility. For a request to a
quality A, if A is replicated, the server retrieve that replica to serve the request
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and no utility is lost. Otherwise, the request is served by the closest replica B
to A, and utility loss increases with the distance between A and B. Note that
providing a higher quality than needed does cause utility loss because the client
device may not have enough resources to handle it [7]. Techniques for generating
utility functions can be found in [16].

Our problem is to pick a set L of replicas from the quality space that gives
the largest total utility over time, which can be expressed as U =

∑
j∈J fju(j, L)

where J is the set of all quality points and u(j, L) is the utility with which quality
j is served by the closest replica in L. We set u(j, L) to be an decreasing function
(within the range of [0, 1]) of the distance between j and its nearest neighbor in
L (see [7] for more details) and we have u(j, L) = 1.0 if j ∈ L. We weight the
utility by the request rate fj and the weighted utility is termed as utility rate.
We name our problem the fixed-storage replica selection (FSRS) problem and it
can be formulated as the following integer program:

maximize
∑

j∈J

∑
k∈J fju(j, k)Yjk, (1)

subject to
∑

k∈J Xksk ≤ S, (2)∑
k∈J Yjk = 1, (3)
Yjk ≤ Xk, (4)

Yjk ∈ {0, 1}, (5)
Xk ∈ {0, 1}. (6)

where u(j, k) is the utility value when a request to point k is served by a replica
in j, Xk is a binary variable representing whether k is replicated, Yjk tells if j
should be served by k. Equation (2) shows the storage constraint while Equations
(3) and (4) mean that all requests from k should be served by one and only one
replica. Here fj , sk, and S are inputs and Xk for all k ∈ J is the solution.

A close match to FSRS is the so-called p-median problem with the same
problem statements except Equation (2) becomes

∑
Xk = p, meaning only

p (p < |J |) points are to be selected. As the p-median problem is NP-hard [18],
it is easy to see that FSRS is also NP-hard [7].

4 Replica Selection Algorithms

In dealing with the FSRS problem, we can use a benefit/cost model to analyze
the value of a replica k: the cost is obviously the storage sk, the benefit is the gain
of utility rate by selecting k. A good heuristic would select the set of replicas with
the highest benefit/cost ratios [7]. However, the benefit of one replica depends on
the selection of other replicas. We propose an algorithm (Fig 1) that takes greedy
guesses on such benefits. The main idea is to aggressively select replicas one by
one. The first replica is assigned to a point k that yields the largest ΔUk/sk

value as if only one replica is to be placed. We use ΔUk/sk to denote the utility
density of replica k where ΔUk is the marginal utility rate gained by replicating
k. The following replicas are determined in the same way, i.e. the n-th replica
maximizes ΔUn/sn based on the n − 1 replicas that are already selected.
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Algorithm Greedy
Inputs: fk, sk, S
Output: a set of selected replicas, P

1 s′ ← S, P ← ∅, k ← 0
2 while k �= NULL do
3 k ← AddReplica(s′, P )
4 s′ ← s′ − sk

5 append k to P
6 return P

AddReplica (s, P’)
1 i ← NULL, Vmax ← 0
2 for each quality point k do
3 if k �∈ P ′ and sk ≤ s
4 U ← 0
5 for each quality point j
6 U ← U + MaxUtil(j, k, P ′)
7 if U/sk > Vmax

8 Vmax ← U/sk

9 i ← k
10 return i

Fig. 1. The Greedy algorithm

Algorithm Greedy (Fig 1) terminates when no more replicas can be added due
to storage constraints. New replicas are selected via subroutine AddReplica by
trying all m points in the quality space to look for the one that yields the largest
utility density. Note subroutine MaxUtil (line 6 of AddReplica) gives the
utility from j to its nearest replica in P ′ + k, which can be done in constant
time. As AddReplica runs for O

(
m2

)
time, the time complexity for Greedy is

O
(
Im2

)
where I is the total number of replicas selected.

The Iterative Greedy Algorithm. This algorithm attempts to improve the perfor-
mance of Greedy. We notice that at each step of Greedy, some local optimization
is achieved: the (n+1)-th replica chosen is the best given the first n replicas. The
problem is: we do not know if the first n replicas are good choices. However, we
believe the (n+1)-th replica added is more ‘reliable’ than its predecessors because
more global information (existence of other selected replicas) is leveraged in its
selection. Based on this conjecture, we develop the Iterative Greedy algorithm
that iteratively improves the ‘correctness’ of the replicas chosen. Specifically, we
repeatedly get rid of the most ‘unreliable’ selected replica and choose a new one.
The operations in Iterative Greedy are shown in Fig 2. All replicas selected by
Greedy are stored in a FIFO queue P ′. In each iteration, we dequeue P ′ and
find one replica (again, by AddReplica) based on the remaining replicas. The
newly identified replica is then added to the tail of P ′. We record the set of
replicas with the largest utility rate as the final output (P ). The only problem
here is how to set the number of iterations I. Since the primary goal of Iterative
Greedy is to reconsider the selection of the first few ‘unreliable’ replicas, we can
set I to be the number of replicas selected by Greedy. The time complexity of
Iterative Greedy is thus O

(
Im2

)
, which is the same as that of Greedy.

Handling Multiple Media Objects. With very few modifications, both Greedy
and Iterative Greedy algorithms can handle multiple media objects. The idea
is to view the collection of V physical media as replicas of one virtual media.
The different content in the physical media can be modeled as a new quality
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Algorithm IterativeGreedy
1 Umax ← 0, P ← ∅
2 for i ← 0 to I
3 do k ← dequeue P ′

4 s′ ← s′ + sk

5 l ← AddReplica(s′, P ′)
6 append l to P ′ and update s′

7 U ← total utility rate of P ′

8 if Umax < U then
9 do Umax ← U
10 copy P ′ to P

Fig. 2. The Iterative greedy algo-
rithm. Output: P . Inputs: P ′ - a
set of replicas selected, s′ - available
storage after P ′ is replicated.

dimension called content. A special feature of content is its lack of adaptability.
For example, any replica of the movie Matrix cannot be used to serve a request
to the movie Shrek. Assume the quality spaces of all physical media have m
points, the FSRS problem with V media can thus be solved by simply running
the Greedy algorithm for the virtual media with V m points. Knowing that there
is no utility gain between two replicas with different content, we only need to
run the second loop (line 5) in AddReplica for those with the same content.
Thus, the time complexity of Greedy is O

(
IV m2

)
rather than O

(
IV 2m2

)
.

5 Dynamic Data Replication

In previous sections we deal with the problem of static replication, in which access
rates of all qualities do not change over time. In this section, we discuss quality-
aware data replication in an environment where access patterns change. A good
dynamic replication algorithm needs to meet two requirements: quick response
to changes and optimality of results. Dynamic replication in soft quality systems
is a very challenging task. The difficulty comes from the fact that the access rate
change of a single point could have cascading effects on the choices of many (if not
all) replicas. We may have to rerun the static algorithms (e.g. Greedy) in response
to such changes but these algorithms are too slow to make online decisions. In
this section, we assume that runtime changes of access pattern only exist at the
media object level. In other words, the relative popularities of different quality
points for the same media object do not change. This assumption is found to
be reasonable in many systems [12,13]. We understand that a solution for more
general situation is also meaningful and we leave it as future work.

Let us first investigate how algorithm Greedy selects replicas. The history
of total utility rate gained and storage spent on each selected replica can be
represented as a series of points in a 2D graph. We call the lines that connect
these points in the order of their being selected a Replication Roadmap (RR).
Fig 3 shows two examples of RRs plotted with the same scale. We can see
that all replication roadmaps are convex. This is because: the slope of the line
connecting any two consecutive points (e.g. r1 and r2 in Fig 3A) represents the
ratio of ΔUr2 to sr2. As Greedy always chooses a replica with the largest ΔU/s
value, the slopes of the line segments along the RR are thus non-increasing.
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In dynamic replication, replicas need to be re-selected with respect to the
new query rate of a media object. Suppose the query rate fi of a media object
i increases by a factor δ (δ > 0). What happens now is that we may consider
assigning extra storage to i as it reaches a position to use storage more profitably
than before. As storage is limited, the extra chunk should come from another
media object whose slope in the last piece of RR is small. Take Fig 3 as an
example. Suppose we have fully extended RRs: all future replicas are precom-
puted (empty dots in Fig 3) and we call the last real replica the frontier of the
RR. It buys us more utility to advance A’s frontier (take storage) and move
backwards on B’s RR (give up storage). The beauty of this scheme is: we never
need to pick up points far into or over the frontier to make storage exchanges.
The convexity of RRs tells us that the frontier is always the most efficient point
to acquire/release storage. Based on this idea, we design an online algorithm
named SoftDynaRep for dynamic replication (see [7] for pseudocode).

The algorithm consists of two phases: the Preprocess Phase and Online Phase.
In the first phase, we need to extend each RR formed by Greedy or Iterative
Greedy by adding all m replicas. For all RRs, we put the immediate predecessor
of the frontier in a list called blist and its immediate successor in a list called
flist. Both lists are sorted by the slopes of the segments stored. The Preprocess
phase runs at O

(
V m3

)
time and it only needs to be executed once. The Online

Phase is triggered once a change in query rate to an object i is detected. The
idea is to iteratively take storage from the tail of blist and add that to the
head of flist (we call this operation storage exchange) until a new equilibrium is
reached. The running time of this phase is O

(
Ie log V

)
where Ie is the number

of storage exchanges (obviously, Ie = O
(
m
)
). We claim that the online phase

of SoftDynaRep achieves the same quality in the selected replicas as that by
rerunning Greedy. A rigorous proof can be found in [7].

6 Experiments

We study the behavior of the proposed algorithms by extensive simulations. Due
to space limitations, we only present the most important results. We use traces of
270 MPEG-1 videos extracted from a real video database1 as experimental data.
We simulate a 3D quality space with various number (100-500) of replicas. The
sk values for all replicas are generated from empirical equations [7]. As real-world
1 http://www.cs.purdue.edu/vdbms
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traffic traces for quality-aware systems are not available, we test various synthetic
access patterns (i.e., fk values) in our simulations. We run our experiments on
a Sun Workstation with a UltraSparc 1.2GHz CPU.
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Performance of Replica Selection Algorithms. We evaluate the performance of
Greedy and Iterative Greedy algorithms in terms of optimality (Fig 4) and run-
ning time (Fig 5). In this experiment, we set f to 3600 requests/hour so the
utility rate is bounded by 3600/hr. We compare our algorithms with three oth-
ers: 1. the CPLEX mathematical programming package2; 2. a random algorithm;
3. a local algorithm that places replicas in the most frequently accessed areas
in the quality space. CPLEX is a widely-used software for solving various op-
timization problems and is well-known for its efficiency. We tune CPLEX such
that the results obtained are within a 0.01% gap to the optimal solution.

From Fig 4A, it is clear that our algorithms always find solutions that are very
close to the optimal. More details can be found in Fig 4B where the relative U
values obtained by our algorithms to those by CPLEX are plotted. Utility rates
of solutions found by Greedy are only about 3% smaller than the optimal values.
The Iterative Greedy cuts the gap by at least half in all cases: the solutions it finds
always achieve more than 99% of the optimal utility rate. For both algorithms,
the performance is insensitive to the number of quality points. Nor is it affected
by access patterns or storage constraints. We tested different access patterns
(e.g. Zipf, 20-80, and uniform) and S values (60-300GB) and obtained similar
results (data not plotted here). The solutions given by random and local are far
from optimal. The fact that the local algorithm performs even worse than the
random algorithm shows that it is dangerous to consider only local or regional
information in solving a combinatorial problem.

The running time of the above experiments are shown on a logarithmic scale
in Figure 5. CPLEX is the slowest algorithm in all cases. This is what we expected
as its target is the global optimal solution. Actually, we could only run CPLEX
for the five smaller cases due to its long running time. Both Greedy and Iterative
Greedy are 2-4 orders of magnitude faster than CPLEX. It takes them about 200
seconds to solve the selection of 30 videos in a quality space with 500 points.

2 version 8.0.1, http://www.cplex.com



248 Y.-C. Tu, J. Yan, and S. Prabhakar

10-3

10-1

101

103

105

107

 100  200  300  400  500

T
im

e 
(s

ec
on

d)

Number of Q points

random
local

Greedy
Iterative
CPLEX

Fig. 5. Running time
of different replica se-
lection algorithms

Performance of dynamic replication algorithm. We also test our dynamic repli-
cation algorithm under the soft quality model for its optimality and speed. We
simulate a system for a period of time during which events of query rate changes
of media objects are randomly generated. We allow the query rate of videos to
increase up to 20 times and to decrease down to 1/10 of the original rate. We
first compare the total utility rate of the selected replicas between the online
phase of SoftDynaRep and Greedy. For all events, the replicas selected by
SoftDynaRep get utility rates that are consistently within 99.5% of that by
rerunning the Greedy algorithm (Fig 6A). In this experiment of 270 videos and
a 20 × 20 quality space, the running time of SoftDynaRep for each event is
on the order of 10−4 seconds while Greedy needs to run about half a hour to
solve the same problems. The main reason for SoftDynaRep’s efficiency is the
small number of storage exchanges. In Fig 6B, we record such numbers for each
execution of SoftDynaRep and very few of these readings exceed 15.
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Fig. 6. Performance of SoftDynaRep

7 Conclusions

In this paper, we study the problem of selecting quality-specific replicas of media
data. This problem is generally ignored in multimedia database research due
to the oversimplified assumption that storage space is always abundant. We
provide solutions to the problem under a soft quality model where users’ quality
needs are negotiable. We propose a greedy algorithm to solve the optimal replica
selection problem heuristically. Experiments show that the total utility rates of
the solutions found by our algorithm are over 97% of those of the optimal. An
advanced version of this algorithm further increases that to 99%. A derived
online algorithm provides an elegant solution to an important subproblem of
dynamic data replication. While the greedy algorithm takes cubic time, the low
time complexity of the online algorithm makes our solution scalable.
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Abstract. In this paper, we present a framework for texture descriptors
based on spatial distribution of textural features. Our approach is based
on the observation that regional properties of textures are well captured
by correlations among local texture patterns. The proposed method has
been evaluated through experiments using real textures, and has shown
significant improvements in recognition rates.

1 Introduction

Texture is one of the fundamental properties of natural images, and useful for
various applications including remote sensing, medical image analysis, industrial
surface inspection, and content-based image retrieval. Although texture analysis
and classification have been widely studied in the literature, many existing ap-
proaches deal with limited problems that do not fully take into account the image
variations with respect to orientation, intensity, and spatial scale [1] [2]. Over
the years, a number of approaches to texture classification have been developed
to address rotation invariance problems. Porter and Canagarajah [3] developed
the rotation invariant texture classification schemes for three texture analysis
models, i.e., wavelet transform, Gabor filters, and Gaussian Markov random
fields (GMRFs). They achieved rotation invariance by discarding the orienta-
tion information or by averaging of the features over the circular neighborhoods.
Hayley and Manjunath [4] used multichannel Gabor filters to extract rotation-
invariant texture features. They decomposed Gabor elementary functions into
amplitude and phase components, and, from these components, developed the
texture model of micro-features that describe the amplitude, frequency, and
directional characteristics of textures. Dimai [5] applied the framework of the
general moment invariants to non-invariant Gabor features. Due to high com-
putational complexity involved in extraction and classification of features, he
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employed sampling of filtering positions and a feature selection step. Fountain
et al. [6] compared four different rotation texture analysis methods in retrieving
texture images from the image database of the Brodatz album [7]. Other exam-
ples include the circular simultaneous autoregressive (CSAR) model by Kashiyap
and Khotanzad [8], the multiresolution simultaneous autoregressive (MRSAR)
model by Mao and Jain [9], the works by Pietikainen et al. [10], Fountain and
Tan [11], and Greenspan et al. [12]. In addition to the rotation invariance prob-
lem, several recent works also addressed the scale invariance problem. Pun and
Lee [1] proposed a scheme using the wavelet energy signatures and the log-polar
transform. In their approach, rotation and scale variance of the input image
were transformed to row shift variance by the log-polar transform, and then the
row shift variance was eliminated by applying an adaptive wavelet packet trans-
form. Experimental results reportedly showed the overall recognition accuracy
of 90.8 percent using 96 energy features extracted from the 25 natural images of
the Brodatz album [7]. Similarly, Leung and Peterson [14] used log-polar Gabor
filters, and then estimated rotation and scale parameters using the mental trans-
form. Cohen et al. [13] incorporated a likelihood function with the GMRF model
to estimate rotation and scale parameters. Experiments were carried out with
nine classes of the Brodatz album, which is rather a limited number of samples
considering the wide variety of textures. Other works that address both the ro-
tation and scale invariance problem include Wu and Yoshida [15], Tan [16], and
Manian and Vasquez [17]. Gray-scale invariant texture classification, which has
received little attention in the literature, is also important to deal with images of
great intra-class variability usually caused by light reflectance and uneven illu-
mination. Chen and Kundu [18] employed the histogram equalization technique
to achieve gray-scale invariance. Notable drawback of this approach lies in that
local intensity variability within an image can not be addressed generally by the
global histogram equalization. Wu and Wei [19] proposed a similar approach.
Both approaches assumed that the underlying function of gray-scale variation is
liner, which could limit the usefulness of the methods. Ojala et al. [2] proposed
a simple method using local binary patterns (LBP). They showed that uniform
patterns, which refer to uniform occurrences of local binary patterns, are fun-
damental properties of local texture structures. More specifically, transition of
gray levels in the circular neighborhood with respect to the gray level of the
center pixel successfully capture primitive features such as edges, corners, and
spots. Gray-scale invariance was achieved by using the relative measures of gray
levels instead of directly using gray levels. However, gray levels are one of the
essential properties of textures, as most feature-based and statistical approaches
have been designed based on gray levels.

We propose that correct classification rate can be significantly increased by
using co-occurrence relations of local textural features.The local textural features
used in this study are the LBP and gray level intensities. The LBP operator [2]
is excellent in capturing the spatial structure of local texture, but it discards,
by definition, gray level information. Therefore, in general, the LBP per se is
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not appropriate for representing rotation invariance property. To compensate for
this loss of gray level information, Ojala et al. [2] incorporated the variance of
gray levels into the feature set for achieving rotation invariant classification of
textures. In contrast, we have used co-occurrence of gray levels as well as that of
the LBPs on a circular neighborhood system. The performance of the proposed
approach has been evaluated using the same test sets of real texture images as
those published in [2] [22]. The results have shown significant increase of correct
classification rate compared to the ones obtained by Ojala et al..

The paper is organized as follows: Section 2 describes the framework to cap-
ture spatial distribution of local features, Section 3 presents experimental results,
and Section 4 draws conclusion of this paper.

2 Rotation and Gray-Scale Invariant Texture Descriptors

2.1 Circular Neighborhood System

A circular neighborhood system Nr of radius r with respect to center pixel
pc is defined as the equally spaced P points, p = 0, 1, · · · , P − 1, on a circle
of radius r, as illustrated in Fig. 1. Corresponding gray levels are denoted by
GP

r = (g0, g1, · · · , gP−1), and by gc for a center pixel. Some points have non-
integer coordinates, and their gray levels are computed by the linear interpolation
of the four neighboring pixels as shown in Fig. 2 [20]. The gray level of point
(x, y) is computed as,

gxy = abg11 + a(1 − b)g12 + (1 − a)bg21 + (1 − a)(1 − b)g22, (1)

where weights a and b are coordinate differences, a = y22 − y and b = x22 − x,
and gij are gray levels.

2.2 Local Binary Patterns

Ojala et al. [2] proposed a texture operator called local binary patterns (LBP)
that use gray level differences between the pixels of a circular neighborhood and
the center pixel. This section will review the procedure to compute the local

Fig. 1. Circular neighbor system. Black points constitute a neighborhood of
(P=8,r=1.0), and white ones represent that of (P=16,r=2.0).
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Fig. 2. Linear interpolation scheme

binary patterns as described in [2]. LBP with respect to the gray levels GP
r in

Nr is defined as,

LBPP
r = (sgn(g0 − gc), sgn(g1 − gc), · · · , sgn(gP−1 − gc)), (2)

where sgn(x) is a sign function,

sgn(x) =
{

1 if x ≥ 0;
0 if x < 0.

(3)

Thus, LBPP
r is by definition a binary pattern in which bits of value 1 (value

0) correspond to pixels whose gray levels are greater than or equal to (less than)
that of the center pixel. From the bit patterns of LBPP

r , we compute the number
of transitions from 1 to 0 and vice versa in the circular order,

U(LBPP
r ) = |sgn(gP−1−gc)−sgn(g0−gc)|+

P−1∑
p=1

|sgn(gp−gc)−sgn(gp−1−gc)|.

(4)
Then, the pattern code of LBP is defined as,

LBP riu2
P,r =

{∑P−1
p=0 sgn(gp − gc) if U(LBPP

r ) ≤ 2
P + 1 otherwise.

(5)

Because signed differences gp − gc are not affected by changes of luminance,
gray-scale invariance property can be achieved by considering only the signs of
the differences instead of their values. The distinct values of uLBPP

r is P + 2
according to Eq. (5). For example, for P = 24, which is the number of pixels on
the rectangular boundary of radius r = 3, the number of distinctive uLBP s is
26.

2.3 Improved Rotation Invariant Texture Descriptor

Once the LBP riu2
P,r s for all pixels in the input image are computed, they are

collected to form a histogram which is used as rotation-invariant texture fea-
tures. Although the LBP riu2

P,r operator is excellent in capturing the textural
structure in a local region of images, it does not consider the spatial relations
of the textural features because the features are represented as a histogram. In
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Fig. 3. Contour map of cooccurrence matrices obtained from gray levels quantized at
64 levels

contrast, we propose a method which considers spatial relations through a co-
occurrence matrix of texture features. Let COMAT (i, j) be the element of a
co-occurrence matrix at i-th row and j-th column. The value of COMAT (i, j)
is computed by accumulating the number of pixels whose texture features have
value j over the circular neighborhood around the center pixel of value i. The
co-occurrence matrix obtained by relating LBP riu2

P,r and LBP riu2
P ′,r′ is denoted

by COMAT P ′,R′
P,R (i, j). It should be noted that COMAT operator is different

from the usual Gray Level Cooccurrence Matrix (GLCM) [23] in the sense that
COMAT does not consider the relative direction between two co-occurrences of
features. Therefore, COMAT P

r (i, j) can achieve rotational inavariance property,
whereas GLCM does not in general. Moreover, COMAT operator can achieve
higher rates of classification accuracy as the discriminant power is pictorially
illustrated in Fig. 3 for 24 different texture classes whose details are described
in Section 3.

2.4 Classification Measure

The similarity of two joint-histograms (generated from a test image and model
images) is measured by a test of goodness-of-fit [2]. Given a test feature T and
a model feature M , the G(log-likelihood ratio) is defined as,

G(T, M) = 2
H∑

h=1

Thlog
Th

Mh
= 2

H∑
h=1

[ThlogTh − ThlogMh], (6)

where H is the number of joint-histogram bins and Th and Mh are probabilities
of T and M at bin h, respectively. Note that the term ThlogTh in Equation 6 is
constant, and therefore can be ignored without any effects on the classification
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Fig. 4. Forty classes of textures from Bonn University image database

result. Therefore, a test sample S is assigned to the class of the model M that
maximizes the log-likelihood statistic,

L(T, M) =
H∑

h=1

Thlog
Th

Mh
. (7)

3 Experimental Results

The performance of the proposed algorithm was evaluated using two different
sets of natural textures, one set provided by [21] and the other one replicated
from the Outex texture database [22]. The Outex includes a large collection
of natural textures and test suites for comparison of several types of texture
analysis, together with the experimental results of published algorithms. We
computed the average of cooccurrence matrices (COMAT ) for each class, and
used them as model features to which the testing image features are compared.
This is in contrast to the scheme adopted by Ojala et al. [2] in which all sample
instances are stored as references to be compared with the input image. This
scheme is unrealistic for practical applications, even though high rate of correct
classification can be achieved.

3.1 Experiment 1: Rotation Invariant Texture Classification

The objective of the experiment is to evaluate the performance for the rotation
invariant texture classification. The test data include 40 classes of natural tex-
tures from the Bonn University [21], as shown in Fig 4. From each 512 × 512
texture image, 25 non-overlapping sample images of size 128×128 were extracted,
and five images were used for training and 20 images for testing. The images in
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Table 1. Classification Accuracies(%) for Experiment 1

Descriptor P, R Average Descriptor (P, R), (P ′, R′) Average
8,1 88.4 (8,1), (16,2) 90.5
16,2 92.5 (8,1), (24,3) 95.5
24,3 93.9 (8,1), (34,4) 96.4

LBP riu2
P,r 8,1 + 16,2 95.1 COMAT P ′,R′

P,R (16,2), (24,3) 96.1
8,1 + 24,3 94.8 (16,2), (34,4) 95.1
16,2 + 24,3 93.6 (24,3), (34,4) 93.2

the training set were rotated by eight different angles (0◦, 15◦, 50◦, 85◦, 110◦,
125◦, 140◦, and 170◦), while those in the testing set were rotated by another set
of eight angles (5◦, 20◦, 45◦, 80◦, 100◦, 130◦, 150◦, and 175◦). Therefore, the
training set include 1600 images (8 angles × 5 samples × 40 classes), and the
testing set 6400 samples (8 angles × 20 samples × 40 classes).

The classification accuracies are summarized in Table 1. One can see that
cooccurrence matrix-based COMAT consistently outperform the LBP riu2

P,r op-
erator for different values of P and r. This observations show that the textural
properties over a local area are better represented by cooccurrence relations
than 1 − D histogram. As remarked by Ojala et al. [2]. LBP riu2

P,r have diffi-
culties in disciminating strongly oriented textures because directional charater-
istics of textures appear over local area wider than radius r. This resulted in
the performance degradation for recognizing rattan, straw, and wood textures.
As expected, combining two COMAT descriptors with different values of P
and r and thus forming multiresolution scheme improved the classification per-
formance. The superior results of our approach demonstrate its suitability for
rotation invariant texture classification.

3.2 Experiment 2: Gray-Scale and Rotation Invariant Texture
Classification

In this experiment, we evaluate the performance for gray-scale and rotation
invariant texture classification using texture image set Outex-TC-00010 from
the Outex database [22]. The 24 classes of test images are illustrated in Fig. 5.
Most of the texture images are canvases with strong directional structure. Some
texture classes (e.g., canvas025, canvas033, and canvas038 ) show considerable
local gray-scale distortions. Such characteristic of test data presents a challenging
problem for gray-scale and rotation invariant texture analysis. From the texture
image database, 480 images (24 classes × 20 images per class)of size 128 × 128
were randomly extracted and used as a training set, and 3840 images (24 classes
× 160 images per class)of size 128 × 128 were extracted in such a manner that
they were not overlapped with the training images, and used as a test set.

The experimental results are summarized in Table 2. These results are favor-
ably compared with the results obtained by the LBP operators.
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Fig. 5. Twenty-four classes of textures from Outex-TC-00010. Row 1: Canvas001, Can-

vas002, Canvas003, Canvas005, Canvas006, Canvas009. Row 2: Canvas011, Canvas021,
Canvas022, Canvas023, Canvas025, Canvas026. Row 3: Canvas031, Canvas032, Can-

vas033, Canvas035, Canvas038, Canvas039. Row 4: Tile 005, Tile 006, Carpet 002,
Carpet 004, Carpet 005, Carpet 009.

Table 2. Classification Accuracies(%) for Experiment 2

Descriptor P, R Average Descriptor (P, R), (P ′, R′) Average
8,1 80.1 (8,1), (16,2) 89.2
16,2 82.5 (8,1), (24,3) 91.2
24,3 88.2 (8,1), (34,4) 95.3

LBP riu2
P,r 8,1 + 16,2 91.6 COMAT P ′,R′

P,R (16,2), (24,3) 94.9
8,1 + 24,3 93.1 (16,2), (34,4) 93.0
16,2 + 24,3 92.6 (24,3), (34,4) 93.4

8,1 + 16,2 + 24,3 92.2

4 Conclusion

We have shown that gray-scale and rotational invariant texture classification
can be improved by using cooccurrence information of local binary patterns.
We developed a generalized gray-scale and rotation invariant texture descriptor
COMAT , which allows for detecting local structures in a circular neighbor-
hoods of any quantization of the angular space. The discriminative power of the
proposed texture descriptor can be seen from pictorial illustration of COMAT
shown in Fig. 6 Excellent experimental results obtained in the two experiments
demonstrate that good discrimination can be achieved with the cooccurrence
statistics of local binary patterns.
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Fig. 6. Pictorial illustration of COMAT for textures in Outex-TC-00010
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Abstract. We propose a "Zooming Cross-Media" concept that uses zooming to 
achieve both changes in the level of detail and transitions between media, for 
contents containing varied media. Examples are text, images, video, and sound. 
As part of the concept, we propose a zooming description language (ZDL) 
based on XML. Unlike existing zooming interfaces, ZDL codes the zooming 
operation and behavior on the content side. Because ZDL adopts XML coding, 
we can locate "zooming" as the third interface in the Web document environ-
ment after "scrolling" and "anchor clicking." The zooming operation and behav-
ior is independently coded from the content structure in ZDL. With ZDL, it is 
possible to (1) control the zooming of each “zoom object” making up the con-
tents, (2) control the degree of zooming by introducing a "zoom rate" parame-
ter, and (3) relate objects mutually and specify zooming propagation between 
related objects. 

1   Introduction 

Scrolling and anchor clicking are the basic browsing operations in the Web docu-
ment environment.  When we browse voluminous information by scrolling, we can 
display all the information on one page; but it is hard to overview it. With anchor 
clicking, the browsing context is likely to be lost because the information is divided 
across multiple pages. 

With a zooming interface, the above problem can be solved to some extent be-
cause the zooming interface continuously controls the displayed image from the 
entire overview to the zoomed detail. 

Various zoomable user interfaces (ZUIs) have been proposed [1, 2, 3]. Beyond a 
simple zooming interface, such as controlling the level of detail (LOD) of an image, a 
semantic zooming interface to realize semantic LOD control (for example, ti-
tle abstract full text) and co-zooming between multiple objects etc. have been pro-
posed.  
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The traditional ZUI, however, assumes existence of a specific viewer to achieve 
the zooming operation and behavior for each zoomable content. It is therefore impos-
sible to browse such zoomable contents in a generic Web environment. 

HTML, XML SMIL, etc. have been proposed as markup languages in the Web en-
vironment, but there is no language to code zooming operation and behavior. 

To solve such problems, we propose the Zooming Description Language (ZDL). 
ZDL is a markup language based on XML and codes zooming operation and behavior 
on the content side (independently from a viewer). As ZDL is based on XML, zoom-
ing can be located as the third operation of the generic Web document environment 
against scrolling and anchor clicking. ZDL coexists with HTML or XML and adds the 
zooming operation and behavior coding except to the logical structure and the layout 
description of the content. The three basic concepts of ZDL are (1) zooming operation 
to each zoom object making up a content, (2) control of the degree of zooming by 
introducing a zoom rate parameter, (3) zoom propagation between zoom objects that 
are related mutually. ZDL can easily code LOD control of the media-objects (text, 
image, video and audio etc.) making up a zoom object. Beyond that, it can also con-
trol the display media transition.  

We propose a new Zooming Cross-Media concept that includes (A) the zooming 
technique to achieve LOD control and display media transitions, and (B) a ZDL that 
codes such zooming operation and behavior. 

Existing techniques and their problems are described in Chapter 2. Examples and 
significance of the Zooming Cross-Media are described in Chapter 3, details of ZDL 
and a concrete coding example are given in Chapter 4, discussions are in Chapter 5, 
and conclusions and future work are presented in Chapter 6. 

2   Problems with Existing Interface 

2.1   General Problems in Web document environment 

It is desirable when browsing contents that the relationship between the whole ab-
stract and every detail can be easily understood. A scroll bar is, however, needed and 
it is hard to overview all of the information when it is displayed on one page. On the 
other hand, if multiple pages are related by hyperlink and a browsing user moves from 
one page to another by anchor clicking, the browsing context is likely to be lost be-
cause the relationship between the start page and the current page become hard to 
remember when the user moves on multiple-stage links. 

In browsing contents it is useful to achieve media transitions so that the browsing 
user can browse multiple information units that are related mutually in a favorite 
media or display balance. For example, it is useful for a browsing user to be able to 
browse news by video and audio, read it as text or use the two methods simultane-
ously. It is also useful to control the display balance between video and text when 
both media are used. 

When we achieve such functions in a generic Web document environment, we 
have to make multiple pages of each page corresponding to the browsing user’s taste 
or the browsing situation. The page structure, therefore, becomes complex. It is im-
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possible to control the display balance between multiple media interactively and con-
tinuously. For example, it is impossible to control display balance between video size 
and quantity of text continuously in a generic Web document environment. 

2.2   Traditional ZUIs and Their Problems 

As zooming continuously changes display conditions of the information from the 
entire overview to zoomed detail, the possibility of losing browsing context lessens 
and the ease of overview is maintained to some extent. 

Representative ZUI examples are Pad [1], Pad++ [2] and Jazz (currently Piccolo) 
[3]. These are zooming environments in which a two-dimensional image is continu-
ously zoomed to a detailed image. Not only is the LOD changed, but also the ”seman-
tic zooming” concept is realized. For example, when a title is zoomed in, an abstract 
first appears and then the full text appears. Various other techniques have been pro-
posed for ZUI [4, 5]. The first proposes the idea of multi-focus zooming and the sec-
ond proposes cooperation between them. 

These ZUI, however, assume the existence of a specific viewer (program) to 
achieve the zooming operation and behavior. The author must write a display program 
for each zoomable content. It is therefore impossible to browse such zoomable con-
tent in a generic Web environment. Beyond that, the idea of media transition is not 
proposed. 

2.3   Markup Language on Web Environment and Zooming 

Some markup languages, such as HTML, XML and SMIL, code the content structure, 
content layout or multiple object integration on a time line.  No markup language, 
however, codes zooming operation and behavior. 

3   Zooming Cross-Media 

3.1   Abstract 

The main two points of our Zooming Cross-Media are as follows: 

(A) Achieve not only LOD control but display media transition 
(B)  Introduce Zooming Description Language (ZDL) 

We also present examples that achieve what I proposed. 

3.2   Examples That Realize Both LOD Control and Media Transition 

TV2Web and Webified Video. TV2Web and Webified video [6, 7] structure a TV 
program as pairs of captions and separated video. There are LOD about them 
(segment, scene and shot etc.). Zooming operation not only changes video size but 
also produces the LOD transition and media transition (text  video) shown in Fig. 1. 
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Fig. 1. Example of TV2Web 

Business Trip Report (Meeting Minutes). Fig. 2 shows an example of a business 
trip report (meeting minutes) [8]. Fig. 2 (a) shows an initial state and the colored part 
is a selected text. Fig. 2 (b) and (c) show zoomed conditions. As the zooming 
operation proceeds, a detail text part (the lower part of the selected part) and a 
still/video image appear ((b) and (c) show the still and the video image, respectively). 
The still image and video image are a snapshot picture and a recorded video that were 
captured when the discussion corresponding to the selected text occurred. 

(a)

(b)

(c)

 

Fig. 2. Example of a Business Trip Report (Meeting Minutes) 

3.3   The Novelty and Significance of Zooming Cross-Media 

In the examples in Section 3.2, the object LOD control and the media transition be-
tween related objects is achieved by the zooming operation. The browsing user can 
control the media selection and the display balance according to personal preference. 
We achieve a new advantage in browsing content that is not possible in the traditional 
ZUI described in Section 2.2. 

These examples, however, require specific display programs like the traditional 
ZUI. They cannot easily adapt the LOD control and the media transition adapted to 
various contents. 
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Our purpose is to integrate existing zooming techniques that were individually 
proposed and implemented, and to code the zooming operation and behavior generi-
cally. We therefore introduce a new Zooming Cross-Media concept, define zooming 
as the LOD control and the media transition, and propose a generic zooming descrip-
tion language (ZDL). 

ZDL is a markup language based on XML and codes the zooming operation and 
behavior on the content side (independently from a viewer). As ZDL is based on 
XML, zooming can be located as the third operation of the generic Web document 
environment against scrolling and anchor clicking. 

Fig. 3 shows the characteristics of zooming as the third operation comparing to 
scrolling and anchor clicking. In scrolling, the viewpoint moves continuously but the 
LOD and display media don’t change. Change is discontinuous in anchor clicking. 
Conversely, the viewpoint doesn’t change but the LOD and display media change 
continuously in Zooming Cross-Media. Fig. 3 conceptually shows these relationships. 

Zooming Cross-Media

Anchor Clicking

Scrolling
 

Fig. 3. Zooming Cross-Media, as Extension of the Web Browsing Environment, Compared to 
Scrolling and Anchor Clicking 

4   Zooming Description Language (ZDL) 

4.1   Position of ZDL and Requirements for ZDL 

Our purpose is to introduce zooming operations to the existing Web document envi-
ronment. HTML, XML, CSS, etc. code the content structure or layout in the Web 
environment. ZDL coexists with these languages and adds the zooming operation and 
behavior code. 

To achieve the examples in Section 3.2, the zooming operation is needed not only 
to the entire content (entire page), but also to each object comprising the content. 
There may be a case where all objects except a specific object are not expected to be 
zoomed. The LOD control, the media transition, and the zoom propagation, for exam-
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ple, the propagation from the upper layer object to the lower object, need to be coded. 
Beyond that, it is desirable that a common zooming operation and behavior descrip-
tion be applied to all objects that have equivalent structures using a template descrip-
tion. 

Following are requirements for ZDL based on the above discussion. 

a. Code the zooming operation and behavior independently from the content structure 
b. Code the zooming operation and behavior for each object comprising content 
c. Distinguish the zoomable objects from unzoomable objects 
d. Code LOD control and media transition 
e. Code zoom propagation between mutually related objects 
f. Use a template description 

4.2   Basic Structure of the Zooming Description Language 

Based on the requirements elaborated in the previous subsection, we define the basic 
elements of ZDL in the following way. 

Zoom Object: the Basic Unit of Zooming Operation. Zoom object is a target of 
zooming operation, and consists of text, images, video, sound, and other media-
objects making up the contents. A <template/> tag expresses a template of zoom 
objects. The “name” attribute specifies the template name and an attribute “match” 
specifies the base position of the contained media-objects in the content structure 
code.  The media-objects are specified by <text/>, <video/>, etc. The “select” 
attribute specifies a relative position of each media-object, with respect to the base 
(reference) position specified through the “match” attribute. The user selects the 
desired zoom object and performs the zooming operation (e.g., by pointing to the 
zoom object by a mouse); however, ZDL does not deal concretely with how zoom 
object are selected. 

Zoom Rate: Controlling the Degree of Zooming. A zoom rate is uniquely defined 
in a zoom object, and is a continuous value (from 0.0 to 1.0) that specifies the degree 
of zooming. An attribute “zoomFactor” specifies it. Using the <dispText/>, 
<dispVideo/> and similar tags, the display state of each zoom object with respect to a 
given zoom rate is coded. Based on this, it is possible to code the change in the LODs 
of media-objects, as well as the media transition (see Section 4.3). Further, the 
“initZoomFactor” attribute inside the <template/> tag represents the initial zoom rate 
used to initially display the contents. Zoom rate is determined by the zooming 
operation performed by the user (e.g., the relationship between the movement of the 
mouse and the zoom rate); however, the ZDL does not deal concretely with how 
zooming operations are performed.  

Zoom Propagation between Related Objects. Zoom propagation means that when a 
zoom object (O) is zoomed, other related objects are also zoomed in conjunction with 
the object (O). For example, when an upper level object in the content structure is 
zoomed, lower level objects are also zoomed. A <propagation/> tag expresses this 
behavior. An attribute “destination” specifies a template name of destination objects 
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and an attribute “select” specifies the position of their media-objects in the content 
structure. An attribute “relation” specifies the ratio between two changing rates of the 
zoom rate of the source and the destination objects. For example, when the ratio of 
zoom rates is 0.8, a change of 0.5 in the rate of the source object results in a 0.4 
change in the rate of the destination object. Similarly, when the ratio of zoom rates is 
–0.5, a change of 0.6 in the rate of source object results in a –0.3 change in the rate of 
the destination object. 

Using XPath to Establish Correspondence between the Document Structure and 
the Zooming Behavior. The “match” attribute inside the <template/> tag, the “select” 
attribute inside the <text/>, <video/> and similar tags, and the “select” attribute inside 
the <propagation/> tag all use the XPath to specify the corresponding location with 
the document structure. 

4.3   Coding Example 

A ZDL script coding the Fig. 1 example is shown in the following. The content struc-
ture is coded in usual XML and the zooming operation and behavior is coded in ZDL. 
  
[Structure Description] 

<program> 
  <scene> 
    <video href="scene1.mpg"/> 
    <text href="scene1.txt"/> 
  </scene> 
  <scene> 
    <video href="scene2.mpg"/> 
    <text href="scene2.txt"/> 
  </scene> 
   …… 
</program> 

[Zooming Operation/Behavior Description] 
<template name="Progarm" match="/program" 
          initZoomFactor="0.0"> 
  <propagation destination="Scene" select="scene" 
               relation="1.0"/> 
</template> 
<template name="Scene" match="/program/scene"  
          initZoomFactor="0.0"> 
  <video select="video"> 
    <dispVideo zoomFactor="0.0" videoSize="5%"/> 
    <dispVideo zoomFactor="1.0" videoSize="100%"/> 
  </video> 
  <text select="text"> 
    <dispText zoomFactor="0.0" fontSize="12pt"/> 
    <dispText zoomFactor="0.5" fontSize="0pt"/> 
  </text> 
</template> 
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The structure code shows that each scene of a TV program consists of a video image 
and a caption in this example. 

<template/> tags in the zooming operation/behavior code show that the whole pro-
gram (name="Program") and each scene (name="Scene") are zoom objects and both 
initial zoom rates are 0.0 (initZoomFactor="0.0"). The <propagation/> tag shows that 
the zooming operation to the whole program is propagated to each scene. The zoom 
rate of each scene changes at the same change rate as that of the whole program (rela-
tion="1.0"). 

With each scene, the video image is displayed at 5% its original size and the cap-
tion is displayed in 12-point text when the zoom rate is 0.0 (zoomFactor="0.0"). 
When a zoom-in operation is done from this condition, video size increases. The cap-
tion disappears when the zoom rate reaches 0.5. Video size becomes 100% when the 
zoom rate is 1.0. This is an example of the media transition (from video and text to 
video only). Each scene can also be zoomed independently from the upper program. 

5   Discussion 

5.1   Logical Structure Zooming  

In ZDL, objects that should become zoom objects are selected using the XPath, and 
the zooming behavior for those objects is specified. Consequently, it is possible to 
select all contents (the whole page) as the zoom object, or to select only specific ob-
jects as the zoom objects (it is also possible to select the whole page as well as the 
specific objects to be independent zoom objects).  

5.2   Initial Zoom Rate Setting That Reflects User Preferences and/or Browsing 
        Conditions 

Browsing of various contents can be made even more effective by extending ZDL to 
allow the initial zoom rate to reflect user preferences, browsing conditions, or both. 
For example, for a business trip report, the person writing the report could display 
various parts of the report depending on the person the report is sent to – a meeting 
record for the bosses and travel expense details for administration.  It is also possible 
to display certain information as images on a desktop PC, and as a textual summary 
on a mobile phone. (In the existing Web browsing requirement, this would require 
that multiple pages be created.) 

5.3   Issues Concerning Zoom Propagation 

When zoom propagation links several zoom objects to a certain zoom object, a mutual 
competition between different propagation paths could emerge, leading to a problem 
in zoom rate computation. A possible solution is to adopt the zoom rate corresponding 
to the shortest propagation path. (For example, where two propagation paths – e.g., 
“A B X” and “A C D X” – exist, the zoom rate corresponding to the first, 
being shorter, would be adopted.).  When there are several propagation paths with the 



268 T. Araki et al. 

 

same length, an appropriate rule could be introduced, e.g., adopting the aver-
age/minimum/maximum of the rates corresponding to the multiple paths. 

Further, there are cases when the zoom rate resulting from the zoom propagation 
could not reflect the user’s intention.  For example, in Section 4.3, it is not possible to 
zoom in both video and text (since one becomes big as the other becomes little). A 
possible solution is to set each media-object as an independent zoom object and select 
both zoom objects at once and zoom them simultaneously. Then, applying the rule 
described in the previous paragraph, and assuming that the each propagation path is of 
length zero, the zoom rate of each object could be set independently. 

5.4   Relationship to SMIL 

SMIL (Synchronized Multimedia Integration Language) is used to integrate multiple 
media-objects along the temporal axis, and not for specifying browsing operations. 
Unlike SMIL, which uses time as parameter to control objects, ZDL uses the zoom 
rate. This makes SMIL and ZDL independent of each other, making their combination 
possible. 

6   Conclusion and Future Work 

We propose a Zooming Cross-Media concept that includes: (A) a zooming method 
that makes it possible to control both the LOD of the displayed information, and the 
transition between the different media being displayed; and (B) the Zooming Descrip-
tion Language (ZDL), which enables precise and flexible specification of the zooming 
behavior.  With the objective to make Web browsing more effective, our intention is 
to introduce zooming as a third interface modality – in addition to scrolling and an-
chor clicking – for browsing the Web contents. 

In the future, we plan to evaluate and verify efficiency of the proposed method and 
the description language by developing an editor and a viewer for zoomable contents 
and implementing a client-server environment for them. 
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Abstract. The optimization of XML queries requires an accurate and compact
structure to capture the characteristics of the underlying data. A compact struc-
ture works well when the data is uniformly distributed and has many common
paths. However, more detailed information needs to be maintained when the data
is skewed. This work presents a histogram-based structure to capture the distri-
bution of skewed XML data. It builds upon a statistical method to estimate the
result size of XML queries. Experiment results indicate that the proposed method
leads to a more accurate estimation.

1 Introduction

The growth of XML repositories on the World Wide Web has lead to much research on
the storage, indexing and querying of XML data. High-level languages such as XPath
and XQuery have been designed for users to formulate declarative queries over the
data. Optimizing these queries requires data structures that facilitate accurate selectivity
estimation [3,6,7,8,9].

Markov-based models [3,6] estimate linear path queries by using a Markov table to
organize information on path frequencies. [9] designs a position histogram to capture
the distribution of elements, and proposes a position histogram join to estimate the
size of queries. [7,8] propose the XSketch framework that utilizes summarized graph
structures to estimate linear and twig queries with value predicates. All these techniques
utilize node or parent-child path frequencies to determine the result size of linear or twig
queries.

[4] develops a statistical approach to estimate complex XML queries. The approach
extracts highly summarized information, namely, node ratio and node factor from every
distinct parent-child basic path. During the evaluation of an XML query, the statistical
information is recursively aggregated to estimate the frequency of the target node. This
approach requires a small memory footprint, and gives good accuracy when the under-
lying data is uniformly distributed.

In this work, we augment the statistical model with histograms to reduce estimation
errors that occur when the data is skewed. We construct histograms for selected parent-
child paths to capture the characteristics of underlying data distribution. The histograms
are based on the interval-based numbering scheme that is widely used for structural
joins. Experiment results demonstrate the effectiveness of this approach.
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The rest of this paper is organized as follows. Section 2 gives the background knowl-
edge. Section 3 describes the proposed histogram structure and its construction. Section
4 presents the experimental results, and we conclude in Section 5.

2 Preliminaries

[4] introduces a compact statistical XML query size estimator. The idea is that we cap-
ture the node ratio NR and the node factor NF of all the basic parent-child paths in the
XML documents. An XML query is decomposed into a set of parent-child paths, and
the NR and NF of these basic paths are aggregated to estimate the query selectivity.

The variable node ratio NR indicates the ratio of the occurrence of the root node
in a path to the total occurrence of this node in an XML dataset. The node factor NF
indicates the average number of nodes T for a given root node in a path. Formally, if P
is a path and R is the root of the path, then the node ratio NR of R in P is given by

NR(R|P ) = f(R|P )/f(R)

where f(R) is the frequency of the node R in the dataset and f(R|P ) as the frequency
of R with respect to the path P in the dataset. Further, if T is a target node in P , then
the node factor NF of T in P is

NF (T |P ) = f(T |P )/f(R|P )

Given the NF and NR of a path query P , we use the following equation to estimate
the target node in an XML query.

f(R|P ) = f(R) ∗ NR(R|P )
f(T |P ) = f(R) ∗ NR(R|P ) ∗ NF (T |P )

Figure 1 shows an XML instances and the statistics maintained. The frequency of
every distinct name node, the node ratio NR and node factor NF for every distinct ba-
sic parent-child path, are captured. For example, we have f(B) = 4 and f(B|‘A/B/C’) =
2. Note that for parent-child paths, the root node R and the target node T are the parent
and child nodes in the path respectively. Also, NR ≤ 1 and NF ≥ 1.

The key to this estimation method is the computation of NR′ and NF ′ of a given
query path from all basic parent-child paths. We use the symbol “ ′ ” to distinguish
the estimated result from the actual value. [4] develops two ways to aggregate these
variables: serialization and parallelization, which we will illustrate with an example
here. The formal definitions of these methods are given in APPENDIX.

Consider Figure 1 again. Suppose we want to retrieve all the nodes B which are
parents of either C or D. If we assume that the data independence assumption holds,
then we have NR′(‘B/C’∪‘B/D’) = NR(‘B/C’) + NR(‘B/D’) − NR(‘B/C’) ∗
NR(‘B/D’) = 0.5 + 0.5 − 0.5 ∗ 0.5 = 0.75, where ‘B/C’∪‘B/D’ denotes the twig
query. Thus, the selectivity of B is estimated to be f(B) ∗ NR′ = 3.
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3 Histogram-Based Estimator

The compact statistical approach works well when the data is uniformly distributed.
However, skewness in the data will reduce the accuracy of the estimation. For example,
in Figure 1, the child nodes C and D are not uniformly distributed under all the B
nodes. This skewness could be due to the correlation between C and D, that is, C and
D tend to occur together under a same ‘B’ node. A query (‘B/C’∪‘B/D’) will have
an estimated frequency of 3 in this skewed XML instance. This relative error rate of
50% (the selectivity is 2) would be unacceptably high in larger datasets.

E(3,4) C(9,10) D(11,12)F(5,6) C(15,16) D(17,18) E(21,22) F(23,24)
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Fig. 1. Example of A Skewed XML Instance

In order to increase the accuracy of the selectivity estimation for skewed data, we
design a histogram structure to capture the NR and NF of the basic parent-child paths.

3.1 Histogram Structure

The proposed histogram structure is based on the interval numbering scheme [5]. This
scheme facilitates the quick determination of the ancestor-descendant relationship be-
tween any two nodes in an XML document. Figure 1 shows the intervals assigned to the
nodes in the XML tree. The interval of a descendant node in the tree will be contained
in the intervals of its ancestor nodes.

We construct a set of buckets, or a bucket set, on selected parent-child basic paths
to capture the underlying skewed data. The histogram puts “similar” data into the same
bucket to reduce the estimation error. A bucket stores the corresponding intra-bucket
root node frequency, NR and NF values. Figure 2 shows the buckets that are built on
the basic paths ‘B/C’, ‘B/D’ and ‘B/E’ for Figure 1.

In order to decide whether a histogram should be constructed on a basic parent-child
path P , we design an algorithm to detect the distribution of NRs and NF s of P based
on the interval ranges where P occurs (see Algorithm 1). For example, Figure 2 shows
the distribution of NRs and NF s of path “B/E” on the range (2,25).

We introduce two parameters to guide the construction of buckets: unit factor (UF )
and variance factor (V F ). Unit factor UF controls the granularity of the buckets. Let
the interval range of a path P be (P (s), P (e)). Then the granularity of the bucket range
is defined as (P (e) − P (s))/UF , and the range of every bucket built on path P must
be a multiple of this granularity.

The variance factor V F indicates the difference of NR(NF ) between a bucket
and the overall data. That is, if NR(NF ) in a range is greater than avg(NR) ∗ V F
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(avg(NF ) ∗ V F ) or less than avg(NR)/V F (avg(NF )/V F ), we consider the data
in this range as being significantly different from the average value, and will trigger the
construction of a bucket to cover this range.

Algorithm 1 constructs the histogram on a path P by scanning the all the interval
information of the instances of P . The variables unit status and bucket status are rep-
resented by a 4-bit integer. Each bit indicates a status: high NR, high NF , low NR,
low NF . In the procedure of scanning, if the status of a unit range is greater than 1,
then this indicates that the data distribution in this unit is significantly different from
the average value. If the data distribution in the next unit also differs significantly from
the average value, then we check whether these two units have the same features, that
is, both have high (low) NR or NF . This test can be carried out quickly by a bit AND
operation. If the two units have common characteristics, then we can merge them into
one bucket, and use the intersection of their status as the final bucket status. Otherwise,
we simply output the first unit as a bucket and continue to process the next unit until we
finish scanning the entire range of the path.

Note that the variables V F and UF actually control the bucket’s depth and width
respectively. Both of them have a direct influence on the memory usage, that is, when
UF increases or V F decreases, more buckets will be constructed in memory.

3.2 Estimating XML Queries

[4] describes methods to aggregate the NR and NF of paths. However, if the paths
are associated with histograms, which are sets of intra-bucket NR and NF values,
then we need to generate a new set of bucket structure which is “compatible” to the
histograms of the paths. Next, the histogram of each path is transformed to the structure
of this “compatible” bucket set, and their intra-bucket NR and NF values can now be
aggregated.
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Algorithm 1 Tune Buckets in Histogram
Input: path P , V F , UF
Output: a set of buckets

1: unit = (P (e) − P (s))/UF /*P (s), P (e) denote the start and end points of P */
2: B(s) = P (s)
3: B(e) = P (s) /*B(s), B(e) denote the start and end point of a bucket*/
4: bucket status = 15 (binary number ‘1111’)
5: while B(e) < P (e) do
6: unit status = getUnitStatus()
7: if unit status > 0 then
8: if unit status ∩ bucket status > 0 then
9: B(e) = B(e) + unit

10: bucket status = unit status ∩ bucket status
11: else
12: output bucket (B(s), B(e))
13: B(s) = B(e) + 1, B(e) = B(e) + unit
14: bucket status = unit status
15: else
16: output bucket(B(s), B(e))
17: B(s) = B(e) + unit + 1, B(e) = B(e) + unit + 1
18: bucket status = 15

Compatible Bucket Set: Given a bucket set A built on a basic parent-child path PA, a
bucket set B is compatible with A if all the following conditions hold

1. Range covered by adjacent buckets in B must be consecutive;
2. Every bucket in B must either be totally contained in some bucket in A or totally

outside the buckets of A;
3. Entire range covered by B contains the entire range of PA.

Consider Figure 3(a) where a bucket set built on path P2 is compatible with that
built on path P1. However, the bucket sets built on paths P3 is not compatible with that
built on P1. Figure 3(b) shows two paths P1, P2 and a bucket set structure Pc that is
compatible to both P1 and P2. Note that Pc has the minimum number of buckets and
minimum total interval range.

Let us now examine how a bucket set can be converted into a compatible bucket
set. Suppose the bucket set B{b1, b2, ...bn} has been built on some path P where R
is the root node of P , and let bi(rf), bi(s) and bi(e) indicate the root frequency, start
edge and end edge of bucket bi respectively, while P (s) and P (e) denote the minimal
and maximal value in the range covered by P . When bucket set B is converted to its
compatible bucket set C, we compute the NR′, NF ′ and root node frequency inside
every bucket cj . For each cj , we check whether it is contained in some bi. If it is, based
on the assumption of uniform distribution of the intra-bucket data, we have NR′ and
NF ′ of cj equal to that of bi, and the cj(rf) is bi(rf)∗ (cj(e)− cj(s))/(bi(e)− bi(s)).
If cj is not contained in any bi, but is contained in the interval (P (s), P (e)), we assume
that the data outside the buckets is uniformly distributed. Thus we have the following
formulas to compute NR′, NF ′ and root node frequency of cj .
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cj(rf) =
[f(R) −

n∑
i=1

bi(rf)] ∗ [cj(e) − cj(s)]

P (e) − P (s) −
n∑

i=1

[bi(e) − bi(s)]

cj(NR′) =
f(R) ∗ NR −

n∑
i=1

bi(rf) ∗ bi(NR)

f(R) −
n∑

i=1

bi(rf)

cj(NF ′) =
f(R) ∗ NR ∗ NF −

n∑
i=1

bi(rf) ∗ bi(NR) ∗ bi(NF )

f(R) ∗ NR −
n∑

i=1

bi(rf) ∗ bi(NR)

If cj falls outside the range (P (s), P (e)), then we set the root frequency, NR and NF
to be 0.

Algorithm 2 Estimate Query Result Size
Input: query Q, target node T ; Output: frequency count f ′(T |Q)

1. Decompose Q into a set of parent-child paths, and retrieve their corresponding histogram
data.

2. Aggregate the NR and NF values.

(a) Traverse Q in bottom-up manner.
(b) Convert the bucket set of current parent-child path into a new bucket that is compati-

ble with the previous one.
(c) Combine the NR and NF values of the current path with the NR and NF of the

paths that have been processed

3. Calculate f ′(T |Q) in every bucket, output the summary.

Algorithm 2 shows the estimation algorithm. We first decompose a query Q into
a set of parent-child paths and retrieve their corresponding histogram data. Next, we
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aggregate these NR and NF values. In this step, we traverse the Q in a bottom-up
manner until the root node is reached. When a new parent-child path is encountered,
we combine the NR and NF values of the new path with the NR and NF values of
the paths that have been processed. Note that we only need the NR value if the subtree
rooted at R (R is the parent node of current parent-child path) does not contain the
target node T . Finally, we calculate the f ′(T |P ) of every intra-bucket and output the
summary.

Consider the twig query Q = ‘//A/B[/C/E]/D’, where C is the target node. We
first decompose the query into a set of basic queries ‘A/B’, ‘B/C’, ‘B/D’ and ‘C/E’.
When aggregating the NR and NF values, we combine the paths ‘C/E’ and ‘B/C’
first, before aggregating the histogram data of ‘B/C/E’ with that of ‘B/D’. This pro-
cedure is repeated until we obtain NR′(A|Q) and NF ′(C|Q) of every bucket. Finally,
we summarize the estimated frequencies of C in all buckets and output the result.

4 Performance Study

We implement the proposed histogram solution in Java and carry out experiments to
evaluate its effectiveness. The experiments are executed on a Pentium IV 1.6 GHz PC
with 512 MB RAM running on Windows XP. We use both real world dataset (DBLP
[1]) and synthetic dataset (XMark [2]). Table 1 gives the characteristics of datasets.
Note that we generate five XMark files with different sizes.

Table 1. Characteristics of Datasets

Dataset Size (MB) �(Distinct Nodes) �(Distinct Paths)
DBLP 22 26 35
XMark 20, 40, 60, 80, 100 83 114

4.1 Sensitivity Experiments

This set of experiments investigates the accuracy of the proposed histogram solution.
We generate 50 positive queries on both DBLP and XMark datasets. These positive
queries comprise of parent-child linear queries, ancestor-descendant linear queries,
parent-child twigs and ancestor-descendant twigs. Each query involves 3 to 5 nodes.

Figure 4 shows the memory usage and accuracy for positive queries under varying
UF and V F values. The same UF and V F values, e.g. 100 and 3 respectively, are
used to scan every distinct path data, and buckets are constructed when data skewness
is detected. Since the XMark datasets with different sizes give the similar curves, we
only show the graph for X20 (file size is 20M).

As expected, the memory usage of our histogram structure grows as UF increases
(Figures 4(a) and (c)) for both datasets, and there is a corresponding reduction in the
relative error (Figures 4(b) and (d))). This is because the value of UF determines the
unit width of the buckets. The larger the UF value (the smaller unit width) is, the larger
the number of buckets is possibly obtained, thus leading to a more accurate estimation
result. On the other hand, the V F parameter determines the “distance” between the
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Fig. 4. Sensitivity Experiments (Positive Queries)

skewed data and overall data. That is, the lower the the value of V F is, the more data
would be detected as “skewness” in the XML files. We observe that the UF value has a
greater influence on the memory requirements compared to the V F value. This implies
in this histogram structure, bucket width is the major factor to affect memory space
consumption.

It can also be observed that our proposed technique utilizes a smaller amount of
memory for DBLP dataset compared to that required by the XMark under the same UF
and VF values. This is largely because of the relatively regular structure of the real-
world dataset. This regular data distribution in the DBLP dataset also leads to a lower
error rate (Figure 4(b) and (d)).

4.2 Comparative Experiments

We implement XSketch [7] using the f-stabilize method, and evaluate its accuracy with
the proposed histogram method. 50 positive queries are generated for each XMark
dataset using the template described in [7], i.e., queries with linear branches, and the tar-
get node is some leaf node. Only the parent-child relationship is used here. The length
of the query path ranges from 3 to 12 nodes. Since the size of overall estimation infor-
mation of our approach is much smaller than that of XSketch, we build histograms by
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(a) Memory Usage (b) Relative Error

Fig. 5. Comparative Experiments

giving the same weight to all the distinct paths while the values of UF and VF used are
300 and 3 respectively.

Both our proposed method and XSketch have an accurate estimation result for
real-world datasets, thus we only present the comparative experiments of synthetic
datasets here. Figure 5 shows the memory usage and relative error of the two tech-
niques for XMark datasets. We observe that, given approximately the same memory
usage, the proposed estimation system has a smaller relative error compared to XSketch
for XMark datasets. The XMark dataset is skewed and contains more irregularity in its
structure. XSketch explicitly stores the graph structure of the XML data, and requires
more memory space when the underlying data is irregular. In contrast, the proposed
method captures two variables of basic parent-child paths, which are independent of
the structural complexity of the XML graph. This leaves us additional memory space
to build histograms to capture the data distribution, leading to greater accuracy. Note
that the proposed histogram solution has a more accurate estimation result in this part
compared with the result shown in Section 4.1, since only parent-child edges are used
in the queries.

5 Conclusion

In this paper, we have presented a histogram-based XML query size estimator. This
work extends our earlier statistical estimation approach to handle skewed data. We de-
sign an interval-based histogram to capture the data distribution. Experiments indicate
that the proposed method is able to increase the estimation accuracy with minimal mem-
ory requirement.
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Appendix

Serialized Linear Paths. Suppose we have two linear paths l1, l2 and their corresponding
NR(R1|l1), NF (T1|l1), NR(R2|l2) and NF (T2|l2), where Ri and Ti are the first and last
nodes in path li. If the target node T1 has the same label as that of the node R2, then we can
connect these two paths l1 and l2 sequentially and remove R2. The result is also a linear path,
denoted as l1·l2. For example, if l1 = ‘A/B’, l2 = ‘B/C’, then l1·l2 = ‘A/B/C’.

Given two paths l1 and l2 where T1 = R2, the following formula computes the NR and NF
of the serialized path.

NF ′(T1|l1·l2) = NF (T1|l1) ∗ NR(T1|l2)
if (NF ′(T1|l1·l2) ≥ 1)

NR′(R1|l1 · l2) = NR′(R1|l1)
NF ′(T2|l1 · l2) = NF ′(T1|l1 · l2) ∗ NF (T2|l2)

else
NR′(R1|l1 · l2) = NR′(R1|l1) ∗ NF ′(T1|l1 · l2)
NF ′(T2|l1 · l2) = NF (T2|l2)

(1)

Parallelized Linear Paths. Given a set of linear paths li, (1 ≤ i ≤ n) and the corresponding
NR(Ri|li), where Ri is the first node in path li, if Ri = Rj(i�=j; 1 ≤ (i, j) ≤ n), we can
combine all the li into a twig where R is the root node and every li is a branch.

There are two possible relationships among the branches in the resulting path: intersection
and union. In the case of intersection, we need to estimate the size of R that occurs in all of li.
Otherwise, the path condition is satisfied if R is the root node of any one of the li. We denote the
intersection and union associations in the paths as l1∩l2. . .∩ln and l1∪l2. . .∪ln respectively.

If P is given by l1∩l2. . .∩ln, then NR′(R|P ) is computed from the intersection of all li:

NR′(R|P ) =
n∏

i=1

NR(R|li) (2)

On the other hand, if P is given by l1∪l2. . .∪ln, based on set theory, we have

NR′(R|P ) =
n∑

i=1

NR(R|li) −∑
NR(R|li1)NR(R|li2) + .....+

(−1)(k−1)
∑

NR(R|li1)NR(R|li2)...NR(R|lik )
(1 ≤ (i1,i2...ik) ≤ n; ia �= ib where a �= b)

(3)
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Abstract. Structural join is the core part of XML queries and has a
significant impact on the performance of XML queries, several classical
structural join algorithms have been proposed such as Stack-tree join
and XR-Tree join. In this paper, we consider to answer the problem of
structural join by partitioning. We first extend the relationships between
nodes to the relationships between partitions in the plane and get some
observations. We then propose a new partition-based method P-Join
for structural join. Based on P-Join, moreover, we present an enhanced
partitioned-based spatial structural join algorithm PSSJ.

1 Introduction

Structural join can be regarded as the core part of XML queries. A series of
structural join algorithms were proposed in the literature. [10] proposed a merge-
based join algorithm called multi-predicate merge join(MPMGJN). [6] proposed
another merge-based join algorithm EE/EA. [1] proposed Stack-Tree-Desc/Anc
algorithm which uses stack mechanism to efficiently improve the merge-based
structural join algorithm. Then [2] utilized the B+-Tree index on the Stack-
tree algorithm to overleap the descendant nodes which do not participate in
the join. [5] proposed XR-Tree, namely, XML Region Tree, to skip both ances-
tors and descendants nodes that do not participate in the join. In paper [7],
an extent-based join algorithm was proposed to evaluate path expressions con-
taining parent-children and ancestor-descendant operations. In order to further
improve the query performance, two novel query optimization techniques, path-
shortening and path-complementing were proposed in paper [9]. Path-shortening
reduces the number of joins by shortening the path while path-complementing
optimizes the path execution by using an equivalent complementary path ex-
pression to compute the original one.

Many numbering schemes have been utilized in previous algorithms because
with them we could quickly determine the positional relationships between tree
nodes. Previous strategies mainly focus to the relationship in 1-dimensional space
while ignoring the relationships between partitions or subspaces in 2-dimensional
space. Grust [4] answered the XPath queries in 2-dimensional space using Dietz
numbering scheme. Distinct from structural join, however, [4] only aim at the
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set operation while structural join gives all the combination of ancestors and
descendants, which is obvious more complex and practical.

The major contributions of this paper are summarized as follows:

– We extend the relationships between nodes to the relationships between
partitions in a 2- dimensional space and get 9 observations.

– We present a partition-based structural join method, namely, P-Join. [2, 5]
skip ancestors and descendants nodes based on Stack-tree join algorithm.
With P-Join, however, after filtering operation, the ancestor and descendant
nodes are further classified into different areas using positional relationships
on plane. Then some portions could directly output join results without
actual join operation, other portions could also quickly produce join results
utilizing spatial characters.

– We present an enhanced partition-based spatial structural join algorithm
PSSJ based on P-Join.

The rest of this paper is organized as follows. In Section 2 we introduce the
numbering scheme chosen and some concepts about partition relationships. Next,
in Section 3 we present a partition-based structural join method P-Join. Section
4 presents an enhanced partition-based spatial structural join algorithm. Section
5 gives the performance evaluation. Finally Section 6 concludes this paper.

2 Numbering Scheme and Partition Relationships

There are many proposed numbering schemes to determine the positional rela-
tionships between any pair of tree nodes [3, 6, 1, 4]. In this paper, we use the
Dietz numbering scheme [3] which uses preorder and postorder values, as a pair,
to encode each tree node. Dietz numbering scheme expresses the positional rela-
tionship as follows: (i) For a node ej and its ancestor ei, Pre (ei) < Pre (ej) and
Post (ei) > Post (ej). (ii) For two sibling nodes ei and ej, if ei is the predecessor
of ej in preorder traversal, then Pre (ei) < Pre (ej) and Post (ei) < Post (ej).
Pre (e) and Post (e) represent the preorder and postorder of e, respectively.

The tree nodes relationship can be clearly expressed on a space shown in
Figure 1. Consider the node p in Figure 1. Any node e on the top left of p is the
ancestor of p because Pre (e) < Pre (p) and Post (e) > Post (p); likewise, the
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node on the bottom right is the descendant of p; the node on the bottom left is
the preceding node of p; the node on the top right is the following node of p.

The main reason of using the Dietz numbering scheme is simply explained
below, in comparison with the region code, which uses a start/end position of an
element to code its position [1]. nodes with the Dietz numbering scheme are dis-
tributed dispersedly, whereas the nodes with the region code are rather skewed
and only in the upper triangle of a subspace. This dispersed distribution charac-
ter of Dietz numbering scheme is more appropriate for our spatial-partitioning
technique introduced in section 4, thus we choose Dietz numbering scheme. How-
ever, our algorithm could also work on region code.

In this paper, we extend the relationships between nodes as shown in Figure
1 to the relationships between partitions. As shown in Figure 2, the whole plane
is partitioned into 9 disjoint rectangle partitions, R1, R2, · · · , R9. Here each Ri

contains a subset of XML elements (or nodes in an XML tree). Consider the
partition R5 in the center of Figure 2. We made the following observations:

1. All nodes in R1 are the ancestors of all nodes in R5.
2. All nodes in R3 are the “following” nodes of all nodes in R5.
3. All nodes in R7 are the “preceding” nodes of all nodes in R5.
4. All nodes in R9 are descendants of all nodes in R5.
5. Some nodes in R2 are ancestors or “following” nodes of some nodes in R5.
6. Some nodes in R4 are ancestors or “preceding” nodes of some nodes in R5.
7. Some nodes in R6 are descendants or “following” nodes of some nodes in R5.
8. Some nodes in R8 are descendants or “preceding” of some nodes in R5.
9. Some nodes in R5 may have any positional relationships with nodes in R5.

The observation made above shows that we can process structural join using
a partition-based approach. When users query the ancestors of nodes in R5, i)
we do not need to do structural join between R5 and any of R3, R6, R7, R8 and
R9, because none of these partitions includes ancestors of any nodes in R5; ii)
we do not need to do structural join between R1 and R5, because all nodes in
R1 are the ancestors of all nodes in R5; and iii) we only need to do structural
join between R2, R4, R5 and R5 because some of nodes in R2, R4 and R5 are
the ancestors of some nodes in R5. The similar techniques can be applied when
users query the descendant or other XPath axes in the partition of R5.

3 A New Partition-Based Structural Join Method

In this section, we propose a new partition-based method for structural join be-
tween ancestors and descendants. Our method can be easily extended to support
other XPath axes including following, preceding, sibling, etc.

First, we show several cases in Figure 3, and then we outline our partition-
based structural join method. Figure 3 (a) shows a general case where a 2-
dimensional space is partitioned into 4 partitions, A1,A2, A3 and A4 according
to D. Here, D is a minimum partition (rectangle) that contains all descendants.
Note that D is always located the same as A4 for any structural join based on
ancestor/descendant relationships.
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Fig. 3. Several Cases

One technique we use in our partition-based join is to dynamically adjust the
partitions of A1, A2, A3 and A4 (= D) when we attempt to find ancestors for
every d ∈ D. In other words, the four partitions are conceptually redrawn for
any d ∈ D. Two ascending B+-Tree indices on the preorder and postorder value
are created for A, respectively, to guarantee the efficent search operation. We
only need to scan every d ∈ D once. The details are given below. Assume that
elements in partitions are sorted by their preorder values in ascending order.
The adjustment of partitions has the following three cases for a node d ∈ D
with minimum preorder value. i) d is in the middle of the boundary between A2
and D (Figure 3 (b)). ii) d is at the top of the boundary of A2 and D (Figure 3
(c)). iii) d is at the bottom of the boundary between A2 and D (Figure 3 (d)).

For the first case, we output d with all a in A1, then traverse each ai in
A2 in the reverse order and compare it with d, if ai is not the ancestor of d,
then all elements di after d cannot be the descendant of ai, we do not need to
join this ai with any such di ∈ D. Otherwise, if ai is an ancestor of d, all aj

before ai are ancestors of d. Suppose, after processing d, we need to process
the next descendant di in the sorted list (Figure 3 (b)). Because d is on the
boundary between A2 and D, the boundary between A3 and di ∈ D will remain
unchanged. We can find those elements a ∈ A3 such as Pre (a) < Pre (di).
Note when processing di ∈ D in Figure 3 (b), those nodes a in A4 such as
Pre (a) < Pre (di) are adjusted to A2. It is important to note that the area of
A1 and A2 are expanded while the area of A3 and A4 are shrunk. This adjustment
process is shown in Figure 3 (b).

The second case is simple, because only all nodes in A1 are the ancestors
of d. All nodes in A2 are the preceding nodes of d, all nodes in A3 are the
following nodes of d, and all nodes in A4 are the descendants of d. We can
simply output d with every a ∈ A1 as join results. After processing d, we need to
adjust the boundaries of D, when we process the next descendant di which has
the smallest preorder value. In the first step, we identify a node dj ∈ D with the
largest postorder value from the unprocessed descendants. In the second step,
we adjust the following nodes a to the A1: 1) a ∈ A2 if Pre (a) > Post (dj), 2)
a ∈ A4 if Pre (a) > Post (dj), 3) a ∈ A3 if Pre (a) < Pre (di), and 4) a ∈ A4
if Pre (a) < Pre (di).

And in the third step of above case, we adjust those nodes a ∈ A4 satisfying
Post (a) > post(dj) to A3; and a ∈ A4 satisfying post(a) < post(dj)&pre(a) <
pre(di) to A2. This adjustment process is shown in Figure 3 (c).
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For the third case, all nodes in A1 and A2 are ancestors of d, and no nodes in
A3 and A4 are ancestors of d. After processing d, we get the next element di ∈ D
following the sorted order. We can determine a node dj which has the minimum
postorder value from the remaining elements. Because d is at the bottom of the
boundary between A2 and D, the boundaries need to be adjusted. Here, we first
remove those the elements a in A2 and A4 satisfying Post (a) < Post (dj),
because these nodes a will not be ancestors of any descendants d ∈ D. Second,
we adjust those elements a ∈ A3 satisfying Pre (a) < Pre (di) to A1. Third,
we adjust those elements a ∈ A4 satisfying Pre (a) < Pre (di) to A2. This
adjustment process is shown in Figure 3 (d). Above method is our partition-
based structural join method, P-Join.

The main advantage of method P-Join is that it does not necessarily join ev-
ery ancestors and descendants using a dynamic boundary adjustment technique.
In fact, as a pre-processing technique, we can filter those nodes that cannot be
matched before calling P-Join. Filter operation is extensively used in database
system to save I/O cost, consequently improve the system performance. Tradi-
tional bit filter techniques in relational database utilize the equal relationship
between attributes of two relations for filtering. For semistructured data like
XML, however, bit filter techniques cannot be applied well, thus we filter nodes
with their spatial positional characters.

Now we explain the filtering operation. First, we use the minimum rectangle
containing all descendants d to filter A, all ancestors a in the area that cannot
be the ancestor of any d are filtered. And then we use the minimum rectangle
containing the remaining A to filter D, all nodes d in the area that will not be
a descendant of any a will be filtered. It is easy to see that the filtering order
of A and D is arbitrary and the results are the same. Moreover, one mutually
filtering of A and D is enough and there is no need to recursively filter.

4 An Enhanced Partition-Based Spatial Structural Join
Algorithm

In this section, we further investigate on how to partition A and D when querying
the ancestor-descendant relationship a//d. We will present a spatial partitioning
approach. On top of the spatial partitioning approach, an enhanced partition-
based spatial structural join algorithms is proposed.

4.1 Spatial-Partitioning

Partitioning A and D for minimization of structural join is challenging, and is
itself complex and time consuming. To find an efficient partitioning method, we
are now left with the challenge to find a method which considers the spatial
characters of A or D first, and then partition the left D or A for structural join.

When the size of D is large, the nested level is high and the distribution
is bad-proportioned, the partitioning methods that mainly consider D will get
good performance. On the contrary, the methods which pay attention to A will
be better. The partitioning order of A or D is symmetrical. In this section, we
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mainly discuss the partitioning method for D, the method for A can be applied
in a similar manner.

Logically, an element node should be potentially distributed in any area of
the 2-dimensional space. In practice, nevertheless, for a general XML data tree,
element nodes are concentratively distributed near the area from the bottom
left to top right of the 2-dimensional space. The root node will exist on the
top left. Only when the whole XML data tree is a linear structure, the node
will appear on the bottom right, which is obviously an abnormal case. Based on
the characteristics of the general distribution of XML data trees, we propose an
efficient spatial partitioning method, denoted Spatial-Partitioning.

The basic idea of Spatial-Partitioning is first to find two data marks
that have the largest distance in D and search the nearest |D|

N nodes of each
data mark with a Nearest method. Spatial-Partitioning will recursively call
the Nearest method until the size of a group is 1 or 2. The two data marks are
chosen from the edges of the minimum rectangle containing all d. The selection
of the |D|

N nearest nodes is implemented as shown in Figure 4. The Nearest()
procedure is given below:

Nearest(x, n)
1 nX ← x ’s nearest n points in x-axis
2 e ← Furthermost(x, nX)
3 r ← Distance(e, x)
4 p ← minPreorder node in the left nodes
5 while X-Distance(p, x) < r
6 do if Distance(p, x) < r
7 then nX ← nX − e + p
8 e ← Furthermost(x, nX)
9 r ← Distance(e, x)

10 p ← p.next
11 return nX

In the Nearest procedure, the Furthermost(x, nX) searches the further-
most point of x in nX , the Distance(e, x) is the 2D distance between e and x,
the X-Distance(p, x) is their horizontal distance.

We give an example for searching five nearest nodes of x including x in Figure
4. We first search five nearest nodes on the X-axis distance of x, which are x,
e1, e2, e3 and e4. The furthermost node is e1, and r1 is the distance between
x and e1, any node whose horizontal distance with x is less than r1 may be in
the result. We choose node according to its preorder, so next we get e4, which
is nearer than e1, so we remove e1 and add e4. Now the five nodes are x, e2, e3,
e4 and e5. And then, we get e6 and remove e3, now the furthermost node is e4
and the furthermost distance is r3, other nodes’ horizontal distance with x are
all larger than r3. Now we get x′s five nearest nodes x, e2, e4, e5 and e6.

Compared with computing all nodes to find their nearest n nodes, this par-
titioning method only need compute a small part of all nodes to get the results.
Furthermore, along with the progress of partitioning, the nodes will be less and
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the search speed will be quicker. The efficiency of Nearest procedure profits
from the particular plane distribution characters of tree nodes. With above ex-
ample, we can easily see that our partitioning method could quickly partition D

into N groups, each has |D|
N nodes. We show Spatial-Partitioning algorithm

below:

Spatial-Partitioning(D, N, i = 1)
1 switch
2 case N = 1 :
3 return Di

4 case N = 2 :
5 choose p1 and p2 in D
6 Di ← Nearest(p1, |D|/N); Di+1 ← Nearest(p2, |D|/N)
7 return Di, Di + 1
8 case N > 2 :
9 choose p1 and p2 in D

10 Di ← Nearest(p1, |D|/N); Di+1 ← Nearest(p2, |D|/N)
11 D ← D − Di − Di+1; N ← N − 2; i ← i + 2
12 Group(D, N, i)
13 return D1 · · ·DN

In our Spatial-Partitioning() method, if N = 1, we just distribute all
D to one group. Otherwise, choose two enough remote datum marks on the
edges of minimum rectangle containing all D, and search each datum mark’s |D|

N
nearest points and distribute them to one group. And then, we recursively call
the spatial partitioning method until all D are distributed to N groups. With
this procedure, the number of d in each group is |D|

N .
To make the result simple and concrete, suppose partitioning number N = 2.

We partition the D as shown in Figure 5, we first choose two enough remote
points d1 and d10. Then choose d1’s

|D|
N = 5 nearest points d1, d2, d3, d5, d6 to

first group D1 and d4, d7, d8, d9, d10 to the second group D2. The partitioning
result is shown in Figure 6. D1 is the minimum rectangle containing all d nodes
inside D1, and D2 is the minimum rectangle containing all d nodes inside D2.
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4.2 Partition-Based Spatial Structural Join Algorithm

Based on the Spatial-Partitioning method, we propose an enhanced partition-
based spatial structural join algorithm, PSSJ.

PSSJ algorithm first filter most ancestors and descendants which will not be
join results. Then use basic Spatial-Partitioning method to partition D. For
each group in the spatial partition, we call P-Join method.

5 Performance Analysis

In this section, we present the experimental evaluation that yields a sense for
the efficacy of our novel partition-based spatial structural join algorithm.

5.1 Experiment Setting

We ran experiments on a PC with Intel Pentium 2.0 GHz CPU, 512M RAM and
40G hard disk. The operating system is Windows XP. We employ an object-
oriented XML management system XBase [8] for storage. The testing programs
were written in INADA conformed to ODMG C++ binding. We have imple-
mented PSSJ, Stack-tree join (STJ) and XR-Tree join algorithms.

We use synthetic data for all our experiments in order to control the struc-
tural and consequent join characteristics of the XML data. We use the IBM
XML data generator to generate XML documents. The two DTDs adopted are
department DTD and library DTD. Different sized documents that scale from
20M to 100M are generated with each DTD.

Experiments were performed to study the performance on our partition-based
spatial structural join algorithm. Table 1 shows the set of queries for all data set
on two DTDs. It also presents the nested case of our query set. The test query
set contains all possible nested case of ancestor and descendant for thoroughly
analyzing the performance of partition-based spatial structural join algorithm.

5.2 Varying Partitioning Number

The objective of this set of experiments is to test the query performance of
PSSJ with varying partitioning number. We adopt one 100M document for each
DTD. The performance curves of testing varying partitioning number are given
in Figure 7.

Figure 7(a) shows the performance of Q1 with partitioning number varying
from 10 to 60. Figure 7(b) shows the performance of Q2 with partitioning number

Table 1. Query Set and Nested Case

Query Description DTD Anc Nested Desc Nested

Q1 department//employee Department highly highly
Q2 employee//name Department highly less
Q3 section//subsection Library less highly
Q4 section//title Library less less
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Fig. 7. Varying Partitioning Number Test

from 10 to 60. Figure 7(c) shows the performance of Q3 with partitioning number
from 20 to 120. Figure 7(d) shows the performance of Q4 with partitioning
number from 30 to 180.

It can be seen from Figure 7 that PSSJ algorithm can get better performance
along with the increase of the partitioning number, which demonstrates the effec-
tiveness of our partitioning methods. We can also see that when the partitioning
number gets to some value in some cases, the amplitude of performance will be
slow. This value is closely relative to the number and the nested case of ancestors
and descendants.

5.3 Varying Join Selectivity Test

In the second group of experiments, we study the capabilities of various algo-
rithms to skip elements under different join selectivity. We keep the document
size 100M and partitioning number unchanged for each query in this test. We
test the case when the ancestor join selectivity and descendant join selectivity
are varying. For this purpose, we change the document elements with dummy
elements so that the desired selectivity on ancestors or descendants can be ob-
tained. Figure 8 shows the performance of the three algorithms tested when
varying join selectivity.

Figure 8(a) tests Q1 and Figure 8(b) tests Q2. The nested level of ancestors
are high in both queries. We can clearly see from them that in this case, the join
selectivity has great influence on XR-Tree algorithm, while has little influence
on Stack-Tree join algorithm and our partition-based spatial join algorithm. And
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in this case, XR-Tree has bad performance. Stack-Tree join algorithm has similar
good performance as PSSJ.

Figure 8(c) tests Q3 and (d) tests Q4. The nested level of ancestors is low.
We can see from (c)(d) that join selectivity has great influence on all tested
algorithms. And in this case, XR-Tree is better than Stack-Tree join and a little
worse than PSSJ.

6 Conclusions

In this paper, we extend the relationships between nodes to the relationships be-
tween partitions and get some observations about the relationships. We then pro-
pose a new partition-based structural join method P-Join for structural join be-
tween ancestors and descendants based on the observations. Moreover we present
an enhanced partitioned-based spatial structural join algorithm PSSJ. Extensive
experiments show the excellence of our new approach.
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Abstract. With the increasing popularity of XML, there is a growing
number of reports on the XML-based Selective Dissemination of Informa-
tion (SDI) in the literature, in which many XML filtering systems have
been proposed to support the efficient XML-based SDI. While previous
research into XML filtering focused on efficient filtering algorithms, in
this paper, we consider a novel XML dissemination problem, focusing on
the efficient dissemination of filtered data. To this end, we describe a sig-
nificant problem associated with the dissemination of XML documents
and propose effective algorithms which allow for its resolution. Based
on these effective algorithms, we developed an XML-based SDI system
that can disseminate XML documents efficiently. The experimental re-
sults demonstrate that the proposed algorithms outperform earlier XML
filtering systems in terms of the usage of network bandwidth.

1 Introduction

Extensible Markup Language (XML) [2] has recently become a standard infor-
mation exchange language on the Internet. With the growing volume of XML
information being exchanged over the Internet, much research is being done into
XML Selective Dissemination of Information (SDI) systems [6], [8], [9], [11]. XML
filtering systems rely upon user profiles that describe the information preferences
of individual users to disseminate those documents that match the user profiles.
XML filtering systems are particularly useful for the timely distribution of data
to a large set of customers, in such applications as stock information systems
and traffic information systems. In the case of stock information systems, the
user registers the companies on the server. Afterwards, the server periodically
delivers stock information that is filtered according to the user’s profile. In the
case of traffic information systems, the system either recognizes the client’s lo-
cation or obtains it from the client and then delivers appropriate filtered traffic
information to the client. Many of these systems deploy XPath [3] as their query
language.
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So far, much of the research in this field has focused on the efficient matching
of XML documents with the user’s profile. In other words, the creation of an
efficient matching engine has been a key research issue. In this paper, we describe
the resolution of a novel XML dissemination problem, focusing on the efficient
dissemination of the filtered data. To the best of our knowledge, this is the first
report on the efficient delivery of filtered data. With the growing volume of data
and increasing number of users on the Internet, the efficiency of dissemination
and scalability are becoming key concerns, due to the limitations in the available
bandwidth. The basic idea behind the algorithms proposed in this paper is to
minimize the size of the data sent over the network, by removing any information
that is not specifically requested by the client, since the size of the data may
affect the performance, especially the response time. However, we first give an
example describing the dissemination problem:

Example 1. User A requests only those financial pages that contain informa-
tion about company C from the newspaper located on the server. The server,
which incorporates an XML filtering system, filters all of the newspapers and
selects those newspapers which contain information about company C. After-
wards, the server sends the selected newspapers in their entirety, including
the sports, political and financial pages.

Fig. 1. The DOM tree of the sample XML document

The legacy XML filtering system results in an XML document comprising the
entire newspaper, as shown in Figure 1, which is obviously inefficient, since the
user requested the financial pages only. Therefore, the server should send only
the financial pages. In this paper, we address this problem, by first analyzing
the information that the user wants to obtain and then proposing efficient XML
dissemination methods.

In the next section, we introduce previous studies related to XML filtering
systems and XML optimization over networks. Section 3 discusses the XML
dissemination problem in detail, and describes our methods of efficient XML
dissemination. In Section 4, we present the experiment results which demonstrate
the effectiveness of the proposed methods. We conclude this paper in Section 5.
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2 Preliminaries

XPath, a standard language for addressing parts of an XML document, uses an
XML document structure to formulate queries. Users can obtain parts of an XML
document by describing an XPath expression. The XPath uses path expressions
to select a node in an XML document [3]. In general, if a user formulates a
query using XPath, the potential result should contain both data and structure
information, because the meaning of the XML data is dependant on the structure
information. In other words, a particular data, ’A’, may have a different meaning
depending on its structure information. From this perspective, one of the most
critical tasks in XML indexing is to support document structure, and many
different approaches [10], [13], [16] have been proposed for this purpose. This
structure information deals with the special features of XML, which is a kind of
semi-structured data [5], [7].

The XML filtering system exploits user profiles and XML documents as the
input data. The system is centered on the matching engine and can be used
in the SDI system. The filtering engine returns the matched data to the user.
Many XML filtering systems use XPath for the definition of the profiles, because
it provides a flexible way of specifying path expressions [6], [11]. It treats an
XML document as a tree of nodes and uses the DOM [1] data model. Most
previous studies on XML filtering focus on the issue of efficient user profile
indexing. Frequently, the Finite State Machine (FSM) is used to find matched
documents, with Deterministic Finite Automaton (DFA) being used as the FSM
in [6], whereas Non-deterministic Finite Automaton (NFA) is adopted in [11], as
it removes any duplication in the DFA.

Recently, the problem of redundancy in the answers to XPath queries has
been addressed in several studies and the minimal view approach is proposed
in [15]. A middleware that supports the efficient and robust streaming of XML
documents across a wireless environment is proposed in [17]. An efficient XML
transmission by using various data formats and compression techniques is ex-
amined in [12]. These problems and their solutions are complementary to our
approach. In this paper, we examine the issue of minimal XML dissemination.
In order to optimize the dissemination of the XML data, we seek to minimize
the answer itself, rather than attempting to minimize the redundancy among
the answer sets.

3 Proposed Methods

3.1 Definition of the XML Dissemination Problem

The XML data dissemination problem involves sending only the data that is
requested by the user. As mentioned in Section 2, an XML document consists
of data and its related structure information. We define the XML dissemination
problem in terms of the dissemination of the appropriate data from a matched
document resulting from a given query, as follows.
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Definition 1. The XML dissemination problem is to disseminate only the por-
tion of D that is matched with a given query Q. The matched portion of D should
contain both the data and the structure information, where

– The data information is a set of nodes that are pointed to by Q and its
descendants, and

– The structure information of D is a set of routes from the root node of D to
the nodes that are pointed to by Q.

In the case of XML dissemination, the XML dissemination system should dis-
seminate both the XML data and its structure information. When the server
disseminates filtered data, the structure information may or may not be in-
cluded in the disseminated document. In order to minimize the network cost, we
need to optimize the result of the filtering operation itself, as explained in the
following sections.

3.2 XML Dissemination Algorithms and Implementation

The XML dissemination problem is to send information that includes the struc-
ture information of the requested elements and the requested data information.
To solve this problem, we propose two different methods. Firstly, we introduce
two methods of presenting the structure information, viz. AS (All higher Struc-
ture) which presents the structure information and NAS (Non-duplicated All
higher Structure) from which any duplication in the AS is removed. Secondly,
we introduce two methods of presenting the data information, viz. AL (All lower
Level) and FL (First lower Level). The former includes all of the descendants
of the data information, while the latter includes only the children of the data
information (i.e. the sibling data of the portion pointed to by XPath). The pro-
posed algorithms can be classified into two different categories. The first category
of algorithms consists of those used for the structure information, viz. AS and
NAS. The second category consists of those algorithms used for the data infor-
mation, viz. AL and FL. For efficient XML dissemination, these two categories
of algorithm can be combined. Algorithms 1 and 2 show the pseudo code for
the proposed NAS-AL and AS-FL algorithms, respectively. In these algorithms,

Algorithm 1 NAS AL algorithm Pseudo code
01: for each node in an XML document do
02: if print-flag is turned on then write the node; /* initially, print-flag=off */
03: if the node is a start element node then
04: push the node to the S and compare the node with N ;
05: if the node is same as Nf then
06: makes and check Hi and compare S with Hi;
07: write non-duplicated nodes using Hi and turn on the print-flag;
08: else if the node is an end element node then
09: pop the node from the S;
10: else if popped node is a Nf then turn off the print-flag;
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Algorithm 2 AS FL algorithm Pseudo code
01: for each node in an XML document do /* initially, print-flag=off */
02: if print-flag is turned on then write the node;
03: if the node is a start element node then
04: if finite-flag is turned on then /* initially, finite-flag=off */
05: push the node to the St and check the depth of St;
06: if the depth of St > 1 then turn off the print-flag;
07: else turn on the print-flag;
08: else push the node to the S and compare the node with N ;
09: if the node is same as Nf then
10: make and check Hi and compare S with Hi;
11: write duplicated nodes using Hi and Bi;
12: turn on the print-flag and the finite-flag;
13: else if the node is an end element node then pop the node from the S or St;
14: if St is empty then turn off the finite-flag;

(a) The NAS-AL algorithm (b) The AS-FL algorithm

Fig. 2. The application of our algorithms

two stacks are used : the stack to store the structure information and the stack
to store the temporary structure, denoted as S and St. Also, the current state
and finite state in the NFA are used for these algorithms, denoted as Nc, Nf ,
respectively. The history information of S and the information of branching
position are used for our algorithm, denoted as Hi and Bi, respectively. The
complete algorithm can be implemented using combinations of each category
of algorithm. In other words, the following possibilities are open to us: AS-AL,
AS-FL, NAS-AL, and NAS-FL. Herein, we show only two of these algorithms,
since the description of the other two algorithms is straightforward.

Figure 2 shows the application of our algorithms to Example 1.
The query that is used in this application corresponds to the selection:
Q:/news/newspaper1/financial/companyC/product. With the NAS-AL algo-
rithm, structure information is not duplicated and the data information is pre-
sented with all of the descendent nodes. With the AS-FL algorithm, on the
other hand, the structure information is duplicated and the data information is
presented as the children nodes only.
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Fig. 3. The generic architecture of the XML-based SDI system

Based on the system available at [4], we implement our XML filtering engine
and dissemination component. Figure 3 shows the generic architecture of our
XML-based SDI system. In order to minimize the structure and data components
in the query result, the proposed system uses flags for document parsing. The
dissemination component uses these flags to reconstruct the output documents
in such a way as to render their dissemination as efficient as possible. As in the
case of legacy filtering systems, we used an event-based SAX parser for document
parsing. Thus, the processing time incurred by our system is similar to that of
other XML filtering systems. For the parsing of the user profiles, we implement
the profile parser based on [11]. Therefore, our system generates an index using
the NFA. We implement the system in JAVA language.

4 Performance Evaluation

4.1 Experimental Environments

As in [11], we conducted experiments using the NITF DTD and DBLP DTD. The
NITF DTD is intended for news copy production, press releases, wire services,
newspapers, and broadcast and Web-based news. The DBLP DTD is a bibliog-
raphy DTD. We also used the XMark DTD [14] and Xbench DTD [18]. XMark
and Xbench are benchmark systems designed to benchmark XML databases. In
order to test the various document types, we use the DC/SD DTD and TC/SD
DTD [18]. The DTD used in XMark is an Auction website DTD. The features
of the other DTDs are listed in Table 1. We generated our documents using
the IBM XML Generator. Two parameters are passed to the generator, viz. the
maximum depth, D, and the maximum number of times that the element can

Table 1. The features of the DTDs

NITF XMark DBLP
Number of elements name 123 77 36

Number of attributes 513 16 14
Maximum level of nested elements level infinite infinite infinite
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(a) The AS-AL algorithm (b) The AS-FL algorithm

Fig. 4. The size of the documents obtained with various depths of queries (DTD =Auc-
tion DTD, Source Document size =100MB)

be repeated under a single parent. By default, RP is limited to 5 and D is set to
10. In the case of the XMark DTD, we used xmlgen [14] to generate the XML
document because it allows the data size to be set according to the user’s wishes.
In the experiment, we used queries that were generated by the query generator
described in [11]. We selected queries that could be used to assess the various
features of the XML documents. To measure the usage of network bandwidth,
we adopted the size of the resulting data as a performance metric. The size of the
XML documents is 1,522 KB in the case of the NITF DTD, 22KB for the DBLP
DTD, and 100MB for the XMark DTD. The legacy filtering system returns the
whole document that is matched with the user profile. Therefore, we used the
default document size as the baseline for the performance test.

4.2 Experimental Results

The Effect of Varying The Depth of The Query. Figure 4(a) shows the size
of the resulting documents for various queries. The proposed AS-AL algorithm
gives a much smaller result set than the legacy system, which means that it uses
the bandwidth resource more efficiently. The document that was used in this
experiment is the Auction DTD and the queries are shown in Table 2. The Y
axis represents the document size on a log scale, and the X axis represents the
depth of the query. As shown in Table 2, the depth of the query grows as the
query number increases.

Table 2. The Queries used in Auction DTD Experiment

Query number The queries
10 /site/categories/category/description/text/bold/keyword/keyword/bold/emph
9 /site/categories/category/description/text/bold/keyword/keyword/bold
... ...
2 /site/categories
1 /site
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(a) DBLP DTD (b) NITF DTD

Fig. 5. The output size of the proposed algorithms

The auction DTD has a site element as its root element. Hence, in the case
of query 1, all of the elements are selected by our algorithms. Then, our system
generates the same result as the legacy system, however, in the other cases, our
system performed much better than the legacy system. The result of the AS-AL
algorithm contains all of the lower data, including the element nodes and text
nodes. Therefore, the system performance improves as the depth of the query
increases. Figure 4(b) shows the size of the resulting document in the case of the
AS-FL algorithm. The queries that are used in this experiment are same as the
previous experiment.

In this experiment, we used the same Auction DTD and the source XML
document size is 100MB. Since this method outputs just one-level, the output
data size can vary depending on the document features, regardless of the depth
of the query. In the case of the Auction DTD, the first and last levels of the
output of the queries are very small.

The Effect of Varying The DTD. Figure 5(a) shows the result in the
case of the DBLP DTD which is used in our experiment. In the case of the
DBLP DTD, most of the ’sup’ elements include text element nodes. Therefore,
if the query includes a ’sup’ element, the output size of the document created
by our system increases very sharply. The queries that are used in this ex-
periment are similar to the previous queries in Table 2. The deepest query is
/dblp/www/title/tt/sup/sub/tt/tt/sub/i/ref . For all of the queries, our system
performs better than the legacy system. In the case of the AS-AL algorithm, our
system reduces the network cost significantly, as compared to the legacy system.

Figure 5(b) shows the output document size of the proposed algorithms in the
case of the NITF DTD. Consistent with the previous case, our system performs
better than the legacy XML filtering system. The queries that are used in this
experiment are similar to the previous queries in Table 2. The deepest query is
/nitf/body/body.head/note/body.content/table/tbody/tr/th/body.content.

The Effect of Text Centric vs. Data Centric Documents. XML docu-
ments can be divided into text centric and data centric documents [18]. Figure
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Fig. 6. The size of the output documents obtained with the TC/SD and DC/SD DTDs

6 shows the size of the output documents in the case of the DC/SD and TC/SD
DTDs which are used in [18]. The DC/SD DTD is used for data centric docu-
ments, whereas the TC/SD DTD is used for text centric XML documents.

As expected, all of the proposed algorithms perform better than the baseline
in Figure 6, however the difference between the AS and NAS algorithms is more
visible for the data centric document than for the text centric one. This result
shows that the NAS algorithm is more suitable for data centric applications.
This can be explained as follows: in general, a data centric document contains
more structure information than a text centric document of similar size. Since
the NAS algorithm removes any duplicated structure information and the
DC/SD DTD contains a greater amount of structure information, the NAS
algorithm is more suitable for data centric XML documents. The queries that
are used in this experiment are similar to the queries that are used in the pre-
vious experiment. The deepest queries are /dictionary/e/ss/s/qp/q/qt/cr and
/catalog/item/authors/author/contact information/mailing address/street
information/street address, respectively.

5 Conclusion

So far, research into XML filtering systems has focused on the development of
efficient filtering algorithms. In this paper, however, we focused on the efficient
dissemination of filtered XML data which, to the best of our knowledge, is the
first such attempt to be reported in the literature. Further, we developed efficient
XML dissemination components for XML-based SDI systems. We proposed two
categories of algorithms, which are used to present the higher and lower struc-
ture information, respectively. The experimental results show that the proposed
algorithms decrease the size of the result document dramatically.

In the future, we plan to consider the XML dissemination problem in a
wireless broadcast environment in which the efficient usage of bandwidth will
have an even greater impact.
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Abstract.  Finding all the occurrences of a twig pattern in an XML database is 
a core operation for efficient evaluation of XML queries.  Holistic twig join al-
gorithm has showed its superiority over binary decompose based approach due 
to efficient reducing intermediate results. The existing holistic join algorithms, 
however, cannot deal with ordered twig queries. A straightforward approach 
that first matches the unordered twig queries and then prunes away the unde-
sired answers is obviously not optimal in most cases. In this paper, we study a 
novel holistic-processing algorithm, called OrderedTJ, for ordered twig queries.  
We show that OrderedTJ can identify a large query class to guarantee the I/O 
optimality. Finally, our experiments show the effectiveness, scalability and effi-
ciency of our proposed algorithm. 

1   Introduction 

With the rapidly increasing popularity of XML for data representation, there is a lot of 
interest in query processing over data that conforms to a tree-structured data 
model([1],[5]). Efficient finding all twig patterns in an XML database is a major con-
cern of XML query processing. Recently, holistic twig join approach has been taken 
as an efficient way to match twig pattern since this approach can efficiently control 
the size of intermediate results([1],[2],[3],[4]). We observe that, however, the existing 
work on holistic twig query matching only considered unordered twig queries. But 
XPath defines four ordered axes: following-sibling, preceding-sibling, following, 
preceding. For example, XPath: //book/text/following-sibling::chapter is an ordered 
query, which finds all chapters in the dataset that are following siblings of text which 
should be a child of book. 

We call a twig query which cares the order of the matching elements as an ordered 
twig query. On the other hand, we denote a twig query that does not consider the 
order of matching elements as an unordered query. In this paper, we research how to 
efficiently evaluate an ordered twig query. 

To handle an ordered twig query, naively, we can use the existing algorithm (e.g. 
TwigStack[1]/TwigStackList[5]) to output the intermediate path solutions for each 
individual root-leaf query path, and then merge path solutions so that the final solu-
tions are guaranteed to satisfy the order predicates of the query. Although existing 
algorithms are applied, such a post-processing approach has a serious disadvantage: 
many intermediate results may not contribute to final answers. 



 Efficient Processing of Ordered XML Twig Pattern 301 

 

Motivated by the recent success in efficient processing unordered twig queries ho-
listically, we present in this paper a novel holistic algorithm, called OrderedTJ,  for 
ordered twig queries. The contribution of this paper can be summarized as follows: 

1. We develop a new holistic ordered twig join algorithm, namely OrderedTJ,  
based on the new concept of Ordered Children Extension (for short OCE). With 
OCE, an element contributes to final results only if the order of its children ac-
cords with the order of corresponding query nodes. Thus, efficient holistic algo-
rithm for ordered-twigs can be leveraged. 

2. If we call edges between branching nodes and their children as branching edges 
and denote the branching edge connecting to the n’th child as the n’th branching 
edge, we analytically demonstrate that when the ordered-twig contains only an-
cestor-descendant relationship from the 2nd branching edge, OrderedTJ is I/O 
optimal among all sequential algorithms that read the entire input. In other 
words, the optimality of OrderedTJ allows the existence of parent-child rela-
tionships in non-branching edges and the first branching edges. 

3. Our experimental results show that the effectiveness, scalability and efficiency 
of our holistic twig algorithms for ordered twig pattern. 

The remainder of the paper is organized as follows. Section 2 presented related 
work. The novel ordered twig join algorithm is described in Section 3. Section 4 is 
dedicated to our experimental results and we close this paper by conclusion and future 
work in Section 5. 

2   Related Work 

With the increasing popularity of XML data, query processing and optimization for 
XML databases have attracted a lot of research interest. There is a rich set of literature 
on matching twig queries efficiently. Below, we describe these literatures with the 
notice that the existing work deals with only unordered twig queries. 

Zhang et al.([9]) proposed a multi-predicate merge join (MPMGJN) algorithm 
based on (DocId, Start, End, Level) labeling of XML elements. The later work by Al-
Khalifa et al.([7]) gave a stack-based binary structural join algorithm. Different from 
binary structural join approaches, Bruno et al.([1]) proposed a holistic twig join algo-
rithm, called TwigStack, to avoid producing a large intermediate result. However, the 
class of optimal queries in TwigStack is very small. When a twig query contains any 
parent-child edge, the size of “useless” intermediate results may be very large. Lu et 
al.([5]) propose a new algorithm called TwigStackList. They use list data structure to 
cache limited elements to identify a larger optimal query class. TwigStackList is I/O 
optimal for queries with only ancestor-descendant relationships in all branching 
edges. Recently, Jiang et al.([3]) researched the problem of efficient evaluation of 
twig queries with OR predicates. Chen et al.([2]) researched the relationship between 
different data partition strategies and the optimal query classes for holistic twig join. 
Lu et al.([6]) proposed a new labeling scheme called extended Dewey to efficiently 
process XML twig pattern. 
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3   Ordered Twig Join Algorithm 

3.1   Data Model and Ordered Twig Pattern 

We model XML documents as ordered trees. Figure 1(e) shows an example XML 
data tree. Each tree element is assigned a region code (start, end, level) based on its 
position. Each text is assigned a region code that has the same start and end values.   

XML queries make use of twig patterns to match relevant portions of data in an 
XML database. The pattern edges are parent-child or ancestor-descendant relation-
ships. Given an ordered twig pattern Q and an XML database D, a match of Q in D is 
identified by a mapping from the nodes in Q to the elements in D, such that: (i) the 
query node predicates are satisfied by the corresponding database elements; and (ii) 
the parent-child and ancestor-descendant relationships between query nodes are satis-
fied by the corresponding database elements; and (iii) the orders of query sibling 
nodes are satisfied by the corresponding database elements. In particular, with region 
encoding, given any node q Q∈  and its right-sibling r Q∈ (if any), their corresponding 
database elements, say eq and er in D, must satisfy that eq.end<er.start.  

The answers to query Q with n nodes can be represented as a list of n-ary tuples, 
where each tuple (t1,t2,….tn) consists of the database elements that identify a distinct 
match of Q in D. 

Figure 1(a) shows three sample XPath and Figure 1(b-d) shows the corresponding 
ordered twig patterns for the data of Fig 1(e). For each branching node, we use a sym-
bol “>” in a box to mark its children ordered. Note that in Q3, we add book as the root 
of the ordered query, since it is the root of XML document tree.  For example, the 
query solution for Q3 is only <book1, chpater2, title2, “related work”, section3 >.  But 
if Q3 were an unordered query, section1, section2 also would involve in answers. 

XPah of Q1:
//chapter/section/precedingsibling::title

XPah of Q2:
/book/author/followingsibling::chpater/title/followingsibling::section

XPah of Q3:
//chapter[title="Related work"]/following::section

book1

chapter1 chapter2

section1

"Introduction"

(4,10,2) (11,17,2)

(5.7,3) (15.16,3)

chapter3

(18,24,2)

title1 section2 section3title2 title3

"Related work" "Algorithm"

(6.6,4)

(8.9,3) (12,14,3)

(13,13,4) (20,20,4)

(22,23,3)(19,21,3)

(1,25,1)

(a) Xpath expressions

book

chapterauthor

sectiontitle

book

title

section

"Related work"

chapter

chapter

title section

(b) Q1

(c) Q2 (d) Q3
(e) XML document

author1
(2,3,2)

>

>

>

>

 

Fig. 1. (a) three XPaths  (b)-(d) the corresponding ordered twig query  (e)  an XML tree 

3.2   Algorithm 

In this section, we present OrderedTJ, a novel holistic algorithm for finding all 
matches of an ordered twig pattern against an XML document. OrderedTJ makes the 
extension of TwigStackList algorithm in the previous work [5] to handle ordered twig 
pattern. We will first introduce data structures and notations to be used by OrderedTJ. 
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Notation and data structures.   An ordered query is represented with an ordered tree. 
The function  ,  return child nodes which has par-
ent-child or ancestor-descedant relationships with n, respectively.  The self-explaining 
function  returns the immediate right sibling node of n (if any).    

There is a data stream Tn associated with each node n in the query twig. We use Cn 

to point to the current element in Tn. We can access the values of Cn by 
,  and . The cursor can advance to the next element in Tn with 

the procedure . Initially, Cn points to the first element of Tn.  
Our algorithm will use two types of data structures: list and stack. We associate a 

list Ln and a stack Sn for each node of queries. At every point during computation: the 
nodes in stack Sn are guaranteed to lie on a root-leaf path in the database. We use 

 to denote the top element in stack Sn. Similarly, elements in each list Ln are 
also strictly nested from the first to the end, i.e. each element is an ancestor or parent 
of that following it. For each list Ln, we declare an integer variable, say pn, as a cursor 
to point to an element in Ln. Initially, pn =0 , which points to the first element of Ln. 

a

b c d

a1

b1

c1

d1

e1 e2

a1

b1

c1

d1

e1

(a) Query (b) Doc1 (c) Doc2

>
a

b c

>

(a) Query

a1

a2

b1

c1

(b) Data  

 Fig. 2. Illustration to ordered child extension                                Fig. 3. Optimality example 

The challenge to ordered twig evaluation is that, even if an element satisfies the 
parent-child or ancestor-descendant relationship, it may not satisfy the order predi-
cate. We introduce a new concept, namely Ordered Children Extension (for short, 
OCE), which is important to determine whether an element likely involves in ordered 
queries. 

DEFINITION 1(OCE)  Given an ordered query Q and a dataset D, we say that an ele-
ment en (with tag n Q∈ ) in D has an ordered children extension (for short OCE), if 

the following properties are satisfied:  

(i) for ( )in ADRChildren n∈  in Q (if any) , there is an element 
ine  (with tag ni) 

in D such that 
ine  is a descendant of en  and 

ine  also has OCE; 

(ii) for ( )in PCRChildren n∈ in Q (if any), there is an element e’ (with tag n)  
in the path en to 

ine  such that e’ is the parent of 
ine  and 

ine  also has OCE; 

(iii) for each child ni of n and mi= rightSibling(ni) (if any), there are elements 
ine  

and 
ime  such that 

ine .end < 
ime .start and both 

ine and 
ime  have OCE.             

Properties (i) and (ii) discuss the ancestor-descendant and parent-child relationship 
respectively. Property (iii) manifests the order condition of queries. For example, see 
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the ordered query in Fig 2(a), in Doc 1, a1 has the OCE, since a1 has descendants 
b1,d1, child c1 and more importantly, b1,c1,d1 appear in the correct order. In contrast, in 
Doc2, a1 has not the OCE, since d1 is the descendant of c1, but not the following 
 element of c1(i.e. c1.end   d1 .start ). 

Algorithm OrderedTJ () 
01While ( ( )end¬ )  
02    qact= getNext(root); 
03    if (isRoot(qact)∨ ( )( )

actparent qempty S¬ ) cleanStack(qact, getEnd(qact)); 

04    moveStreamToStack(qact, 
actqS );  

05    if (isLeaf(qact))       
06             showpathsolutions (

actqS ,getElement(qact)); 

07    else      proceed(
actqT ); 

08 mergeALLPathsolutions; 
 
Function end() 
01 return  ( ) : ( ) ( )nn subtreesNodes root isLeaf n e Cof∀ ∈ ∧ ;   

 
Procedure cleanStack (n ,actEnd) 
01 while ( ( )nempty S¬  and (topEnd(Sn)< actEnd)) do pop(Sn); 

 
Procedure moveStreamToStack(n,Sn ) 
01 if((getEnd(n)< top(Srightsibling(n)).start) //check order 
02    push getElement(n) to stack Sn 
06    proceed(n); 
 
Procedure proceed(n) 
01 if (empty(Ln))  advance(Tn); 
02 else  Ln.delete(pn);  
03     pn = 0; //move pn to pint to the beginning of Ln   
 
Procedure showpathsolutions(Sm,e) 
01 index[m]=e 
02 if (m == root ) //we are in root 
03  Output(index[q1],…,index[qk]) //k is the length of path processed 
04 else  //recursive call 
05   for each element ei in Sparent(m)   
06        if  ei satisfies the corresponding relationship with e 
07                    showpathsolutions(Sparent(m), ei) 

Fig. 4. Rocedure OrderedTJ 

Algorithm OrderedTJ.  OrderedTJ, which computes answers to an ordered query 
twig, operates in two phases. In the first phase (line 1-7), the individual query root-
leaf paths are output. In the second phase (line 8), these solutions are merged-joined 
to compute the answers to the whole query. Next, we first explain getNext algorithm 
which is a core function and then presents the main algorithm in details. 

getNext(n)(See Fig 5)  is a procedure called in the main algorithm of OrderedTJ. It 
identifies the next stream to be processed and advanced. At line 4-8, we check the 
condition (i) of OCE.  Note that unlike the previous algorithm TwigStackList[5], in 
line 8, we advance the maximal (not minimal) element that are not descendants of the 
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current element in stream Tn , as we will use it to determine sibling order. Line 9-12 
check the condition (iii) of OCE. Line 11 and 12 return the elements which violate the 
query sibling order. Finally, line 13-19 check the condition (ii) of OCE.  

Now we discuss the main algorithm of OrderedTJ. First of all, Line 2 calls getNext 
algorithm to identify the next element to be processed. Line 3 removes partial answers 
that cannot be extended to total answer from the stack. In line 4, when we insert a new 
element to stack, we need to check whether it has the appropriate right sibling. If n is 
a leaf node, we output the whole path solution in line 6. 

Algorithm getNext (n) 
01  if (isLeaf(n))  return n; 
02  for all ni in children(n)  do 
03        gi = getNext(ni);   if (gi  ni ) return ni ; 
04  

max ( )max arg ( )
in children n in getStart n∈= ; 

05  
min ( )min arg ( )

in children n in getStart n∈= ; 

06  While (getEnd(n) < getStart(nmax))  proceed(n); 
07  if (getStart(n) >getStart(nmin)) 
08        return  

( ) ( ( ) ( ))max arg ( )
i in children n getStart n getStart n igetStart n∈ ∧ >

; 

09   sort all ni in children(n) by start values; 
// assume the new order are n’1,n’2, …,n’k 

10  for each n’i   (1  i   n)  do   //check children order 
11        if (n'i  ni)  return  n’i; 
12        else if ((i>1) (getEnd(n’i-1)>getStart(n’i)) return n’i-1 
13  MoveStreamToList(n, nmax); 
14  for ni in PCRchildren(n)  //check parent-child relationship 

15    if ( ' ne L∃ ∈  such that e’ is the parent of 
inC ) 

16        if  (ni is the first child of n) 
17            Move the cursor of list Lq to point to e’; 
18        else  return ni ; 
19  return n; 
 
Proceudre MoveStreamToList(n,g) 
01 delete any element in Ln  that is not an ancestor of getElement(n); 
02 while Cn.start < getStart(g) do  if Cn.end>getEnd(g)   Ln.append(Cn); 
03                                  advance(Tn) 
 
Procedure getElement(n) 
01  if ( ( )nempty L¬ )      return Ln.elementAt(pn); 
02  else   return Cn; 
 
Procedure getStart(n) 
01 return the start attribute of getElement(n); 
 
Procedure getEnd(n) 
01 return the end attribute of getElement(n); 

Fig. 5. Function GetNext in the main algorithm  OrderedTJ 

EXAMPLE 1.  Consider the ordered query and data  in Fig 1(d) and (e) again. First of 
all, the five cursors are (book1, chapter1, title1,”related work”, section1). After two 
calls of getNext(book), the cursors are forwarded to (book1, chapter2, title2, ”related 
work”, section1). Since section1.start=6<chapter2.start=9, we return section (in line 
11 of getNext) and forward to section2. Then chapter2.end=15> section2.start=13. We 
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return section again (in line 12 of getNext) and forward to section3. Then chap-
ter2.end=15<section3.start=17. The following steps push book1 to stack and output 
the individual two path solutions. Finally, in the second phase of main algorithm, two 
path solutions are merged to form one final answer  

3.3   Analysis of OrderedTJ 

In the section, we show the correctness of OrderedTJ and analyze its efficiency. Some 
proofs are omitted here due to space limitation. 

DEFINITION 2 (head element en)  In OrderedTJ, for each node in the ordered query, if 
List Ln is not empty, then we say that the element indicated by the cursor pn of Ln is 
the head element of n, denoted by en. Otherwise, we say that element Cn in the stream 
Tn is the head element of n.   

LEMMA 1.  Suppose that for an arbitrary node n in the ordered query we have 
getNext(n)=n’. Then the following properties hold: 

 n’ has the OCE. 
 Either (a) n=n’ or (b) parent(n) does not have the OCE because of n’ (and 

possibly a descendant of n’).  

LEMMA 2.  Suppose getNext(n)=n’ returns a query node in the line 11 or 12 of Algo-
rithm getNext. If the current stack is empty, the head element does not contribute to 
any final solution since it does not satisfy the order condition of query.  

LEMMA 3.  In Procedure moveStreamToStack any element e that is inserted to stack Sn 
satisfy the order requirement of the query. That is, if n has a right-sibling node n’ in 
query, then there is an element en’ in stream Tn’ such that en’.start >en.end.  

LEMMA 4.  In OrderedTJ, when any element e is popped from stack , e is guaranteed 
not to participate a new solution any longer.  

THEOREM 1. Given an ordered twig pattern Q and an XML database D. Algorithm 
OrderedTJ correctly returns all answers for Q on D. 

Proof:[sketch] Using Lemma 2, we know that when getNext returns a query node n in 
the line 11 and 12 of getNext, if the stack is empty, the head element en does not  
contribute to any final solutions. Thus, any element in the ancestors of n that use en in 
the OCE is returned by the getNext before en.  By using lemma 3, we guarantee that 
each element in stack satisfy the order requirement in the query. Further. By using 
lemma 4, we can maintain that, for each node n in the query, the elements that involve 
in the root-leaf path solution in the stack Sn. Finally, each time that n =getNext(root) 
is a leaf node, we output all solution for en (line 6 of OrderedTJ).   

Now we analyze the optimality of OrderedTJ. Recall that the unordered twig join 
algorithm TwigStackList([5]) is optimal for query with only ancestor-descendant in all 
branching edges, but our OrderedTJ can identify a little larger optimal class than 
TwigStackList for ordered query. In particular, the optimality of OrderedTJ allows the 
existence of parent-child relationship in the first branching edge, as illustrated below. 
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EXAMPLE 2. Consider the ordered query and dataset in Fig 3. If the query were an 
unordered query, then TwigStackList([5]) would scan a1, c1 and b1 and output one 
useless solution (a1,c1), since before we advance b1 we could not decide whether a1 
has a child tagged with b. But since this is an ordered query, we immediately identify 
that c1 does not contribute to any final answer since there is no element with name b 
before c1. Thus, this example tells us that unlike algorithms for unordered query,  
OrderedTJ may guarantee the optimality for queries with parent-child relationship in 
the first branching edge.   

THEOREM 2. Consider an XML database D and an ordered twig query Q with only 
ancestor-descendant relationships in the n’th (n 2) branching edge. The worst case 
I/O complexity of OrdereTJ  is linear in the sum of the sizes of input and output lists. 
The worst-case space complexity of this algorithm is that the number of nodes in Q 
times the length of the longest path in D.     
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Fig. 6. Six tested ordered twig queries (Q1,2,3 in XMark; Q4,5,6 in TreeBank) 

4   Experimental Evaluation 

4.1   Experimental Setup 

We implemented three ordered twig join algorithms: straightforward -TwigStack ( for 
short STW), straightforward-TwigStackList (STWL) and OrderedTJ. The first two 
algorithms use the straightforward post-processing approach. By post-processing, we 
mean that the query is first matched as an unordered twig (by TwigStack[1] and 
TwigStackList[5], respectively) and then we merge all intermediate path solutions to 
get the answers for an ordered twig. We use JDK 1.4 with the file system as a simple 
storage engine. All experiments were run on a 1.7G Pentium IV processor with 
768MB of main memory and 2GB quota of disk space, running windows XP system. 
We used two data sets for our experiments. The first is the well-known benchmark 
data: XMark. The size of file is 115M bytes with factor 1.0. The second is a real data-
set: TreeBank[8]. The deep recursive structure of this data set makes this an interest-
ing case for our experiments. The file size is 82M bytes with 2.4 million nodes. 

For each data set, we tested three XML twig queries (see Fig 6). These queries 
have different structures and combinations of parent-child and ancestor-descendant 
edges. We choose these queries to give a comprehensive comparison of algorithms. 
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Evaluation metrics.   We will use the following metrics to compare the performance 
of different algorithms. (i)  Number of intermediate path solutions  This metric 
measures the total number of intermediate path solutions, which reflects the ability of 
algorithms to control the size of intermediate results. (ii) Total running time This 
metric is obtained by averaging the total time elapsed to answer a query with six con-
secutive runs and the best and worst performance results discarded. 
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Fig. 7. Evaluation of ordered twig pattern on two datasets 

Table 1. The number of intermediate path solutions 

4.2   Performance Analysis 

Figure 7 shows the results on execution time. An immediate observation from the 
figure is that OrderedTJ is more efficient than STW and STWL for all queries. This 
can be explained that OrderedTJ output much less intermediate results. Table 1 shows 
the number of intermediate path solutions. The last column shows the number of path 
solutions that contribute to final solutions. For example, STW and STWL could output 
500% more intermediate results than OrderedTJ (see XMark Q2).  

Scalability. We tested queries XMark Q2 for scalability. We use XMark factor 
1(115MB)  2(232MB) 3 (349M) and 4(465M). As shown in Fig 7(c), OrderedTJ 
scales linearly with the size of the database.  With the increase of data size, the benefit 
of OrderedTJ over STW and STWL correspondingly increases. 
Sub-optimality of OrderedTJ.   As explained in Section 3, when there is any parent-
child relationship in the n’th branching edges (n 2), OrderedTJ is not optimal. As 
shown in Q4,Q5 of Table 1, none of algorithms is optimal, since all algorithms output 
some useless solutions. However, even in this case, OrderedTJ still outperforms STW 
and STWL by outputting less useless intermediate results.    

 
Query Dataset STW STWL OrderedTJ Useful solutions 

Q1 XMark 71956 71956 44382 44382 

Q2 XMark 65940 65940 10679 10679 

Q3 XMark 71522 71522 23959 23959 

Q4 TreeBank 2237 1502 381 302 

Q5 TreeBank 92705 92705 83635 79941 

Q6 TreeBank 10663 11 5 5 
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Summary.  According to the experimental results, we draw two conclusions. First, our 
new algorithm OrderedTJ, could be used to evaluate ordered twig pattern because they 
have obvious performance advantage over the straightforward approach: STW and 
STWL. Second, OrderedTJ guarantee the I/O optimality for a large query class. 

5   Conclusion and Future Work 

In this paper, we proposed a new holistic twig join algorithm, called OrderedTJ, for 
processing ordered twig query. Although the idea of holistic twig join has been pro-
posed in unordered twig join, applying it for ordered twig matching is nontrivial. We 
developed a new concept ordered child extension to determine whether an element 
possibly involves in query answers. We also make the contribution by identifying a 
large query class to guarantee I/O optimal for OrderedTJ. Experimental results 
showed the effectiveness, scalability, and efficiency of our algorithm. 

There is more to answer XPath query than is within the scope of this paper. Con-
sider an XPath query: “//a/following-sibling::b”, we cannot transform this query to an 
ordered twig pattern, since there is no root node in this query. Thus, algorithm Or-
deredTJ cannot be used to answer this XPath. In fact, based on region code 
(start,end,level), none of algorithms can answer this query by accessing the labels of a 
and b alone, since a and b may have no common parent even if they belong to the 
same level. We are currently designing a new labeling scheme to handle such case. 
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Abstract. Role-Based Access Control(RBAC) has recently received 
considerable attention as a promising alternative to traditional discretionary and 
mandatory access controls.[7] RBAC ensures that only authorized users are 
given access to protected data or resources. A successful marriage of Web and 
RBAC technology can support effective security in large scale enterprise-wide 
systems with various organization structures. Most large organizations have 
some business rules related to access control policy. Delegation of authority is an 
important one of these rules.[1] RBDM0,  RDM2000 and PBDM models are 
recently published models for role-based delegation. RBDM0 and RDM2000 
models deal with user-to-user delegation and total delegation. PBDM supports 
user-to-user and role-to-role delegations and also supports both role and 
permission level delegation, which provides great flexibility in authority 
management. But PBDM does not support constraints in RBAC delegation 
models, such as separation of duty in user-to-user and role to-role delegation. 
This paper proposes a new delegation model using characteristics of permissions, 
in which security administrator can easily perform partial delegation, permission 
level delegation and restricted inheritance. It supports flexible delegation by 
dividing a role into sub-roles according to characteristics of permissions assigned 
to the role and considering delegation and inheritance simultaneously. It provides 
flexibility in authority management such as multi-step delegation, multi-option 
revocation and controlled inheritance by including characteristics of PBDM and 
sub-role hierarchies concept. It also supports constraints such as separation of 
duty based on permission in user-to-user and role-to-role delegation. 

1   Introduction 

Access control is an important security issue in large organizations. Role-based access 
control (RBAC) has received considerable attention as an established alternative to 
traditional discretionary and mandatory access control for large organizations. [7,8]  In 
RBAC,  delegation means that a person gives all or part of his authority to somebody, 
which is an important one of some business rules related to access control policy. 
Delegation can take place in many situations such as backup of role, collaboration of 
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work and decentralization of authority. [1] If an individual is on a business trip or 
long-term absence, the absent individual's job functions need to be delegated to 
somebody to be maintained by others. And when people need to collaborate with others 
in the same organization or other organizations, this requires to grant some access 
authority to share information. Finally, when an organization needs to setup initially or 
reorganize subsequently, job functions are distributed from higher job positions to 
lower job positions. While the third case needs durable delegation, the first and second 
cases need temporary delegation of authority, which means that the term of delegation 
is short; after the term ends, delegated authority is revoked or expired.[1] 

Recently, a number of research activities dealing with various aspects of delegation 
have been published. [1-6] RBDM0, RDM2000, PBDM[1] and RBDM using sub-role 
hierarchies models[2] are recently published models for role-based delegation. 
RBDM0 and RDM2000 models deal with user-to-user delegation and total delegation. 
PBDM supports user-to-user and role-to-role delegations and also supports both role 
and permission level delegation, which provides great flexibility in authority 
management. [1] But PBDM does not support constraints in RBAC delegation models, 
such as separation of duty in user-to-user and role to-role delegation.  RBDM using 
sub-role hierarchies supports various delegation types such as total/partial delegation 
user-to-user/role-to-role delegation. [2][3] But this model does not consider constraints 
such as multi-step delegation and temporal delegation. In this paper we propose a new 
flexible delegation model, which combines characteristics of PBDM and sub-role 
hierarchies concept. The proposed model supports restricted inheritance and 
permission level delegation simultaneously by dividing a role into several sub-roles 
according to characteristics of permissions assigned to the role. It also supports 
multi-step delegation, multi-option revocation and constraints such as separation of 
duty in user-to-user and role-to-role delegation. PBDM and RBDM model using 
sub-role hierarchies can be interpreted as special cases of the proposed delegation 
model in this paper.  The advantages of these two models are thereby also available in 
the proposed model in this paper. 

The rest of this paper is organized as follows. Next, in Section 2, we describe the 
previous technologies related in our approach. We briefly review RBDM0, RDM2000, 
PBDM and RBDM using sub-role hierarchies models. In Section 3, we present a new 
delegation model. In Section 4 we compare our model with previous works.  This is 
followed by our conclusion in Section 5. 

2   Related Works  

RBDM0 model[5, 6] is the first attempt to model delegation involving user-to-user 
based on roles. It is a simple role-based delegation model and formalized the delegation 
model with total delegation. And it also deals with some issues including revocation, 
delegation with hierarchical roles and multi-step delegation. [4] 

RDM2000, which is an extension of RBDM0, supports regular role delegation in role 
hierarchy and multi-step delegation. It has proposed a rule-based declarative language to 
specify and enforce policies. And it uses can_delegate condition to restrict the scope of 
delegation. But when delegator wants to delegate a piece of role, the RBDM0 or 
RDM2000 can not cover this case since the unit of delegation in RBDM0 or RDM2000 
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is "role".  
PBDM supports flexible role and permission level delegation. A delegator delegates 

his/her entire or partial permissions to others by using it. It supports flexible delegation 
by separating delegation role from regular role and delegatable role and by separating 
temporal permissions delegated from other roles and its original delegatable 
permissions. RBDM0 and RDM2000 model can be interpreted as special cases of 
PBDM. The advantages of these two models are thereby also available in PBDM.[1] But 
PBDM does not support constraints  such as separation of duty  in user-to-user and 
role-to-role delegation and  restricted inheritance. 

RBDM model using sub-role hierarchies was proposed to support various delegation 
types such as total/partial delegation user-to-user/role-to-role delegation. It supports 
restricted inheritance functionally by using sub-role hierarchies. [2] But this model has 
problem that does not support constraints such as multi-step delegation and temporal 
delegation. And also it does not support permission level delegation. 

3   A New Role-Based Delegation Model Using Characteristics of 
Permissions 

3.1   Role Hierarchies Considering Characteristics of Permissions 

3.1.1   Extended Sub-role Hierarchies 
A role is a job function in the organization that describes the authority and 
responsibility conferred on a user assigned to the role. Administrators can create roles 
according to the job functions performed in their organization. This is very intuitive and 
efficient approach except unconditional permission inheritance. [2] In RBAC models, a 
senior role inherits the permissions of all its junior roles. This property may breach the 
least privilege principle, one of the main security principles which RBAC models 
support. In order to address this drawback, RBDM model using sub-role hierarchies  
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  (a) role                                        (b) sub-roles 

   r11 : FDCCR : A Set of Fixed Delegatable Corporate Common Role 
    r12 : CCR :  A Set of Corporate Common Role 
   r13 : FDRIR : A Set of Fixed Delegatable Restricted Inheritance Role 
   r14 : RIR :  A Set of Restricted Inheritance Role 
   r15 : FDPR : A Set of Fixed Delegatable Private Role 
   r16 : PR : A Set of Private Role 
   r17 : TDR : A Set of Temporal Delegatable Role 

Fig. 1.  Extended Sub-role Hierarchies Concept Considering Characteristics of Permissions 
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divide a role into a number of sub-roles based on the characteristics of job functions and 
the degree of inheritance. [2] But it does not support constraints such as multi-step 
delegation, temporal delegation and permission level delegation. In order to solve these 
problems and to provide restricted permission inheritance and partial delegation 
simultaneously, we extend sub-role hierarchies concept. At first, we classify the 
sub-roles in sub-role hierarchies to two classes such as delegatable sub-roles and 
undelegatable sub-roles. And then each class sub-roles is divided into sub-roles 
considering corporation environment which consists of several departments and job 
positions such as corporate common roles and restricted inheritance roles which have 
restricted inheritance properties. Figure 1 shows a extended sub-role hierarchies 
concept compared with an original role. Also Table 1 represents the characteristics of 
permissions assigned to sub-roles in Figure 1. 

Table 1.  Categorization according to Characteristics of Permissions assigned to Sub-roles 

Sub-role 
category 

Degree of 
Inheritance 

Degree of 
delegation 

Characteristics of 
 permissions assigned to sub-roles 

PR 
no 

inheritance 
undelegatable 

- permissions only allowed to directly assigned users 
- permissions can not be inherited to any other roles 
- permissions can not be delegated  to any other roles 
or users 

FDPR 
no 

inheritance 
delegatable 

- permissions can not be inherited to any other roles 
- permissions can be delegated  to any other roles or 
users 

RIR 
restricted 

inheritance 
undelegatable 

- permissions may or may not be inherited to its senior 
roles in RIR hierarchy 
- security administrator specify the roles to which 
permissions are restrictively inherited 
- permissions can not be delegated  to any other roles 
or users 

FDRIR 
restricted 

inheritance 
delegatable 

- permissions may or may not be inherited to its senior 
roles in FDRIR hierarchy 
- security administrator specify the roles to which 
permissions are restrictively inherited 
- permissions can be delegated to any other roles or 
users 

CCR 
unconditional 

inheritance 
undelegatable 

- permissions allowed to all members in a corporation 
- includes junior roles' permissions in a CCR hierarchy
- permissions can not be delegated to any other roles or 
users 

FDCCR 
unconditional 

inheritance 
delegatable 

- permissions allowed to all members in a corporation 
- includes junior roles' permissions in a FDCCR 
hierarchy 
- permissions can be delegated to any other roles or 
users 

TDR 
no 

inheritance 

delegatable 
(multi-step 
delegation) 

- permissions received from delegator with role-role 
assignment 
- permissions can be delegated by multi-step 
delegation. 
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3.1.2   User Assignment in Extended Sub-role Hierarchies  
Figure 2 illustrates how users are assigned to roles in the extended sub-role hierarchies. 
Figure 2(a) shows a user-role assignment in a traditional role hierarchy and (b) depicts a 
user-role assignment in the proposed model. Solid lines in Figure 2 indicate permission 
inheritance, while a dotted line denotes restricted inheritance. For example, both r11  
r21 and r12  r22 relations indicate that the permissions of the junior roles are 
unconditionally inherited to its seniors, respectively. But both r13  r23 and r14  r24 

relations(a dotted line) shows restricted inheritance relation in which permissions of 
sub-role(r13) and sub-role(r14) are inherited only to designated its senior roles, in this 
example, r23 and r24 . The scope of restricted inheritance in the proposed model is 
determined by security administrator. Finally, r15 and r25 are fixed delegatable private 
sub-roles and no permission inheritance occurs between two fixed delegatable private 
sub-roles. Also r16 and r26 are private sub-roles and they are allowed to directly assigned 
users and permission inheritance is inhibited between them. Users can be assigned to 
private sub-roles. There are two kinds of sub-role hierarchies in Figure 2(b), which are 
horizontal hierarchy and vertical hierarchy. Horizontal hierarchy is a partially ordered 
relation between sub-roles, which are classified from the same original role, and there 
are unconditional permission inheritance between sub-roles in it. Vertical hierarchy is a 
partially ordered relation between sub-roles in the same sub-role category which can be 
inherited. (i.e., RIR, CCR, FDRIR and FDCCR). But there are both unconditional 
permission inheritance( (i.e.,  CCR and FDCCR )and conditional permission 
inheritance(i.e., RIR and FDRIR) between sub-roles in it. Even though Figure 2(b) 
shows that there are six sub-roles at each role level and each user is allocated for all 
sub-roles by user-role assignment, a security administrator can assign some of them to 
user by security policy in real world .  
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Fig. 2.  Comparison of User-Role Assignment in the Extended Sub-role Hierarchies 
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3.2   Overview of Proposed Model 

Figure 3 shows a brief of proposed model in this paper. In this model, there are six 
different layers of roles which are FDCCR, CCR, FDRIR, RIR, FDPR and PR. A role 
can be divided into six sub-roles by considering characteristics of permissions assign 
to it. 

This partition induces a parallel partition of PA. PA is separated into seven partitions 
which are  permission-fixed delegatable corporate common role assignment(PAFC), 
permission-corporate common role assignment(PACC),  permission-fixed delegatable 
restricted inheritance role assignment (PAFR),  permission-restricted Inheritance role 
assignment(PARI),  permission-fixed delegatable private role assignment(PAFP), 
permission-private role assignment(PAPR) and permission-delegation role assignment 
(PADR) . But UA is not separated and a user is assigned to PR. PR is a top sub-role in 
horizontal hierarchy, which has all permissions in sub-roles consisted of horizontal 
hierarchy.  
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Fig. 3.  A New Delegation Model Using Characteristics of Permissions 

A security administrator can assign permissions to adequate sub-roles considering 
characteristics of permissions such as inheritance and delegation. In order to restrict 
junior’s permission to senior role with degree of inheritance and business 
characteristics by using restricted inheritance hierarchy , we divide a role to two sub 
role classes about inheritance, one which has controlled inheritance characteristic and 
the other which has uncontrolled inheritance characteristic. [2] And we classify a role 
into two classes concerning delegation, one which has delegatable characteristic and 
the other which has undelegatable characteristic. The permissions, which have unique, 
private and undelegatable characteristic, are assigned to PR and the other permissions, 
which have unique, private and delegatable characteristic, are assigned to FDPR by a 
security administrator. As like this, the security administrator can control the 
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permission flow by assigning different permissions to classes having different 
characteristic about delegation. Also, he can restrict junior’s permission to senior role 
by using restricted inheritance hierarchy. 

Permissions assigned to both RIR and CCR can not be delegated to other roles or 
users. But the permissions assigned to RIR are controlled inherited to senior roles with 
degree of inheritance and the permissions assigned to CCR are uncontrolled inherited 
to senior roles. By classifying a original role to two classes about inheritance, we can 
prevent that a role can be inherited all permissions of its junior roles and a role has 
unnecessarily too many permissions. 

FDCCR and FDRIR are the roles whose permissions can be delegated to other roles 
or users by creating a delegation role. The difference between FDCCR and FDRIR is 
that the permissions , assigned to FDRIR like a RIR, are controlled inherited to senior 
roles and the permissions  which are assigned to FDCCR like a CCR are uncontrolled 
inherited to senior roles. We divide a fixed delegatable role in PBDM[1] into three 
parts, such as FDPR, FDRIR and FDCCR to obtain fine-grained access control by 
considering  simultaneously  delegation and inheritance as characteristics of 
permissions. 

A TDR has the permissions that it receives from a delegation role(DR) as delegator 
with role-role assignment. Since there is no role hierarchy for a TDR and its 
permissions are inherited to FDPR at the same horizontal plane even though multi-step 
delegations are occurred, invalid permission flow will not happen and then a 
role-to-role delegation can be achieved. In proposed model like PBDM2[1], delegator 
is FDPR, FDCCR and FDRIR and they are the owner of a delegation role. If multi-step 
delegation is occured, permissions assigned to TDR can be delegated to other users or 
roles.  

3.3   Formal Description in Proposed Model 

We define a set of components to formally describe the characteristics and behavior of 
the proposed model as follows: 

• R : a set of roles(r1, r2, r3, ..., rn  R) 
• P : a set of permissions(p1, p2, p3, ..., pn  P) 
• POSR : sum of roles related to positions (vertical plane) 
• JOBR : sum of roles related to jobs (horizontal plane) 
[ JOBR = PR  FDPR  RIR  FDRIR  CCR  FDCCR TDR ] 
• POSRi : a set of sub − roles in position i (where 1  i  n) 
•  : a partial order on RH (if r2  r1, then r2 is a senior to r1) 
• RH : Role Hierarchy [RH  R × R, partially ordered] 
• RIRH : Hierarchy of RIRs [RIRH  RIR × RIR, partially ordered] 
• FDRIRH : Hierarchy of FDRIRs [FDRIRH  FDRIR × FDRIR, partially ordered] 
• CCRH : Hierarchy of CCRs [CCRH  CCR × CCR, partially ordered] 
• FDCCRH : Hierarchy of FDCCRs [FDCCRH  FDCCR × FDCCR, partially 
ordered] 
• DRHr : Hierarchy of DRs owned by a role r [DRHr  DR × DR, partially ordered]  
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• POSRHi : Hierarchy of sub − roles [POSRHi  POSRi × POSRi, where 1  i  n, 
partially ordered] 
• role_jobs(r) : a function to return which job a role r is related to, 

[R  PR  FDPR  RIR  CCR  FDRIR  FDCCR TDR ] 
• role_positions(r) : a function to return which position a role r is related to, 

[R  POSRi, 1  i  n] 
• UA  U × PR 
• PA = PAPR   PAFP  PARI   PAFR   PACC   PAFC    PADR    

[ PAPR  P × PR, PAFP  P × FDPR, PARI  P × RIR, PAFR  P × FDRIR, 
 PACC  P × CCR, PAFC  P × FDCCR, PADR  P × DR, RAD = TDR × DR ] 

• user_pr(r) :  a function mapping a PR to a set of users that are assigned to this role.  
[user_pr(r) : PR  2U] 

• own_rp(r) : a function mapping each FDRIR to a  FDPR at the same horizontal plane. 
[own_rp(r) :FDRIR  FDPR ] 

• own_cp(r) : a function mapping each FDCCR to a FDPR at the same horizontal plane. 
[own_cp(r) : FDCCR  FDPR] 

• own_tp(r) : a function mapping each TDR to a single FDPR at the same horizontal 
plane. 

[own_tp(r) : TDR  FDPR] 
• own_cd(r) :a function mapping a FDCCR to a set of DRs.  

[own_cd(r) : FDCCR  2DR and (fdccr1, fdccr2  FDCCR, dr  DR) ·(fdccr1  
fdccr2)  

( dr  own_cd(fdccr1)  dr  own_cd(fdccr2)) ] 
• own_rd(r) :a function mapping a FDRIR to a set of DRs. 

[own_rd(r) : FDRIR  2DR and (fdrir1, fdrir2  FDRIR, dr  DR) ·(fdrir1  fdrir2)  
( dr  own_rd(fdrir1)  dr  own_rd(fdrir2))] 

• own_pd(r) :a function mapping a FDPR to a set of DRs. 

[own_pd(r) : FDPR  2DR and (fdpr1, fdpr2  FDPR, dr  DR) ·(fdpr1  fdpr2)  
( dr  own_pd(fdpr1)  dr  own_pd(fdpr2))] 

• rad(r) : a function mapping a TDR to a set of DRs. [rad(r) : TDR  2DR] 
• permissions_pr(r) : PR  2P , a function mapping a PR to a set of permissions.  

[permissions_pr(r) = {p : P | r'  r·(r', p)  PAPR}] 
• permissions_fp(r) : FDPR  2P , a function mapping a FDPR to a set of permissions.  

[permissions_fp(r) = {p : P | r'  r·(r', p)  PAFP}] 
• permissions_ri(r) : RIR  2P, a function mapping a RIR to a set of permissions. 

[permissions_ri(r) = {p : P | r'  r·(r', p)  PARI}] 
• permission_cc(r) : CCR  2P , a function mapping CCR to a set of permissions. 

[permissions_cc(r) = {p : P | r'  r·(r', p)  PACC}] 
• permission_fr(r) :  FDRIR  2P,a function mapping a FDRIR to a set of permissions. 

[permissions_fr(r) = {p : P | r'  r·(r', p)  PAFR}] 
• permission_fc(r) :FDCCR  2P , a function mapping a FDCCR to a set of 
permissions. 

[permissions_fc(r) = {p : P | r'  r·(r', p)  PAFC}] 



318 D.-G. Park and Y.-R. Lee 

 

• permissions_dr(r) :  DR  2P,a function mapping a DR to a set of permissions.  

[permissions_dr(r) = {p : P | r' r·(r', p)   PADR}] 
• permissions_t*(r) : TDR  2P , a function mapping a TDR to a set of permissions 
inherited from RAD. 

[permission_t*(r) = {p : P | r'  DR·(r', p)  PADR r'  rad(r)} ] 
• permissions_f*(r) : FDPR  2P,a function mapping a FDPR  to a set of delegatable 

permissions with PAFP, PAFR, PAFC and RAD 
(when multi-step delegation is allowed).  

[permissions_f*(r) = {p : P | (r, p)  PAFP}
{p : P | r'  FDRIR·(r', p)  PAFR   r = own_rp(r') }   
{p : P | r''  FDCCR·(r'', p)  PAFC   r = own_cp(r'') }  
{p : P | r'''  TDR·p  permissions_t*(r''')   r = own_tp(r''') } ] 

• dr  DR, fdpr  FDPR, fdrir  FDRIR, fdccr  FDCCR, 
Fdpr=own_rp(fdrir) fdpr=own_cp(fdccr)·(dr own_pd(fdpr) own_rd(fdrir) o
wn_cd(fdccr))  (permissions_dr(dr) permission_f*(fdpr) ) :  
the permissions pool to create a delegation role owned by a role is  the delegatable 
permissions that assigned to this role by  PAFP, PAFR,PAFC and RAD. (when 
multi-step delegation is allowed).  

• can_delegate   FDPR × Pre_con × P_range × MD where Pre_con: prerequisite 
condition,  

P_range: delegation range,  
MD: maximum delegation depth : a relation to mapping a FDPR to its delegation 

range. 

3.4   Permission Inheritance and Delegation in Proposed Model 

Figure 4 depicts an example of role hierarchy. In Figure 4, we suppose that a security 
administrator wants that in each branch, the "review customer" permission of Branch 
Employer(BE) is inherited to Branch Buyer(BB) but  is not inherited to Branch 
Accountant Manager (BAM), even though it is  a senior role of BB. In the proposed 
model, this requirement is accomplished by assigning the "review customer" 
permission of BE to RI sub-role category of BE.  

Figure 5 is the part of extended sub-role hierarchy of Figure 4.  In Figure 5, even if 
B1AM role is a senior role of B1B, the permissions of rj4 in B1E role are not inherited to 
ri4 in B1AM. And if we suppose that a user ,who is assigned to DM role, is on a business 
trip and so  security administrator  wants to delegate  "review branch account" 
permission of DM role , which is partial permission assigned to DM role, to B1AM 
role, he can solve this requirement by performing the following three phases in the 
proposed model. 

Phase1 : Create D1 as a DR. 
Phase2 : Assign "review branch account" permission to D1. 
Phase3 : Assign D1 to TDR in B1AM role by RAD. 
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Fig. 4.  Example of Role Hierarchy 
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Fig. 5.  Example of Permission Inheritance and Delegation in Proposed Model 

The dotted line , which is  from  rm1 in DM role to D1 in Figure 5, shows that "review 
branch account" permission assigned to DM role is delegated to D1. The arrow line , 
which is  from  D1 in Figure 5, shows the TDR - DR assignment by RAD.  Also, the 
proposed model supports multi-step delegation and multi-option revocation because it 
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is extended from PBDM[1] and can have the advantage of PBDM. It provides 
multi-step delegation by using can_delegate function like PBDM. 

3.5   Delegation Revocation in Proposed Model 

The proposed model also supports  multi-option revocation and multi-step revocation 
by extending the characteristics of PBDM, which provides multi-option revocation and 
multi-step revocation.  Possible multi-step revocation mechanism is as follows. 

1. Select lowest TDR (multi-step delegation case) which is delegated recursively one or 
more pieces of permissions from the DR which will be revoked. 
2. Remove permissions, which should be revoked, from the TDR which was selected in 
step 1. 
3. Select the DR which is owner of the TDR 
4. If the DR selected in step3 is the DR which will be revoked, go to step 10 or go to 
step 5. 
5. Remove permissions, which should be revoked, from the DR selected in step 3. 
6. Find the FDPR which is owner of the DR selected in step 3. 
7. If there are any other permissions in the DR, go to step 9 or go to step 8. 
8. Remove the DR selected in step 3. 
9. Find the TDR which is descendant of the FDPR in horizontal hierarchy. And go to 
step 2 
10. Remove one or more pieces of permissions from the DR which will be revoked. 
11. Remove the DR which will be revoked. 

3.6   Separation of Duty in Permission Level Delegation 

The primary objective of separation of duty is to prevent fraud and error, and is 
achieved by disseminating the roles and associated privileges for a specific business 
process among multiple users. Enforcement of the separation of duty requirements 
relies on an access control service that is sensitive to the separation of duty 
requirements.[9] It is important that separation of duty is studied in the proposed model  
in order to prevent to fraud and error, which are occurred in complex work processes 
such as controlled inheritance, partial delegation and temporal delegation . The 
proposed model provides Static Separation of Duty (SSoD) constraints and Dynamic 
Separation of Duty (DSoD) constraints based on role and permission.  It prevents 
conflicts occurred from complex processes such as controlled inheritance, partial 
delegation and temporal delegation by supporting permission-based SSoD and DSoD . 

We define a set of components to formally describe the characteristics and behavior 
of SSoD constraints and DSoD constraints of the proposed model. They are as follows: 

• mutex_roles_set : a set of role pair with mutually static exclusive relation. 
• mutex_permissions_set : a set of permission pair with mutually static exclusive 
relation.  
• dynamic_mutex_roles_set : a set of role pair with mutually dynamic exclusive 
relation.  
• dynamic_mutex_permissions_set : a set of permission pair with mutually dynamic 
exclusive relation.  
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 SSoD constraints in the proposed model can satisfy as follows: 
• user-assigned-roles(u) : a function to return roles which are assigned to user u 
• user-delegated-roles(u) : a function to return roles which are delegated to roles which 
are assigned to user u 
• role-assigned-permissions(r) : a function to return permissions which are assigned to 
role r 
• role-delegated-permissions(r) : a function to return permissions which are delegated to 
role r 
• r1, r2  ROLES u  USERS  p1, p2  PERMISSIONS(r1  
user-assigned-roles(u)

r1  user-delegated-roles(u) ) ( r2 user-assigned-roles(u)  r2  
user-delegated- roles(u) )

( p1  role-assigned-permissions(r1) p1  role-delegated-permissions(r1)) ( 
p2 role-assigned- permissions(r2)  p2  role-delegated-permissions(r2) )  

(p1,p2)  mutex_permissions _set  
• r1, r2  ROLES u USERS (r1  user-assigned-roles(u) r1  user-delegated 
-roles(u) )   

( r2  user-assigned-roles(u)     r2  user-delegated-roles(u) )  (r1,r2)  
mutex_roles_set  
• r1, r2  ROLES p1,p2 PERMISSIONS ( r1  r2)  ( p1  role-assigned- 
permissions(r1)   

p1  role-delegated-permissions(r1))   ( p2  role-assigned-permissions(r2) 

p2  role-delegated-permissions(r2) )   (p1,p2)   mutex_permissions_set  

  
  DSoD constraints in the proposed model can satisfy as follows: 
• subject-user(s) : a function to return user who is subject of session s 
• active-assigned-roles(s) : a function to return roles which are assigned to 

subject-user(s) and  are active by session s  
• active-delegated-roles(u) : a function to return roles which are delegated to roles 

which are assigned  to subject-user(s) and are active by 
session s  

• r1,r2 ROLES s1,s2 SESSIONS p1,p2 PERMISSIONS  
(r1 active-assigned-roles(s1) 

r1 active-delegated-roles(s1)) (r2 active-assigned-roles(s2) r2  
active-delegated-roles(s2)) 

subject-user(s1) = subject-user(s2)  ( p1  role-assigned- permissions(r1)  
p1  role-delegated-permissions(r1))  ( p2  role-assigned-permissions(r2)   

p2  role-delegated-permissions(r2) )  (p1,p2)  dynamic_mutex_ 
permissions_set  
• r1,r2 ROLES s1,s2 SESSIONS 

(r1 active-assigned-roles(s1) r1 active-delegated- roles(s1) )  ( r2  
active-assigned-roles(s2)     r2  active-delegated-roles(s2) )   
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subject-user(s1) = subject-user(s2)  (r1,r2)  dynamic_mutex_roles_set  
• r1, r2 , r3  ROLES  ( r1  r2)   (  r3  r1   r3  r2) 

 (r1,r2)    dynamic_mutex_roles_set  
• r1, r2 , r3  ROLES  ( r1  r2)   ( r2,  r3 )   dynamic mutex roles set 
   (r1,r3)   dynamic_mutex_roles_set  

4   Comparison of Proposed Model with Previous Works  

Table 2 summarizes the characteristics of role-based delegation models, and compares 
the proposed model with previous works. The proposed model in this paper supports 
constraints such as separation of duty  in user-to-user and role-to-role delegation and 
also supports  restricted inheritance and  permission level delegation simultaneously. 
And it supports multi-step delegation and multi-option revocation by extending PBDM. 
PBDM and RBDM model using sub-role hierarchies can be interpreted as special cases 
of the proposed delegation model  in this paper. The advantages of these two models are 
thereby also available in the proposed model  in this paper. By table 2, we explain 
effectiveness of the proposed model, which resolves the drawbacks of previous works. 

Table 2.  Comparison among Role-Based Delegation Models 

               Delegation models 
Criteria 

PBDM[1] 
Sub-block 
model[2] 

Proposed 
model 

user-to-user o o o Delegation 
types role-to-role o o o 

total o o o Totality 
partial o o o 

single-step o o o Levels of 
delegation multi-step o x o 

role-based x o o SoD 
permission-based x x o 

temporal delegation o x o 
controlled inheritance  x o o 

5   Conclusions 

In this paper we propose a new delegation model, which combines PBDM and sub-role 
hierarchies concept. The proposed model supports temporary delegation situations, 
multi-step delegation and multi-option revocation like PBDM model and controlled 
inheritance like sub-role hierarchies model. It also supports constraints such as 
separation of duty in user-to-user and role-to-role delegation to provide more 
fine-grained access control.   

Our further work is to extend our proposed model to support other delegation 
characteristics such as negative delegation and obligation delegation. 
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Abstract. In relational database systems a combination of privileges
and views is employed to limit a user’s access and to hide non-public
data. The data privacy problem is to decide whether the views leak
information about the underlying database instance. Or, to put it more
formally, the question is whether there are certain answers of a database
query with respect to the given view instance. In order to answer the
problem of provable date privacy, we will make use of query answering
techniques for data exchange. We also investigate the impact of database
dependencies on the privacy problem. An example about health care
statistics in Switzerland shows that we also have to consider dependencies
which are inherent in the semantics of the data.

1 Introduction

Data privacy refers to the relationship between technology and the legal right
to, or public expectation of privacy in the collection and sharing of data [16].
Although technology alone cannot address all privacy concerns, it is important
that information systems take responsibility for the privacy of the data they
manage [1]. The main challenge in data privacy is to share some data while
protecting other personally identifiable information. Our aim is to formally prove
that under certain circumstances none of the protected data can be logically
inferred from the data which is made public.

We investigate this problem in the context of relational database systems.
Assume we are given a database whose contents are supposed to be hidden and
a view which is exposed to the public. We want to decide whether the view
leaks information about the underlying database. Leaking of information means
that the set of facts which can be inferred with certainty about the database is
non-empty.

Data stored in a relational database system usually is protected from unau-
thorized access. Some database system users may be allowed to issue queries
only to a limited portion of the database. This can be achieved by introducing
views. A view can hide data a user does not need to see. Although, we can deny
a user direct access to a relation, that user may be allowed to access part of that

K.V. Andersen, J. Debenham, and R. Wagner (Eds.): DEXA 2005, LNCS 3588, pp. 324–332, 2005.
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relation through a view. Thus the combination of privileges and views can limit
a user’s access to precisely the data that the user needs.

Silberschatz et al. [13] present the following banking example. Consider a
clerk who needs to know the names of all customers who have a loan at each
branch. This clerk is not authorized to see information regarding specific loans
that the customers may have. Thus, the clerk must be denied access to the loan
relation. But, if she is to have access to the information needed, the clerk must
be granted access to a view that consists of only the names of customers and
the branches at which they have a loan. For this example, we want to formally
prove that the clerk cannot infer any information about specific loans from the
view instances to which she has access.

Let us now study a simple example which shows how it can happen that
private data may be derived from a published view instance. Consider a database
schema that consist of a table A with two attributes and a table P with one
attribute. We define two views by the following queries

V1(x) ← A(x, y) ∧ P (y) and V2(x) ← A(x, x).

Assume that we have a view instance which contains V1(a), V2(a). This view
instance does not allow us to infer that a certain element belongs to P . The
fact V1(a) might stem from entries A(a, b) and P (b) and we do not know what
b is. Hence, there is no way to say something about P except that it is non-
empty. This situation completely changes if we add a unique key constraint to
A. Assume that the first attribute of A is a unique key for this table. Then V2(a)
implies that ∀y.(V (a, y) → a = y). Therefore, by V1(a), we get that P (a) must
hold in any database instance which satisfies the key constraint and which yields
the view instance. We see that equality generating dependencies may give rise
to unwanted inferences of private data. Hence, in our setting, we have to take
into account also the constraints of the database schema.

We formally model the problem of provable data privacy in the following
framework: a data privacy setting consists of a database schema R, a set of
constraints Σr on R, and a set of view definitions V over R. In addition, assume
we are given a view instance I over V and a query q over R which is asking
for non-public information. In this setting, the data privacy problem consists of
the following question: is there a tuple t of constants of I such that t ∈ q(J)
for every database instance J over R which satisfies the constraints in Σr and
which yields the view instance I.

Making use of the notion of certain answer, we can state the question as: is
there a tuple t of constants of I such that t is a certain answer of q with respect to
I? That means, is there a tuple t such that t ∈ q(J) for every ‘possible’ database
instance J? The problem of answering queries against a set of ‘possible’ databases
was first encountered in the context of incomplete databases [15]. Today, certain
answer is a key notion in the theory about data integration [5,11,12] and data
exchange [8,9,10].

We show that the techniques employed for query answering in the area of
data exchange can be applied also to the data privacy problem. In a data ex-
change setting, we use a standard chase to produce a so-called universal database



326 K. Stoffel and T. Studer

instance. The certain answers of a query are then computed by evaluating the
query on this universal instance. We can make use of the same procedure to
find certain answers in the context of data privacy which solves the data privacy
problem. Certain answers in the presence of key constraints are also studied in
[14]. There, we independently developed a method similar to, but less general
than the one presented in [9] in order to solve the data privacy problem.

As we have seen, it is important to consider dependencies in a data privacy
setting. This refers not only to constraints on the database schema; we may
also encounter so-called semantic dependencies which are not explicitly stated
but which are inherent in the semantics of the data. We study the following
example: the Swiss Federal Statistical Office annually creates statistics about
health care in Switzerland. The published data contains semantic dependencies
which give rise to equality generating dependencies in the corresponding data
privacy setting.

The rest of the paper is organized as follows. In Section 2, we present a
formal definition of the data privacy problem. In Section 3, we summarize some
results of [9] about query answering in the context of data exchange. We apply
these data exchange techniques to solve the data privacy problem in Section 4.
We also investigate the impact of dependencies on the privacy problem. This is
illustrated in Section 5 with an example about semantic dependencies. Finally,
Section 6 concludes the paper.

2 The Data Privacy Problem

In this section, we present the data privacy problem. We need some preliminary
definitions in order to formally state the privacy problem.

Definition 1. 1. A schema is a finite collection R = {R1, . . . , Rk} of relation
symbols.

2. An instance I over R is a function that associates to each relation symbol
Ri a relation I(Ri).

3. A view over a schema R is a query of the form

Vi(x) ← ∃yφR(x, y)

where φR(x, y) is a conjunction of atomic formulas over R. We say that Vi

belongs to a set of views V if V contains a view Vi(x) ← ∃yφR(x, y).
4. A view instance over a set of views V is a finite collection of facts of the

form Vi(t) where Vi belongs to V and t is a tuple of constants.
5. We say a database instance J over R yields a view instance I over V if for

all facts Vi(t) in I, such that Vi(x) ← ∃yφR(x, y) belongs to V, there exists
a tuple s of constants of J such that each conjunct of φR(t, s) is an element
of J .

Consider the following setting for the data privacy problem:
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Definition 2. A data privacy setting (R, Σr,V) consists of

1. a schema R,
2. a set of dependencies Σr on R. Each element of Σr is either a tuple gener-

ating dependency [2] of the form

∀x(φR(x) → ∃yψR(x, y))

or an equality generating dependency [2] of the form

∀x(φR(x) → (x1 = x2)),

where φR(x) and ψR(x, y) are conjunctions of atomic formulas over R, and
x1, x2 are among the variables of x,

3. a set of views V over R.

The data privacy problem for this setting can be stated as: given a view instance
I over V and a query q over R, are there tuples t of constants such that t ∈ q(J)
must hold for any instance J over R which respects Σr and which yields the
view instance I? In that case, knowledge about R, Σr, and V together with the
data presented in I make it possible to infer non-public information. Hence, even
if a user is denied to issue the query q, he can infer some of the answers of this
query from the information which is presented to him in the view instance I.

To put this problem more formally, we introduce the notion of a certain
answer in the context of the data privacy setting.

Definition 3. Let (R, Σr,V) be a data privacy setting.

– If I is a view instance over V, then a possible database instance for I is an
instance J over R such that J respects Σr and J yields the view instance I.

– If I is a view instance over V and q is a query over R, then a certain answer
of q with respect to I, denoted by certainp(q, I), is the set of all tuples t of
constants from I such that for every possible database instance J for I, we
have t ∈ q(J).

– The data privacy problem for this setting is to compute certainp(q, I).

Assume q is a query asking for non-public information. If certainp(q, I) is empty,
that is if there are no certain answers, then it is not possible to infer any in-
formation about tuples in q from the view instance I and knowledge about the
schema R, the constraints Σr and the view definition V . Conversely, if there is
a tuple t in certainp(q, I), then some hidden information can be inferred.

3 Query Answering for Data Exchange

Fagin et al. [9] study query answering in the context of data exchange. We
summarize some of their definitions and results which are relevant for the data
privacy problem.
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Let S and T be two disjoint schemata. We refer to S as source schema and
to T as target schema. If I is an instance over S (a source instance) and J is
an instance over T (a target instance), then 〈I, J〉 is the corresponding instance
over S ∪ T .

A source-to-target dependency is a tuple generating dependency of the form

∀x(φS(x) → ∃yψT (x, y)),

where φS(x) is a conjunction of atomic formulas over S and ψT (x, y) is a con-
junction of atomic formulas over T . A target dependency is a tuple generating
dependency or an equality generating dependency:

∀x(φT (x) → ∃yψT (x, y)), ∀x(φT (x) → (x1 = x2)).

Here, φT (x) and ψT (x, y) are conjunctions of atomic formulas over T , and x1, x2
are among the variables of x.

Definition 4. [9, Def. 1] A data exchange setting (S, T , Σst, Σt) consists of a
source schema S, a target schema T , a set Σst of source-to-target dependencies,
and a set Σt of target dependencies. The data exchange problem associated with
this setting is the following: given a finite source instance I, find a finite target
instance J such that 〈I, J〉 satisfies Σst and J satisfies Σt. Such a J is called a
solution for I.

Next, we specify the class of so-called universal solutions which have several
‘good’ properties. Before presenting its definition, we introduce some terminology
and notation.

Let Const denote the set of all values, called constants, that occur in source
instances. In addition, we assume an infinite set Var of values, called labeled nulls,
such that Const ∩ Var = ∅. If K is an instance over a schema R with values in
Const ∪ Var, then Var(K) denotes the set of labeled nulls occurring in relations
in K.

Definition 5. [9, Def. 2] Let K1 and K2 be two instances over a schema R
with values in Const ∪ Var. A homomorphism h : K1 → K2 is a mapping from
Const ∪ Var(K1) to Const ∪ Var(K2) such that

1. h(c) = c, for every c ∈ Const,
2. for every fact Ri(t) of K1, we have that Ri(h(t)) is a fact of K2, where, if

t = (t1, . . . , tn), then h(t) = (h(t1), . . . , h(tn)).

Definition 6. [9, Def. 3] Let (S, T , Σst, Σt) be a data exchange setting. If I is
a source instance, then a universal solution for I is a solution J for I such that
for every solution J ′ for I, there exists a homomorphism h : J → J ′.

Fagin et al. [9] show that the classical chase can be used to produce a universal
solution: start with an instance 〈I, ∅〉 that consists of I, for the source schema,
and of the empty instance, for the target schema; then chase 〈I, ∅〉 by applying
the dependencies in Σst and Σt for as long as they are applicable. This process
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may fail (for instance, if an attempt to identify two constants is made) or it
may not terminate. However, if it does terminate and if it does not fail, then the
resulting instance is guaranteed to satisfy the dependencies and to be universal.

Theorem 1. [9, Th. 1] Let (S, T , Σst, Σt) be a data exchange setting. Let 〈I, J〉
be the result of some successful finite chase of 〈I, ∅〉 with Σst ∪ Σt. Then J is a
universal solution.

Definition 7. [9, Def. 7] Let (S, T , Σst, Σt) be a data exchange setting. Let q
be a k-ary query over the target schema T and I a source instance. The certain
answers of q with respect to I, denoted by certaine(q, I), is the set of all k-tuples
t of constants from I such that for every solution J of this instance of the data
exchange problem, we have t ∈ q(J).

There are situations in which the certain answers of a query q can be computed
by evaluating q on a particular fixed solution and then keeping only the tuples
that consist entirely of constants. If q is a query and J is a target instance, then
q(J)↓ is the set of all tuples t of constants such that t ∈ q(J).

Theorem 2. [9, Prop. 2] Let (S, T , Σst, Σt) be a data exchange setting such
that the dependencies in the sets Σst and Σt are arbitrary. Let q be a union of
conjunctive queries over the target schema T . If I is a source instance and J is
a universal solution, then certaine(q, I) = q(J)↓.

4 Proving Privacy

We can reduce the data privacy problem to the data exchange problem: starting
from a data privacy setting (R, Σr,V), we create a corresponding data exchange
setting (S, T , Σst, Σt) such that R = T , Σr = Σt, and V defines S and Σst.
Hence, a query q over R may be issued to T . Moreover, a view instance I over
V is a valid database instance over the schema S. We will show that the certain
answers of q with respect to I under the data privacy setting will be the same as
the certain answers of q with respect to I under the corresponding data exchange
setting.

Definition 8. The data exchange setting (S, T , Σst, Σt) that corresponds to a
data privacy setting (R, Σr,V) is given by:

– S consists of all relation symbols Vi which belong to V,
– Σt := Σr,
– Σst contains Vi(x) → ∃yφ(x, y) if Vi(x) ← ∃yφ(x, y) is an element of V,
– T := R.

Obviously, if q is query over R, then it is also a query over T ; and if I is a
view instance over V , then it is also a database instance over S. The previous
definition immediately leads to the following theorem:
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Theorem 3. Let (R, Σr,V) be a data privacy setting and (S, T , Σst, Σt) its
corresponding data exchange setting. Assume q is a query over R and I is a
view instance over V. The certain answers certainp(q, I) of q with respect to I
for (R, Σr ,V) are exactly the certain answers certaine(q, I) for (S, T , Σst, Σt).

This theorem, together with Theorem 2, provides a solution for the data privacy
problem. Given a data privacy setting (R, Σr,V), a query q over R, and a view
instance I over V . We can compute the certain answers of q with respect to I
for (R, Σr,V) as follows:

1. compute the corresponding data exchange setting (S, T , Σst, Σt),
2. construct a universal solution J for I with respect to (S, T , Σst, Σt),
3. take q(J)↓, that is evaluate q on J and keep only the tuples that consist

entirely of constants.

5 Semantic Dependencies

A standard way to guarantee privacy while sharing data is to publish data only in
the aggregate. However, this practice does not necessarily ensure data privacy. It
is still possible that there are semantic dependencies which may lead to unwanted
leaking of information.

If we only have view definitions, it is easy to see what information they reveal.
However, if views can interact with dependencies, then it is less obvious what
amount of information one may obtain. In a privacy setting, it is important to
consider as many dependencies as possible: the more dependencies there are, the
more data may be inferred. A dependency can be a constraint which is defined
on a database schema. For example, as we have seen in the introduction, the
presence of a unique key constraint can make it possible to derive private data.
However, it is possible that a dependency is not explicitly stated; maybe it is
inherent in the semantics of the data.

Let us investigate the following example of a semantic dependency. The Swiss
Federal Statistical Office (SFSO) annually creates statistics on health care in
Switzerland [3]. The collected data includes sociodemographic information about
the patients (age, sex, region of residence, etc.) as well as administrative data
(kind of insurance, length of stay in hospital, disease, etc.). Naturally, these data
are highly sensitive and there are strict privacy policies about their treatment.
For instance, only the year of birth and the region of residence of a patient are
recorded; the date of birth and the precise place of residence are considered as
too detailed.

The latest results about health care are from 2002. One of the published
tables [4] contains information about the length of stay in hospital. The table
has a row for each disease (encoded according to ICD-10 [17]); and basically
three columns (the ICD-10 code, the number of inpatients with the correspond-
ing disease, the average length of stay). In that table, we have 7644 rows with
different ICD-10 codes. 903 of them are diseases which occurred only once; the
corresponding number of inpatients is 1. Let us restrict the view to these rows.
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Then the value of the attribute ‘average length of stay’ is the precise length of
stay of the one patient with the corresponding disease. Hence, the length of stay
depends on the ICD-10 code and is uniquely determined by it. This dependency
may be used in a data privacy setting to infer more information.

On an abstract level, the situation is as follows: consider a relation R with
two attributes A and B. Let V be the view defined by the query

select A, count(A), avg(B) from R group by A.

Assume we have a view instance I over V. We can restrict I to an instance I ′

which contains only those rows where the value of count(A) is 1. If we use I ′

instead of I to compute the possible instances of R, then each value of the A
attribute determines a unique value for the B attribute. Hence, we can add the
equality generating dependency

∀x, y, z(R(x, y) ∧ R(x, z) → y = z)

to the data privacy setting. It is possible that more data may be inferred by
making use of this additional dependency.

Semantic dependencies are not easy to find. In the above example, the reason
for their occurrence is that the view is defined by a query with small counts [6,7].
That means the grouping is too fine grained. There are many rows where the
value of count(A) is 1. We can assign the average values of those rows as B
values to the corresponding A values; and the A value uniquely determines the B
value. It is important that we also consider this kind of semantic dependencies
when we are studying data privacy settings.

6 Concluding Remarks

We have defined the data privacy problem to be the problem of deciding whether
information about a database instance can be inferred from a given view in-
stance. There is a related problem, namely to decide whether already the data
privacy setting guarantees that there is no possible leaking of information. That
is, whether certainp(q, I) is empty for every possible view instance I. In this case,
we do have data privacy, no matter what the view instance is. Privacy follows
already from the setting (R, Σr,V). We call such a setting safe with respect to q.

There is a trivial example of a data privacy setting which ensures privacy. Let
R be a schema with a non-public relation symbol P . Further, let V be a set of
views over V such that every view V in V satisfies: if P (x) is an atom occurring
in the definition of V , then each variable of x is existentially quantified in V .
Let q be the query

q(x) ← P (x).

Given the data privacy setting (R, ∅,V), we find that certainp(q, I) must be
empty for every view instance I. Hence, (R, ∅,V) is safe with respect to q. The
reason for this is that the information stored in P is hidden by the existential
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quantifier in the view definitions and that there are no dependencies to infer
that information.

We plan to further investigate safe data privacy settings. It would be nice
to have a collection of patterns for safe privacy settings. Finally, an important
direction is extending the data privacy problem to more complex view definitions
and other forms of dependencies.
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Abstract. The first step in finding an efficient way to solve any difficult
problem is making a complete, possibly formal, problem specification.
This paper introduces a formal specification for the problem of semantic
XML schema matching. Semantic schema matching has been extensively
researched, and many matching systems have been developed. However,
formal specifications of problems being solved by these systems do not
exist, or are partial. In this paper, we analyze the problem of seman-
tic schema matching, identify its main components and deliver a formal
specification based on the constraint optimization problem formalism.
Throughout the paper, we consider the schema matching problem as
encountered in the context of a large scale XML schema matching appli-
cation.

1 Introduction

Schema matching is a process of identifying semantically similar components
within two schemas. Schemas, e.g., database schemas, are designed by humans;
they are the product of human creativity. Therefore, it is said that a schema
matching problem is an AI-complete problem [3], i.e., to solve this problem a
system must implement human intelligence. The demand for schema matching
is great in data exchange, and data analysis applications. Many semi-automatic
schema matching systems have been developed [12] claiming various levels of
usefulness [4]. These systems use heuristics to combine various syntactic features
of schemas in order to estimate which schema components are similar. Machine
learning, reuse of previous results, and user interaction, to name a few, are
techniques used to improve the quality of matching.

In current schema matching systems, focus is placed on effectiveness. Heuris-
tics are being used only to provide semantically relevant results. On the other
hand, the efficiency of schema matching is mostly ignored. Systems are designed
and tested on small scale problems in which efficiency is not an issue. New large
scale schema matching applications emerge making the need for efficient schema
matching imminent. Large scale schema matching approaches are being devel-
oped [13]. To understand and handle the complexity of the schema matching
problem and to be able to devise an efficient algorithm to solve the matching
problem, a formal problem specification must be acquired. To the best of our
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knowledge, none of the existing schema matching system was built on the basis
of a complete formal specification of the schema matching problem.

In this paper, we focus on understanding, modeling and formalizing the prob-
lem of semantic XML schema matching. The scope of this paper, within the main
line of our research, is indicated in Fig. 1.

Our research is guided by a large scale schema matching application – a
structured-data search engine called Bellflower . In Bellflower, the user defines
his own XML schema called personal schema. A personal schema embodies the
user’s current information need and expectation with respect to the structure of
the desired information. For example, a user looking for information on books
would create a personal schema as the one shown in Fig. 2 A©. The task of
Bellflower is to match the personal schema against a large schema repository,
possibly containing all the XML schemas found on the Internet. A fragment
of such a repository is shown in Fig. 2. Mappings that Bellflower retrieves are
shown as shadowed subgraphs B© and C© in the repository. These mappings are
presented to the user. The user then selects one mapping to be used by Bellflower
to retrieve the actual data. Additionally, Bellflower allows the user to ask XPath
queries over his personal schema, e.g., book[contains(author,”Verne”)]/title, to
filter the retrieved data.

The main contribution of this paper is a first thorough formal specification of
the semantic XML schema matching problem. Another contribution is a compre-
hensive framework for the analysis and modeling of the semantic XML schema
matching problem, which includes the description of the approximation of se-
mantic matching that must be performed in order to build a system for schema
matching.
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The paper is organized as follows. Sec. 2 presents the model of semantic
matching. Sec. 3 introduces the approximations of semantic matching in an XML
schema matching system. Sec. 4 formalizes the matching problem using the con-
straint optimization problem formalism. Related research is discussed in Sec. 5
followed by the conclusion in Sec. 6.

2 Model of a Semantic Matching Problem

To come to a formal specification of a semantic XML schema matching problem,
we devised a model of a semantic matching problem [14]. This section describes
the main components of the model.

In a generic matching problem, a template object T is matched against a
set of target objects R = {τ1, . . . , τk}. If a template object is related to a target
object through some desired relation, i.e., T ≈ τi, it is said that they match and
the (T , τi) pair forms one mapping. The solution of a matching problem is a list
of mappings. In some matching problems, an objective function Δ(T , τi) can
be defined. The objective function evaluates to what extent the desired relation
between the matching objects is met. In such problems, the objective function
is used to rank, i.e., order, the mappings in the solution.

A semantic matching problem differs from the generic matching problem in
that objects are matched based on their semantics. Semantics is commonly de-
fined as the meaning of data. Therefore, in semantic matching the template and
the target objects are matched based on their meanings. The desired semantic
relation is a relation between meanings.

For example, in a semantic matching problem a person is looking for a book
similar to Verne’s book “20,000 Leagues Under the Sea”. The person is matching
its mental perception of Verne’s book against a set of mental impressions about
target books, e.g., books in his personal library. In this problem, the desired
semantic relation is similarity of mental impressions about books.

The semantics, i.e., the ability to generate meanings about objects and to
reason about these meanings, is the privilege of humans. Building a computer
system that performs true semantic matching is in principle impossible. In prac-
tice, computer systems only approximate semantic matching [6].

The model of semantic matching that we are to show is a practical simpli-
fication of what is really happening in human mind. In our model of semantic
matching, the desired relation is divided into a semantic predicate function and
the semantic objective function.

Parts of the desired semantic relation that must necessarily be satisfied are
captured within the semantic predicate function. For example, a person is looking
for a book; it must be true that the target object is what this person thinks is
a book. Further, the person might reason that books are similar if they have
the same author; another predicate. The semantic objective function is a model
of human’s ability to establish ranking among meanings. E.g., the person will
think that book A is more similar to Verne’s book than book B if book A has a
more similar topic; the person’s opinion on topic similarity ranks the books.
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We have described a model of semantic
matching in terms of four declarative compo-
nents (rectangles in Fig. 3). In order to specify
a semantic matching problem in a way that can
be used by an automated computer system, all
the components of the semantic model must be
approximated. With approximation, semantic
problem components are expressed using syn-
tactic constructs. Sec. 3 describes these approx-
imations in the context of a semantic XML
schema matching problem.

3 Approximations in Semantic XML Schema Matching

The approximation of the components of the model of semantic matching is not
a straightforward process. It is a design process burdened with trade-off deci-
sions. In this section we describe approximations which are tailored to meet the
needs of the XML schema matching encountered in the Bellflower system. Other
schema matching systems would decide to approximate components differently.
Nevertheless, the common point of all systems is that these semantic components
are approximated.

3.1 Approximating the Meaning of Template and Target Objects

In semantic XML schema matching , the meanings of XML schemas are being
matched against each other. XML schemas are created by humans in a design
process. This design process creates a syntactic representation of some seman-
tic concept. For example, a librarian designs an XML schema that models his
understanding, i.e., semantics, of a library. This means that every XML schema
is already an approximation, a model, of some meaning, i.e., XML schemas are
approximations of their own meaning. Given an XML schema, no further ap-
proximation of its meaning is needed.

In practice, problems come from a different direction; from the heterogeneity
of languages and techniques used by men to create schemas. To tame this syntac-
tic diversity, schema matching systems always provide a generic, unified, data
model. Different schema representations are then captured within this model.
For XML schema matching in Bellflower, we use directed graphs enriched with
node and edge properties ; a model similar to ones used in other schema matching
systems.

Definition 1. A directed graph G with properties is a 4-tuple G = (N, E, I, H)
where
• N = {n1, n2, ..., ni} is a nonempty finite set of nodes,
• E = {e1, e2, ..., ej} is a finite set of edges,
• I : E → N × N is an incidence function that associates each edge with a pair

of nodes to which the edge is incident. For e ∈ E, we write I(e) = (u, v) where
u is called the source node and v the target node.
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• H : {N∪E}×P → V is a property set function where P is a set of properties,
and V is a set of values including the null value. For n ∈ {N ∪ E}, π ∈ P,
and v ∈ V we write π(n) = v (e.g., name(n1) = ‘book’).
A walk p in a directed graph is any alternating sequence of nodes and edges,

i.e., p = (n1, e1, n2, e2, . . . , ek−1, nk) such that an edge in p is incident to its
neighboring nodes. Nodes n1 and nk are said to be the source and the target
nodes of the walk p. In this paper, path and walk are synonyms.

A graph G′ is a partial subgraph of graph G (i.e., G′ � G), if G′ can be
constructed by removing edges and nodes from graph G.

(book)

(title) (author)

n1

n2 n3

e1 e2

Fig. 4. Model of
personal schema

The book personal schema from Fig. 2 is modeled as
shown in Fig. 4.
• N = {n1, n2, n3}
• E = {e1, e2}
• I(e1) = (n1, n2), I(e2) = (n1, n3)
• name(n1) = ‘book’, name(n2) = ‘title’, . . .

We call a graph that models an XML schema a schema
graph. In schema graphs, XML schema components are rep-
resented with either a node, an edge, or a node’s or an edge’s

property. For example, relationships defined in XML schema by means of id/idref
pairs, or similar mechanisms, are modeled as edges that we call explicit edges
(edges with an arrow in Fig. 2). More details on how we represent an XML
schema using a directed graph can be found in [14]. Schema graphs are a com-
plete representation of an XML schema, i.e., the one can be converted into the
other and vice versa without loss of information.

3.2 Approximating the Semantic Predicate Function

In semantic matching, the desired semantic relation is a relation between the
meanings of a template and a target object. As shown in Sec. 3.1, schema graphs
are used to approximate these meanings. Consequently, the desired semantic
relation will be approximated as a relation between schema graphs.

We approximate the semantic predicate function with a predicate function
C(T , τ), where T , τ are the template and the target schema graphs. C is a
composition of a number predicates ci, e.g., a conjugation.

C(T , τ) =
k∧

i=1

ci(T , τ)

Functions ci specify various aspects of the relation between the template and
the target schema graph that must be true in a mapping. We describe a few in
the sequel.

Our schema repository comprises many XML schemas, or rather schema
graphs, collected from the Internet. Such a repository can be treated in two
different ways: as a set of independent schema graphs, or as one large schema
graph. This distinction influences the definition of the target object in a matching
task. The matching task is either:
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1. for a template schema T , find the most similar target schema graph τi in the
repository R = {τ1, . . . , τk}. The output of this matching approach is a list
of concrete schemas from R, namely the ones most similar to T , or

2. for a template schema T , find the most similar partial subgraphs τi in R
(i.e., τi � R, see Def. 1). The output of this matching approach is a list of
subgraphs of the repository schema graph R. Such subgraphs can in gen-
eral be composed of nodes and edges from different concrete schema graphs
participating in R.

In our research, we adopt the second matching goal. This allows a personal
schema to be matched to a target schema obtained by joining fragments of several
distinct schemas, or to be matched to a fragment of only one schema, as well.
A predicate function c1(T , τ) := (τ � R), where R is the schema repository,
can be used to specify this matching goal. Predicate c1 is not very strict and
does not consider the properties of the personal schema. For the book personal
schema in Fig. 2, the c1 predicate would be satisfied, for example, for τ being
any single node of the repository. This seldom makes any sense. We therefore
provide a stricter relation between the template and the target schema graph as
follows.

The target schema graph τ = (Nτ , Eτ , Iτ , Hτ ), where τ � R for repository
R, can form a mapping with a template schema graph T = (NT , ET , IT , HT ) if
the following set of rules is satisfied.

1. for each node n ∈ NT , there exists one and only one match node n′ ∈ Nτ ,
depicted as n′ = Match(n). E.g., in Fig. 2 the node ‘authorName’ in B© is
the match node for the node ‘author’ in A©.

2. for each edge e ∈ ET , there exists one and only one match path p′ ∈
τ , depicted as p′ = Match(e), where source(p′) = Match(source(e)), and
target(p′) = Match(target(e)). E.g., in Fig. 2 the path ‘book-data-title’ in B©
is the match path for the edge ‘book-title’ in A©.

3. the fact that schemas in a mapping (T , τ) meet the conditions 1 and 2 is
depicted as τ = Match(T ).

A new predicate can be defined as c2(T , τ) := (τ = Match(T )).
Note that the first rule restricts node mappings to what is known as 1 : 1 node

mapping, i.e., each personal schema node is mapped to only one target node.
Other systems [7] need different set of restrictions to be able to accommodate
the 1 : N or M : N node mappings.

In principle, the set of predicate functions is complete when it precisely de-
fines the search space within which the match for the template object is to
be found. For example, a schema matching system that does not handle cyclic
data structures should include the predicate c3(T , τ) := (T is non cyclic) ∧
(τ is non cyclic).

3.3 Approximating the Semantic Objective Function

The semantic objective function is approximated with an objective function
Δ(T , τ) ∈ R, where T is a template schema graph, τ is a target schema graph
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taken from the repository R. It is common to normalize the value of the objective
function to the [0, 1] range. Furthermore, Δ(T , τ) is undefined if the predicate
function C(T , τ) = false.

It has been shown that a number of different heuristics have to be used in
order to acquire higher matching quality [5, 12]. The heuristics exploit differ-
ent schema properties as datatypes, structural relations, and documentation, to
name a few. Each of the heuristics is implemented using a separate ranking func-
tion δi(T , τ) ∈ R. These ranking functions are composed to define the objective
function Δ. This composition can be algebraic, AI based, or hybrid, often in-
volving additional heuristics. A comprehensive survey by Rahm and Bernstein
[12] discusses different approaches for building the Δ function.

In this section, we have shown how to approximate declarative components
of semantic XML schema matching problem. The result is a set of declarative
syntactic components. In our research, we came to understand that these com-
ponents are almost identical to components of a known class of problems called
constraint optimization problems (COP) [1, 10]. In the sequel, we show one way
to specify a schema matching problem in the COP framework. We also discuss
benefits that schema matching can draw from being treated as a COP.

4 Formal Specification of the Problem

In this section, we first describe the formalism for representing constraint op-
timization problems. We then show one way to specify semantic XML schema
matching problem using this formalism.

4.1 Constraint Optimization Problems

Constraint programming (i.e., CP) is a generic framework for problem descrip-
tion and solving [1, 10]. CP separates the declarative and operational aspects
of problem solving. CP defines different classes of problems, of which we solely
focus on the declarative aspects of constraint optimization problems .

Definition 2. A constraint optimization problem (i.e., COP) P is a 4-tuple
P = (X, D, C, Δ) where
• X = (x1, . . . , xn) is a list of variables,
• D = (D1, . . . , Dn) is a list of finite domains, such that variable xi takes values

from domain Di. D is called the search space for problem P .
• C = {c1, . . . , ck} is a set of constraints, where ci : D → {true, false} are

predicates over one or more variables in X, written as ci(X).
• Δ : D → R is a the objective function assigning a numerical quality value to

a solution ( solution is defined below).

COP is defined in terms of variables X , taking values from search space D.
A complete variable assignment is called valuation, written as Θ. Θ is a vector
in D, thus assigning a value in Di to each variable xi, i = 1, n. A valuation Θ for
which constraints C(X) hold, i.e., C(Θ) = true, is called a solution. The quality
of a solution is determined by the value of the objective function, i.e., Δ(Θ).
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4.2 Semantic XML Schema Matching as COP

This section presents one possible way for specifying an XML schema matching
problem as COP. The approach is based on rules defined as a part of the c2(T , τ)
predicate in Sec. 3.2. To support the explanation in this section, we will use the
book personal schema, and the schema repository shown in Fig. 2, as well as the
personal schema graph given in Fig. 4.

Definition 3. A semantic XML schema matching problem with a template sche-
ma graph T, a repository R = (NR, ER, IR, HR) of target schema graphs τi,
where τi � R, a predicate function C(T , τ), and an objective function Δ(T , τ) is
formalized as a constraint optimization problem P = (X, D, C, Δ). The following
four rules construct P in a stepwise manner.

Rule-1. For a template schema graph T = (NT , ET , IT , HT ), the repository of
target schema graphs R is formalized in a COP problem P , as follows:
1. for each node ni ∈ NT , a node variable xni and a domain NR are added to

P (see section 3.2, rule 1),
2. for each edge ei ∈ ET , a path variable xpi and a domain LR are added to

P , where LR is the set of all paths in repository R (see section 3.2, rule 2),
3. for each edge ek ∈ ET , where IT (ek) = (ni, nj), a constraint ick(X) :=

source(xpi) = Match(ni)∧target(xpi) = Match(nj) is added to P . We denote
the conjunction of all such constraints as IC(X) – the incidence constraint.
This constraint ensures that target paths are connected in the same way as
template edges are connected.

n1

p1 p2

x

x x

n2
x n3

x

Fig. 5. Target ob-
ject variables

For the book example, P is, so far, defined as

X = (xn1 , xn2 , xn3 , xp1 , xp2)
D = (NR, NR, NR,LR,LR)
C = {IC(X)}

Δ(X) = not yet defined

Fig. 5 illustrates Rule-1 ; node and edge variables are assigned based on the shape
of the book template schema graph.
Rule-2. The predicate function C(T , τ) is formalized in P by adding a constraint
C(X) – a constraint function identical to predicate C(T , τ). Function C(T , τ)
can be directly transformed to C(X); node and path variables found in X replace
τ , nodes and edges of T (n1, n2, n3, e1, and e2 in the book example) appear as
constants in C(X).

For example, c4(X) := (datatype(n2) = datatype(xn2)) is a constraint respon-
sible for ensuring that the ‘title’ node and its match have the same datatype.
Rule-3. The objective function Δ(T , τ) is formalized in P using the objective
function Δ(X) – a function identical to Δ(T , τ).
Rule-4. Template schema graph T is constant in P , i.e., for two different schema
graphs T1 and T2, two different COP problems must be declared. As already
indicated, T is represented through constants in C(X) and Δ(X).
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For the schema matching problem, the specification of P is now complete.
X = (xn1 , xn2 , xn3 , xp1 , xp2)
D = (NR, NR, NR,LR,LR)
C = {IC(X),C(X)}

Δ(X) = as defined in the approximation phase (see Sec. 3.3)

4.3 The Benefits of Using COP Framework

The benefit of formalizing a schema matching problem as a COP is that a schema
matching problem can now be regarded as a combinatorial optimization prob-
lem with constraints. COP problems have been largely investigated and many
[non]exhaustive techniques for efficient solving have been proposed [11, 10].
Branch and bound, clustering methods, simulated annealing, tabu search, to
name a few, can be investigated and adopted to schema matching problems rep-
resented as COPs. Important issues that influence the efficiency, e.g., variable
ordering, value ordering, constraint simplification are also discussed in the COP
framework.

In Bellflower, we are currently investigating the combination of clustering
methods and the branch and bound algorithm for efficient search space traversal.

5 Related Research

Schema matching attracts significant attention as it finds application in many
areas dealing with highly heterogeneous data. A survey by Rahm and Bernstein
[12] identifies semantic query processing as an application domain where schema
matching is used as a part of query evaluation. This is similar to how we use
schema matching in Bellflower.

Representatives of automated schema matching systems include COMA [5],
Cupid [9], and LSD [6], to name a few. These systems formalize only the be-
havior of the objective function, or use no problem formalization at all. The
COP framework and the approach that we have used in the formalization can
be used to complement the existing partial formalisms to a complete problem
specification. For our approach, we found inspiration in the work of Bergholz
[2]. Bergholz addresses the problem of querying semistructured data and pro-
vides a formal specification in the form of a constraint satisfaction problem. In
his work, querying is treated as strict database querying. Structural relaxations
(e.g., matching an edge to a path) have to be accounted for by the user, and
specified in the query. Ranking of results is not supported. As such, his formalism
is not suitable for describing a semantic schema matching problem.

To come to a full specification of a schema matching problem, we touch sev-
eral areas. First, we model semantic matching. In [8] a different way to model
semantic mappings and to reason about these is given. Second, we model XML
schemas as a graph data structure. This is similar to how most other systems
model schemas, e.g., Cupid [9]. Finally, we use the constraint optimization prob-
lem framework [10] as a base for the formalization.
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6 Conclusion
In this paper, we have described an approach to formally specify semantic XML
schema matching problems. The formalism is developed to support research
related to a large scale schema matching system – Bellflower.

We gave a model of semantic matching followed by the approximations for
describing a semantic problem in a syntactic domain. Finally, the constraint
optimization framework was identified as a suitable framework for capturing all
the declarative syntactic components of the problem.

With this formalism, the goal of this part of our research (see Fig. 1) was
achieved: a clear and unambiguous specification of the problem – a good starting
point for the exploration of efficient algorithms for solving.

We are currently investigating the combination of clustering methods and
the branch and bound algorithm to achieve efficient schema matching in a large
scale schema matching application.
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Abstract. The widespread use of XML brings new challenges for its
integration into general software development processes. In particular, it
is necessary to keep the consistency between different software artifacts
and XML documents when evolution tasks are carried out. In this paper
we present an approach to evolve XML schemas and documents concep-
tually modeled by means of UML class diagrams. Evolution primitives
are issued on the UML class diagram and are automatically propagated
down to the XML schema. The XML documents are also automatically
modified to conform to the new XML schema. In this way, the consistency
between the different artifacts involved is kept. This goal is achieved by
using an intermediate component which reflects how the UML diagrams
are translated into the XML schemas.

1 Introduction

XML [17] is increasingly used as a standard format for data representation and
exchange across the Internet. XML Schema [16] is also the preferred means of
describing structured XML data. These widespread uses bring about new chal-
lenges for software researchers and practitioners. On the one hand, there is a need
for integrating XML schemas into general software development processes. The
production of XML schemas out of UML models [1,8,14] or the binding of XML
schemas to a representation in Java code [7] are examples of the relationships
between XML and development processes. On the other hand, XML documents
(and, in particular, XML schemas) are not immutable and must change over time
for various varied reasons, as for example widening the scope of the application
or changes in the requirements [15].

In these circumstances, it seems highly valuable to have a framework where
XML evolution tasks can be performed while ensuring that consistency between
� This work has been partially supported by DGES, project TIC2002-01626, by the

Government of La Rioja, project ACPI2002/06, by the Government of Aragón and
by the European Social Fund.

K.V. Andersen, J. Debenham, and R. Wagner (Eds.): DEXA 2005, LNCS 3588, pp. 343–352, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



344 E. Domı́nguez et al.

the different artifacts involved (documents, models, code) is kept. The general
objective of our research is to obtain such a complete framework. As a step in this
direction, in this paper we present our approach in order to evolve UML–modeled
XML data (XML schemas and documents) by means of applying evolution op-
erations on the UML class diagram.

This work relies on our own scaffolding architecture, presented in [4,5], that
contributes to the achievement of a satisfactory solution to analogous problems
in the database evolution setting. One of the main characteristics of this archi-
tecture is an explicit translation component that allows properties of traceability
and consistency to be fulfilled when evolution tasks are carried out. In the present
paper we use this architecture as a framework to perform XML evolution activ-
ities and, in particular, we explain with a certain degree of detail the algorithms
associated to that translation component.

The remainder of the paper is as follows. In section 2, we present an overview
of our architecture for evolution. Section 3 is devoted to the algorithm for trans-
lating a UML class diagram into an XML schema while section 4 deals with the
algorithm for propagating changes from the UML class diagram to the XML
schema and XML documents. In section 5 we review related work and finish
with the conclusions and future work.

2 Evolution Architecture Overview

As it is said in the introduction, the scaffolding of our approach is constituted by
an architecture we presented in [4,5] applied within a database evolution setting.
Although the architecture has been proven within this setting, it was designed
with the aim of being independent of any particular modeling technique. This
fact has allowed us to apply the same architectural pattern to the XML context.

The architecture is shaped along two dimensions. On the one hand, the dif-
ferent artifacts of the architecture are divided into three abstraction levels which
fit with the metamodel, model and data layers of the MOF metadata architec-
ture [11]. On the other hand, the architecture is also layered on the basis of
several structures that model different development phases. More specifically,
the architecture includes a conceptual component, a translation component, a
logical component and an extensional component. We will describe briefly the
meaning and purpose of each component (see [4,5] for details).

The conceptual component captures machine–independent knowledge of the
real world. For instance, in the case of database evolution, this component would
deal with entity–relationship schemas. In the XML evolution approach proposed
in the present paper, the conceptual component deals with UML class diagrams
modeling the domain. The logical component captures tool–independent knowl-
edge describing the data structures in an abstract way. In database evolution, this
component would deal with schemas from the relational model, as for instance
by means of standard SQL. In the case of XML evolution, the logical mod-
els univocally represent the XML schemas. The extensional component captures
tool dependent knowledge using the implementation language. In databases, it
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would deal with the specific database in question, populated with data, and
expressed in the SQL of the DBMS of choice. Within the XML context, the
textual structure of data is represented using XML Schema and the data are
specified in textual XML documents conforming to an XML schema. One of the
main contributions of our architecture is the translation component, that not
only captures the existence of a transformation from elements of the conceptual
component to other of the logical one, but also stores explicit information about
the way in which concrete conceptual elements are translated into logical ones.

More specifically, the way of working of our architecture within the XML
context is as follows: given a UML class diagram representing a data structure, it
is mapped into a XML schema applying a translation algorithm. XML documents
conforming to the resultant XML schema can be created. For various reasons, the
data structure may need to be changed. In this case, the data designer must issue
the appropriate evolution transformations to the conceptual UML diagram. The
existence of the translation component allows these changes to be automatically
propagated (by means of the propagation algorithm) to the other components.
In this way the extensional XML schema is changed, and consequently the XML
documents are also changed so as to conform them to the new XML schema.

3 Translation Algorithm

There are several papers [8,14] where the generation of XML schemas from UML
class diagrams is proposed. Paper [8] proposes a generation based on transfor-
mation rules and in Table 1 we offer a summary of this approach.

Table 1. Rules for generating XML schemas from UML schemas

UML block XML item(s)
class element, complex type, with ID attribute, and key
attribute subelement of the corresponding class complex type
association reference element, with IDREF attribute referencing

the associated class and keyref for type safety (key/keyref references)
generalization complex type of the subclass is defined as an extension of the

complex type of the superclass

Our goal is not only the generation of the XML schema but also the automatic
management of its evolution. For this purpose, we have defined an intermediate
component which allows us to maintain the traceability between the UML and
XML schemas.

In order to deal with this intermediate component, we have enriched the
notion of transformation by developing the notion of translation rule. The trans-
lation rules are used inside the translation algorithm. When this algorithm is
applied to the UML class diagram it produces not only the XML schema but
also a set of elementary translations stored in the intermediate component. An
elementary translation is the smallest piece of information reflecting the corre-
spondence between the UML elements and the XML items.
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elementary_translation
elem_transl_id conceptual_element

1

logical_item
employee.name name element  of employeeType type

2 employee.department department element  of employeeType type
3 employee idEmployee attribute  of employeeType type
4 - key of employee element of complexType of root element
5 employee employee element of complexType of root element
6 employee employeeType complexType
7 enterprise enterprise root element

ETT20
ETT20

type

ETT25
ETT60
ETT01
ETT05
ETT00

Fig. 1. Elementary translations after applying the translation to our running example

<xsd:schema xmlns:xsd="http://www.w3.org/2001/XMLSchema">
 <xsd:element name="enterprise">
  <xsd:complexType>
   <xsd:sequence>
    <xsd:element name="employee" type="employeeType"

minOccurs="0" maxOccurs="unbounded"/>
   </xsd:sequence>
  </xsd:complexType>
  <xsd:key name="keyEmployee">
   <xsd:selector xpath="employee"/>
   <xsd:field xpath="@idEmployee"/>
  </xsd:key>
 </xsd:element>

 <xsd:complexType name="employeeType">
  <xsd:sequence>
   <xsd:element name="name"

minOccurs="1" maxOccurs="1"/>
   <xsd:element name="department"

minOccurs="0" maxOccurs="1"/>
  </xsd:sequence>
  <xsd:attribute name="idEmployee"
   type="xsd:ID" use="required"/>
 </xsd:complexType>
</xsd:schema>

Fig. 2. Initial extensional XML schema for our running example

Translation rule. We have defined our translation rules taking the transfor-
mation rules proposed in [8] as a starting point. Each translation rule basically
includes procedures for creating the XML items of the XML schema enriched
with procedures for creating the elementary translations. For example, a trans-
lation rule for classes defines, among other things, the name of the XML element
into which each class is translated as well as the elementary translations to be
added to the translation component.

Translation algorithm. This algorithm takes as input conceptual building
block instances of the UML schema and creates 1) the elementary translations
2) the logical elements of the logical XML schema and 3) the extensional XML
schema. More details about the translation algorithm can be found in [4].

As we can see, in our setting an XML schema admits two different views. In
the first, the XML schema is an instance of the metamodel for XML and each
item of the XML schema is an instance of a metaclass of the XML metamodel.
In the second view, it is a sequence of characters encoding tree–structured data
following rules specified by the XML standard. From now on, when we refer to
the first view, we use the term logical XML schema while for the second view
we use the term extensional XML schema.

Example. We consider a UML schema of a company where there is a class
employee with attributes name and department. When we apply the translation
algorithm to this UML schema, we obtain the elementary translations shown in
Figure 1, the corresponding items of the logical XML schema (not shown in this
paper) and the initial extensional XML schema shown in Figure 2. For example,
inside this algorithm, when the translation rule for classes is applied to the class
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employee, some of the obtained results are: the name of the XML element for
the class employee is also employee (as can be seen in line 5 in Figure 2) and
the elementary translation numbered 5 in Figure 1 is added to the translation
component. This elementary translation reflects the fact that the class employee
is translated into the element employee of the root element.

4 Propagation Algorithm

The propagation algorithm propagates changes made in the UML schema to the
XML schema and XML documents. It is split into propagation subalgorithms
for the intermediate, for the logical and for the extensional levels. In this paper,
we briefly describe the first two subalgorithms while concentrating on the latter
because this subalgorithm is responsible for the evolution of the extensional XML
schema and documents.

Propagation subalgorithm for the intermediate and logical levels. In
order to change automatically the XML schema and the XML documents, the
data designer issues appropriate evolution primitives to the UML diagram. These
primitives are basic operations such as addition or deletion of modeling elements
(class, attribute, association), transformation of an attribute into a class and so
on.

For example, to transform the attribute employee.department into a
class, the primitive attribToClass(‘employee.department’) is executed. This
transformation (1) adds to the UML class diagram a department class described
by the attribute department, (2) adds a binary association employee has
department and, (3) deletes the attribute employee.department.

The conceptual changes are the input for the propagation subalgorithm for
the intermediate level, which updates the elementary translations of the inter-
mediate component to reflect these changes. After applying this subalgorithm in
our running example, the resulting intermediate component is shown in Figure 3
where the elementary translation number 2 has been deleted and the elementary
translations from 8 to 18 have been added.

The information about the changes performed in the intermediate compo-
nent is the input for the propagation subalgorithm for the logical level, which
changes the logical XML schema by triggering a set of procedures. Let us see a
general description of the procedures which are executed for the attribToClass
primitive:
(a) addType. Creates a new type in the logical XML schema.
(b) addRootChildElement. Creates a new child element of the root element.
(c) addAttributeForType. Adds a new attribute to a type.
(d) addKey. Adds a key to an element of the root type.
(e) emptyElement. A nested element is transformed into a non–nested element.
(f) addKeyref. Creates a new keyref.

Propagation subalgorithm for the extensional level. This subalgorithm
(see sketch in Table 2) takes as input the changes produced in the logical XML
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elementary_translation
elem_transl_id conceptual_element

1

logical_item
employee.name name element of employeeType type

2 employee.department department element of employeeType type
3 employee idEmployee attribute of employeeType type
4 - key of employee element of complexType of root element

5 employee employee element  of complexType of root element
6 employee employeeType complexType
7 enterprise enterprise root element

ETT20
ETT20

type

ETT25
ETT60
ETT01
ETT05
ETT00

8 department.department department element  of departmentType type
9 department idDepartment  attribute of departmentType  type
10 - key of department element of complexType of root element
11 department department element  of complexType of root element

13
department departmentType complexType

ETT20
ETT25
ETT60
ETT01
ETT05

14

binaryAssociation
employee has department

department element of employeeType type

department idDepartment  attribute of department element of employeeType type
15

16

multiplicity constraint 0..1 minOccurs and maxOcurrs in the department element
of employeeType type

17
multiplicity constraint 0..*

ETT02

ETT21
ETT75

ETT75

18
exists constraint exist1
exists constraint exist2

ETT65
ETT65

-
keyref from employee to department

12

-

added
elementary
translations

Fig. 3. Elementary translations after applying the attribToClass primitive to our run-
ning example

Table 2. Sketch of the propagation subalgorithm for the extensional level

INPUT: Set of operations on the logical XML schema

OUTPUT: Set of XSLT stylesheets to be applied to the old extensional XML

schema and to the XML documents

For each operation o of the INPUT

If the operation o is to add on the logical metaclass metaclassi and

the conceptual evolution primitive is concept primiti1 then

XML schi11;
. . .
XML schi1r1 ;
XML doci1r1+1;
. . .
XML doci1n1 ;

endif

If the operation o is to add on the logical metaclass...

endfor

schema and updates the extensional XML schema as well as the XML documents
in order to reflect these changes.

In order to do such updates, each change of the logical XML schema triggers
one or more XSLT stylesheets which, on the one hand, change the extensional
XML schema and, on the other hand, change the XML documents to conform
to the new extensional XML schema. The XML stylesheets are executed by pro-
cedures of which we distinguish two kinds: the XML sch* procedures execute
stylesheets that act on the extensional XML schema and the XML doc* proce-
dures execute stylesheets that act on the XML documents. Every procedure has
been designed to maintain the consistency between the XML documents and the
XML schema.

In our running example, the changes in the logical XML schema produced by
the procedures (a) to (f) mentioned above, as applied to our running example,
are the input for this subalgorithm. For these changes, the algorithm executes
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(b) addRootChildElement('department','departmentType')

(2)<xsl:variable name="subelem"
   select="enterprise/employee/
   department[not(.=preceding::department)]"/>
   <xsl:template match="enterprise">
    <xsl:copy>
     <xsl:apply-templates select="@*"/>
     <xsl:apply-templates select="node()"/>
     <xsl:copy-of select="$subelem"/>
    </xsl:copy>
   </xsl:template>

Logical procedure
Procedure which changes
the extensional XML schema

(1)<xsl:template match="xsd:schema/
xsd:element/xsd:complexType/xsd:sequence">

    <xsd:element name="department"
     type="departmentType" minOccurs="0"

maxOccurs="unbounded" />
    <xsl:apply-templates select="node()" />
   </xsl:template>

Stylesheet applied
to the extensional
XML schema
by the above procedure

Procedures which change
the XML documents

 (3)<xsl:template match="enterprise/department">
     <xsl:copy>
      <xsl:apply-templates select="@*"/>

    <department>
        <xsl:apply-templates select="node()"/>

    </department>
     </xsl:copy>
    </xsl:template>

XML_sch_addRootChildElement('department','departmentType')

Stylesheets applied
to the XML documents
by the above procedures

XML_doc_addRootChilds
  ('enterprise/employee/department','enterprise')

XML_doc_addParentElement
 ('enterprise/department','department')

Fig. 4. XML stylesheets applied to the extensional XML schema and to the XML
documents after adding a new element to the root element in our running example

the corresponding XML sch* or XML doc* procedures, which apply their XML
stylesheets. In total, five schema stylesheets and four document stylesheets are
applied. An example of the applied stylesheets for the logical procedure (b) is
shown in Figure 4, where the identity template as well as the headers have been
omitted. Let us explain the meaning of each procedure triggered by the changes
made by the (b) procedure.

XML sch addRootChildElement(element:string, type:string)

Precondition: The type exists in the XML schema.
Semantics: Modifies the extensional XML schema in order to add to it a

new element in the sequence of the complex type of the root element. The type
of the new element is type.

Effect in the running example: Generates and executes on the extensional
XML schema the stylesheet (1) of Figure 4. As a result, the element department
is added to the extensional XML schema (see sixth line in Figure 5).

XML doc addRootChilds(d:xpath expression,rootelement:string)

Precondition: d is an xpath expression of the form
rootelement\element1\...\elementn and elementn is a terminal element.

Semantics: Copies each node of the node set defined by the xpath expression
d as a child of the root node. Moreover, there are no two nodes among the just
copied nodes with the same value.

Effect in the running example: Generates and executes on the XML
documents the stylesheet (2) of Figure 4.

XML doc addParentElement(d:xpath expression,element name:string)

Precondition: d is an xpath expression of the form
rootelement\element1\...\elementn

Semantics: Each node of the node set defined by the xpath expression d
is included as a content of a new element node with the name element name.
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<xsd:schema xmlns:xsd="http://www.w3.org/2001/XMLSchema">
 <xsd:element name="enterprise">
  <xsd:complexType>
   <xsd:sequence>
    <xsd:element name="employee" type="employeeType"

minOccurs="0" maxOccurs="unbounded"/>
    <xsd:element name="department" type="departmentType"

minOccurs="0" maxOccurs="unbounded"/>
   </xsd:sequence>
  </xsd:complexType>
  <xsd:key name="keyEmployee">
   <xsd:selector xpath="employee"/>
   <xsd:field xpath="@idEmployee"/>
  </xsd:key>
  <xsd:key name="keyDepartment">
   <xsd:selector xpath="department"/>
   <xsd:field xpath="@idDepartment"/>
  </xsd:key>
  <xsd:keyref name="ref1" refer="keyDepartment">
   <xsd:selector xpath="./employee/department"/>
   <xsd:field xpath="@idDepartment"/>
  </xsd:keyref>
 </xsd:element>

 <xsd:complexType name="employeeType">
  <xsd:sequence>
   <xsd:element name="name" minOccurs="1"

maxOccurs="1"/>
   <xsd:element name="department"

minOccurs="0" maxOccurs="1">
     <xsd:complexType>
      <xsd:attribute name="idDepartment"
       type="xsd:IDREF" use="required"/>
     </xsd:complexType>
   </xsd:element>
  </xsd:sequence>
  <xsd:attribute name="idEmployee"
   type="xsd:ID" use="required"/>
 </xsd:complexType>
 <xsd:complexType name="departmentType">
  <xsd:sequence>
   <xsd:element name="department"

minOccurs="1" maxOccurs="1"/>
  </xsd:sequence>
  <xsd:attribute name="idDepartment"
   type="xsd:ID" use="required"/>
 </xsd:complexType>
</xsd:schema>

Fig. 5. Final extensional XML schema (in bold, modified parts from the initial exten-
sional XML schema)

There is a new element for each node of the node set. The xpath expression for
the new nodes will be rootelement\element1\...\element name\elementn

Effect in the running example: Generates and executes on the XML
documents the stylesheet (3) of Figure 4.

In Figure 5 we can see the final extensional XML schema that is obtained after
applying the XML schema stylesheets generated by the procedures triggered by
the (a) to (f) procedures.

We have implemented our approach with Oracle 10g Release 1 and PL/SQL.
In particular, we have used the DBMS XMLSCHEMA package and its CopyE-
volve() procedure. This procedure allows us to evolve XML schemas registered
in the Oracle XML DB database in such a way that existing XML instance
documents continue to be valid.

5 Related Work

There exist in the literature various proposals for managing the evolution of XML
documents, [15] being the most sound proposal since it provides a minimal and
complete taxonomy of basic changes which preserve consistency between data
and schema. The problem with these proposals is that the data designer has to
perform the evolution changes working directly with the XML documents, so
that (s)he is concerned with some low-level implementation issues [14].

Like other authors [1,3,8,14], we advocate using a conceptual level or a plat-
form independent level for XML document design. However, we also consider
that the possibility of performing evolution tasks at a conceptual level is advis-
able, since it allows the data designer to work at a higher degree of abstraction.
The problem is that, to our knowledge, the approaches that propose a conceptual
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modeling language for data design, generating the XML documents automati-
cally, do not take into account evolution issues [8,14]. Furthermore, the authors
that deal with evolution tasks at a conceptual level do not apply them for the
specific case of XML documents [6]. For this reason, as far as we are aware, our
proposal is the first framework including a conceptual level for managing XML
document evolution tasks.

With regard to other evolution frameworks that consider a conceptual
level [6,9], most of these are proposed for the specific database evolution field.
The main challenge of these proposals is to maintain the consistency between
models of different levels that evolve over time. We tackle this problem, as [6]
does, by ensuring the traceability of the translation process between levels. But,
although the traceability of transformation executions is a feature required in
several proposals (see, for example, QVT [12]), there is no agreement about
which artifacts and mechanisms are needed for assuring this traceability [13,18].
In [6] the traceability is achieved storing the sequence (called history) of oper-
ations performed during the translation of the conceptual schema into a logical
one. In this way the mappings affected by the changes can be detected and mod-
ified, whereas the rest can be reexecuted without any modification. The main
difference between this approach and ours is the type of information stored for
assuring traceability. Whereas in [6] the idea is to store the history of the process
performed (probably with redundancies), in our case the goal of the elementary
translations is to reflect the correspondence between the conceptual elements
and the logical ones, so there is no room for redundancies.

6 Conclusions and Future Work

The main contribution of this work is the presentation of a framework for man-
aging XML document evolution tasks. This framework includes a conceptual
level and a logical one, and the consistency between them is kept ensuring the
traceability of the translation process between levels. More specifically, we have
described, by means of an example, the component that reflects the correspon-
dence between conceptual and logical elements. For this purpose, elementary
translations that reflect the relations between the conceptual elements and the
logical ones and that facilitate evolution tasks are used. Furthermore the prop-
agation algorithm which guarantees the consistency between the XML schema
and documents has been explained.

There are several possible directions for future work. Our solution has been
implemented using a particular tool, while approaches such as MDA [10] promise
the future development of general model–driven tools that will provide further
automatized support to evolution tasks. Because of that we will work on ap-
proaching our solution to these other model–driven proposals. In particular,
the specification of the transformations involved in our proposal by means of
a unified transformation language such as it is demanded in the QVT request
for proposal [12] is a goal for further development. Besides, the present pro-
posal takes a forward maintenance perspective, and how to apply our ideas for a
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round–trip perspective [2] remains an ongoing project. Another direction is how
to apply the architecture to other contexts, such as, for example, for managing
the binding of XML schemas to a representation in Java code [7].
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Abstract. The exchange of data between heterogeneous database sys-
tems is becoming a key issue in several application domains. XML is
emerging as the standard mean for data exchange over the web. As for
object oriented databases storing complex information, it is important
to be able to exchange both objects and object schemas. In this paper we
propose two approaches for translating database objects into XML doc-
uments which are both human readable and suitable for system based
queries, thus preserving object semantics. Both approaches have been
validated by a running prototype.

1 Introduction

Object-Oriented Database Management Systems (OODBMS) have been present
since almost two decades. In order to achieve a common standard on the features
of the DBMSs from different vendors, the Object Database Management Group
(ODMG) has defined ODMG 3.0, a standard, which aims at defining features
concerning interoperability among OODBMSs and platform independence [5].

ODMG clearly identified that information interchange among heterogeneous
systems is a key issue. XML, defined and standardized by the World Wide Web
Consortium W3C over the last years, is emerging as the language for exchang-
ing information over the web for several kinds of applications, as data intensive
web sites, distributed database systems, workflow systems, and information sys-
tems [2,4]. XML gained attention also as a non-proprietary, standard language for
representing data: several proposals were made of native XML database systems
and, more generally, of XML query languages as XPATH and XQUERY [7].

In order to achieve XML-based information exchange between OODBMS and
other heterogeneous systems, some different requirements must be considered
together: i) allow one to migrate, possibly altogether, both object (instance) and
class (schema) information; ii) allow one to perform suitable object-based queries
on the produced XML documents; iii) allow a human reader to comfortably and
with high reliability access exchanged (XML) information.
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Thus, it could be convenient to provide a standard way to transfer data from
an OODBMS to an intermediate application and to a web server. This standard
way is provided by a translation mechanism receiving the schema of an object-
oriented database comprising its inheritance relationships, possibly in ODL (the
standard language proposed in [5] to describe the schema of an object database),
its data, and writing all of them into an XML file. Several translation mechanisms
can be defined, each implementing a specific format for the XML file, prioritizing
some aspects or some others. Last but not least, the readability from humans
and the capability of directly querying the produced XML document can be
considered as important prioritizing aspects.

At the best of our knowledge, even though the problem of translating
heterogenous web data received wide attention from the database commu-
nity [1,2,8,11], related work on the specific topic is quite few. One contribution
is from the ODMG standard [5], which defines the Object Interchange Format
OIF: unfortunately, OIF allows one to export the state of a database but does
not provide any mean to export the schema of the database. The importing
system has to know the schema of the database by other means. Another con-
tribution comes from Bierman [3], which proposes the use of XML to define
both the schema of the database and the related state. This approach, however,
does not consider how to deal with inheritance among classes and interfaces. In
both the approaches [3,5], human readability of the produced documents is not
considered, as they propose a syntactic approach where different objects and
classes are translated through fixed constructs, which embed schema-dependent
features (as the class name, the attribute names and values, and so on).

This paper describes some criteria that can be defined in translating the
structure and the contents of an object database into an XML document, con-
sidering all the above requirements. According to these criteria, two comple-
mentary approaches, called “divide and link” and “all in one”, were defined and
implemented by a running prototype.

The structure of the paper is as follows: Section 2 introduces a motivating
example. Section 3 provides some basic concepts and terminology about ODL and
XML. Section 4 considers the two main approaches defined. Section 5 concludes
the paper and sketches out pros and cons of the proposed translation approaches.

2 A Motivating Example

As a motivating example, we consider a database whose UML-like schema [5] is
depicted in Figure 1. A simple arrow describes an Is A relationship: the interface
Person specializes in the interface TaxPayer. Beyond the attributes of Person,
which are Name, Surname, and Address, TaxPayer has the attribute SSN. A bold-
faced arrow describes the extend relationship: the first defined class is Student,
inheriting attributes from the interface TaxPayer which, in turn, inherits from the
interface Person. The attribute of Student is StudentId. The class CollegeStudent
inherits from Student and adds the attribute College. Finally, the class PhDStu-
dent specializes the class CollegeStudent by adding the attributes ThesisTitle and
ThesisAdvisor.
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Student

College
Student

PhD Student

Tax Payer

interface

class

Is A

Extends

Person

Fig. 1. Schema of a simple database with the interfaces Person, TaxPayer, and the
classes Student, CollegeStudent, and PhDStudent

3 Background: ODL and XML

This Section provides a short summary of both ODL and XML, and defines
appropriate terms used throughout the paper.

3.1 ODL

ODL is a standard language from ODMG 3.0 to describe the structure, with the
inheritance relationships, of an object database. Most of the OODBMS vendors
try to adhere to the standard and to gain import/export facilities through it.

In ODL (Object Definition Language) a specification defines the external fea-
tures of a type, i.e. those abstract features that can be seen from outside and do
not relate to the programming language of the OODBMS. An implementation
defines the internal aspects of the type, and it is strictly bound to the program-
ming language of reference: one type may have one implementation for every
programming language. An interface specifies the abstract behavior of a type,
regardless of its implementation. A representation is a data structure derived
from the abstract state. A method is a body of a procedure, derived from the
abstract behavior and implemented according to the bound programming lan-
guage. A property is an attribute of a type defined either by a data structure or
by a method, or even by a relationship among types. Finally, a class is a set of
properties accessible to users and a set of behaviors which define the operations
allowed over the class itself.

In ODL the state inheritance among classes (Extends relationship) must be
simple, while subtyping between interfaces and subtyping between interfaces and
classes can be multiple. According to ODMG 3.0, an interface is not allowed to
have instances, even though it defines types and can be involved into relation-
ships. Interfaces are thus used to enable classes to inherit from them.

In Figure 1, the Extends relationship enables the superclass to inherit the
state (and the behavior) of the subclass: on the other hand, the Is A relation-
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interface Person {
attribute string Name;

attribute string Surname;

attribute string Address;}

interface TaxPayer: Person {
attribute string SSN;}

class Student: TaxPayer {
attribute string StudentId;}

class CollegeStudent extends Student {
attribute string College;}

class PhDStudent extends CollegeStudent {
attribute string ThesisTitle;

attribute string ThesisAdvisor;}

Student:
OId: S1, Name: John, Surname: Smith, Address: Boston, SSN: 480840, StudentId:
591951
OId: S2, Name: Ted, Surname: Alloy, Address: Waltham, SSN: 683563; StudentId:
794674

CollegeStudent:
OId: CS1, Name: Bob, Surname: McKnee, Address: Salem, SSN: 544233, StudentId:
655344, College: Van der Bilt

PhDStudent:
OId: PhDS1, Name: Lucy, Surname: Spencer, Address: Hamerst, SSN: 23111, Studen-
tId: 34222, College: Van der Bilt, ThesisTitle: Computer Architectures, ThesisAdvisor:
J. von Neumann

Fig. 2. ODL specification (schema) and objects (instances) for the motivating example
database

ship enables interfaces and classes to inherit the behavior only, not including the
state. A query selecting instances of the class Student whose name is “Bob” re-
turns also instances of the classes CollegeStudent and PhDStudent whose name is
“Bob”. Figure 2 depicts the database schema of Figure 1 in ODL along with some
instances. ODL provides also collection types: set, bag, list, array, dictionary [5].

3.2 XML and XSD

XML is a standard language from W3C to describe semistructured data. An XML
document is a sequence of elements delimited by tags: any element may have
subelements. The document requires a compulsory root element. An element
may have attributes. To describe the structure of XML documents, the W3C
defined the XML Schema (XSD), which provides both a standard collection of
types and XML constructs to build complex elements [6].

When designing the schema of an XML document through an XSD document,
the scope of the element definition is a vital topic: it must consider the acces-
sibility of element specification to allow import of data from other components,
reuse of elements even inside the same schema, impact over other documents if
changes are applied. Several criteria can be followed [6]: the Russian doll cri-
terium assumes that any element in nested into a higher level element, and that
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there is a topmost element including the entire structure: this criterium pro-
vides a low readability by a human, while includes a discrete protection over
data since only the topmost element is exposed. Additionally, component reuse
is extremely difficult. The salami slice criterium spreads the several elements
over small segments: human readability and component reuse are encouraged
by this approach whose drawback is the time needed to look for a data item
inside several segments. Finally, the Venetian blind criterium provides a good
compromise among the two previous approaches: according to this criterium, the
components are defined as types with a global scope and are used subsequently
when elements are instantiated.

4 Translation Approaches

When dealing with an object database, we may decide to export its schema only;
we may also want to export the content of the database, too. In the first case, a
simple approach consists of defining an XML element for each ODL construct. For
example, the ODL definition of the interface Person is translated by the element
<interface name="Person">...</interface>.

The more interesting case is related to the exchange of both database struc-
ture and contents. In this case, we require that the obtained XML document is
easily readable by a human; at the same time, we want to allow the user to di-
rectly query the obtained document, maintaining the possible object hierarchies.

To do that, instead of a syntactic approach as in [5,3], we propose a seman-
tic approach to the XML-based exchange of object databases: indeed, the hu-
man readability of the produced XML documents is obtained by considering and
highlighting the specific schema and content of the exchanged object database;
moreover, the human readability must be reached, by considering at the same
time the fact that the produced XML document can be directly queried through
specific XML languages as XPATH or XQUERY, preserving the correspondence
between objects and classes, as in the original object database.

As for human readability, instead of using fixed constructs for every class,
object, or attribute, respectively, our semantic approach is based on the def-
inition of suitable XML elements for each specific object: a database object is
translated into an element, having the name of the class the given object belongs
to. Attributes (as well as operations with no input arguments) of an object are
translated as nested elements of the element corresponding to the given object.
Atomic attributes are simple (string) elements, while complex attributes (i.e.,
references to another object) are translated as elements pointing to a suitable
complex element (representing the referred object). Suitable XML attributes are
introduced to manage relations between objects and element identities.

In general, when performing a data and schema export of an object database
through XML, two documents are generated: i) an XML document which de-
scribes the state of the database or of the selected data, and ii) an XSD document
which defines types and element structures for the above document.
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As for direct queries on XML documents, some issues arise when there are
inheritance hierarchies: indeed, in this case, we have to consider that an object
could belong to more than one class, and thus it should correspond to several
elements having different names; moreover, several object attributes should be
replied as subelements of different elements, corresponding to different classes of
a class hierarchy. As an example, the object CS1 of class CollegeStudent should
correspond to one element CollegeStudent and also to one element Student,
being an instance both of the class CollegeStudent and of the class Student.

According to these observations, several different approaches can be defined
to convert the database objects to an XML document: each of them should
however allow to manage in a proper way queries involving objects belonging
to a class hierarchy. In other words, the extent of each class must be correctly
represented in the produced XML document. Moreover, we will try to avoid
redundancies for elements corresponding to both objects and object attributes.

In the following, we focus on two original, specific approaches:

a. “divide and link”: this approach subdivides properties and operations along
the hierarchy line of inheritance. Any information related to a data item is
linked via suitable attributes which are reachable from the most specialized
element which is in the lowest level of the hierarchy;

b. “all in one”: this approach is complementary to the previously considered
one. Any information related to an instance is maintained in the element
related to the most specialized class.

Both defined approaches described in this paper follow the Venetian blind
style for the definition of the XSD document related to the converted objects.

4.1 The Divide and Link Approach

By the “divide and link” approach, inherited properties and operations are
placed at the element of the topmost level of hierarchy, i.e. at the least spe-
cialized level. Instances of most specialized elements link to instances at a higher
level in the hierarchy via suitable attributes. As an example, Figure 3 depicts
the XML code derived from the database objects of Figure 2.

In Figure 3, the two instances of Student, S1 and S2, are defined along with
their properties. Information about the only instance of CollegeStudent, i.e. the
object having OId CS1 in Figure 2, are divided into different elements: the first
element Student having attribute id SCS1 contains properties of CollegeStudent
inherited from the class Student; the element CollegeStudent having attribute
id CS1 contains the genuine properties of CollegeStudent. Information about
the only instance of PhDStudent PhDS1 are divided among the instances of
its superclasses and the real instance of PhDStudent PhDS1: SPhDS1 includes
the properties of the object PhDS1 inherited from Student, CSPhDS1 includes
the properties of the object PhDS1 inherited from CollegeStudent. If we want
to obtain all the properties of the object PhDS1, we have to follow the links
from the element having attribute id PhDS1 to the element having attribute id
CSPhDS1, and from CSPhDS1 to SPhDS1.



Building XML Documents and Schemas 359

<Student id="S1">

<Name> John </Name>

<Surname> Smith </Surname>

<Address> Boston </Address>

<SSN> 480840 </SSN>

<StudentId> 591951 </StudentId>

</Student>

<Student id="S2">

<Name> Ted </Name>

<Surname> Alloy </Surname>

<Address> Waltham </Address>

<SSN> 68356 </SSN>

<StudentId> 794674 </StudentId>

</Student>

<Student id="SCS1">

<Name> Bob </Name>

<Surname> McKnee </Surname>

<Address> Salem </Address>

<SSN> 544233 </SSN>

<StudentId> 655344 </StudentId>

</Student>

<CollegeStudent id="CS1"

Student="SCS1">

<College> Van der Bilt </College>

</CollegeStudent>

<Student id="SPhDS1">

<Name> Lucy </Name>

<Surname> Spencer </Surname>

<Address> Hamerst </Address

<SSN> 23111 </SSN>

<StudentId> 34222 </StudentId>

</Student>

<CollegeStudent id="CSPhDS1"

Student="SPhDS1"

<College> Van der Bilt </College>

</CollegeStudent>

<PhDStudent id="PhDS1"

Student="SPhDS1"

CollegeStudent="CSPhDS1">

<Title> Computer Architectures </Title>

<Advisor> J. von Neumann </Advisor>

</PhDStudent>
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Fig. 3. XML code for the database of Figure 2 according to the “divide and link”
approach

In general, the approach provides a suitable element for each object of a given
class: queries on objects of a class are performed directly on the XML code.

The attribute id, whose values are automatically generated, allows one to
follow the link to join data about a single instance of the most specialized class
with data that are spread over several instances of the object hierarchy. For an
element of a specialized class, suitable attributes are defined: attributes have
the name corresponding to the linked element and refer to the elements corre-
sponding to the same object along the class hierarchy. For example, the element
with id PhDS1, which corresponds to an instance of the most specialized class,
refers to the element with id SPhdS1 through the attribute Student, and to the
element with id CSPhDS1 through the attribute CollegeStudent. It is worth
observing that also the element with id CSPhDS1 has the attribute Student re-
ferring to the element with id SPhdS1: the use of more attributes, i.e. SCSPhdS1
and SPhDS1, to join data makes access to data more immediate: each element has
all the attributes linking to the elements corresponding to more general classes.

As we described, elements corresponding to properties are contained into
different elements corresponding to (super)classes on the class hierarchy; links
must be followed to reach them. This names the approach “divide and link”.
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<xs:complexType name="Student">

<xs:sequence>

<xs:element name="Name" type="string"/>

<xs:element name="Surname" type="string"/>

<xs:element name="Address" type="string"/>

<xs:element name="SSN" type="long"/>

<xs:element name="StudentId" type="long"/>

</xs:sequence>

<xs:attribute name="id" type="xs:ID"/>

</xs:complexType>

<xs:complexType name="CollegeStudent">

<xs:sequence>

<xs:element name="College" type="string"/>

<xs:attribute name="id" type="xs:ID"/>

<xs:attribute name="Student" type="xs:IDREF"/>

</xs:complexType>

<xs:complexType name="PhDStudent">

<xs:sequence>

<xs:element name="ThesisTitle" type="string"/>

<xs:element name="ThesisAdvisor" type="string"/>

</xs:sequence>

<xs:attribute name="id" type="xs:ID"/>

<xs:attribute name="Student" type="xs:IDREF"/>

<xs:attribute name="CollegeStudent" type="xs:IDREF"/>

</xs:complexType>

<xs:element name="Student" type="Student"

minOccurs="0" maxOccurs="unbounded"/>

<xs:element name="CollegeStudent" type="CollegeStudent"

minOccurs="0" maxOccurs="unbounded"/>

<xs:element name="PhDStudent" type="PhDStudent"

minOccurs="0" maxOccurs="unbounded"/>

Fig. 4. XSD code for the database of Figure 2 according to the “divide and link”
approach

The final step is that of defining the structure of elements with the same name
as their respective types, and specifying the allowed cardinality. The XSD code
automatically derived from the ODL code of Figure 2 is depicted in Figure 4.

Interfaces in the Divide and Link Approach. To complete our analysis, we must
consider how interfaces defined in ODL can be translated in the “divide and link”
approach. Being the interface in ODMG related to the specification of abstract
behavior, the translation in XML does not consider any kind of attributes for
interfaces; we focus only on the management of objects belonging to instances.
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<xs:element name="Person" maxOccurs="1">

<xs:complexType>

<xs:attribute name="Student" type="xs:IDREFS"/>

</xs:complexType>

</xs:element>

<xs:element name="TaxPayer" maxOccurs="1">

<xs:complexType>

<xs:attribute name="Student" type="xs:IDREFS"/>

</xs:complexType>

</xs:element>

Fig. 5. XSD code for the interfaces of Figure 2 according to the “divide and link”
approach

In this direction, an element corresponding to an interface is assigned the at-
tributes that allow one to link elements corresponding to objects which share
the considered interface. A possible alternative could be to insert into the ele-
ment corresponding to the interface also the subelements corresponding to the
(abstract) attributes of the interface.

4.2 The All in One Approach

In the “all in one” approach, which is complementary to the “divide and link”,
all the properties of an object are stored in the element corresponding to the
most specialized class, i.e. the bottommost level of the inheritance hierarchy.
To enable elements corresponding to superclasses to access data of subclasses,
some links need to be defined. As an example, let us consider Figure 6, which
depicts the XML code related to the database of Figure 2. The approach must
preserve the concept that instances of a subclass (CollegeStudent) are instances
of the superclass (Student), too. In this direction, an empty element Student
has been defined with an attribute CollegeStudent: the same has been applied
for CollegeStudent with an attribute PhDStudent. These attributes refer to the
elements corresponding to objects of more specialized classes. In general, to
preserve hierarchies, an attribute with the name of every subclass is defined in
the element corresponding to the superclass.

In Fig. 6, S1 and S2, instances of Student, are described along with their
properties: as these instances do not specialize in other subclasses, their XML
code for the “all in one” approach is exactly the same as their respective XML
code in the “divide and link” approach. Let us now consider the instances of the
subclasses that specialize the class Student. All the information about the only
instance of CollegeStudent CS1 are included into the element CollegeStudent:
consequently, elements corresponding to properties inherited from Student are
included into CollegeStudent. Similarly, information about the only instance
of PhDS1 are included into the element PhDStudent: as above, the elements
corresponding to properties inherited from Student, as well as the elements
corresponding to properties inherited from CollegeStudent, are included into
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<Student id="S1">

<Name> John </Name>

<Surname> Smith </Surname>

<Address> Boston </Address>

<SSN> 480840 </SSN>

<StudentId> 591951 </StudentId>

</Student>

<Student CollegeStudent="CS1"

PhDStudent="PhDS1"/>

<CollegeStudent id="CS1">

<Name> Bob </Name>

<Surname> McKnee </Surname

<Address> Salem </Address>

<SSN> 544233 </SSN>

<Studentid> 655344 </StudentId>

<College> Van der Bilt </College>

</CollegeStudent

<CollegeStudent PhDStudent="PhDS1"/>

<PhDStudent id="PhDS1">

<Name> Lucy </Name

<Surname> Spencer </Surname>

<Address> Hamerst </Address>

<SSN> 23111 </SSN>

<Studentid> 34222 </StudentId>

<College> Van der Bilt </College>

<ThesisTitle> Computer Architectures

</ThesisTitle>

<Advisor> J. von Neumann </Advisor>

</PhDStudent>

<Student id="S2">

<Name> Ted </Name>

<Surname> Alloy </Surname>

<Address> Waltham </Address>

<SSN> 683563 </SSN>

<StudentId> 794674 </Studentid>

</Student>
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Fig. 6. XML code for the database of Figure 2 according to the “all in one” approach

PhDStudent. To complete the description, we have to specify that both the ele-
ments CollegeStudent and PhDStudent represent specialized instances of Stu-
dent: this is done by the XML empty element <Student CollegeStudent="CS1"
PhDStudent="PhDS1"/>. We also have to specify that the element PhDStudent
represents a specialized instance of CollegeStudent, too: this is done by the XML
empty element <CollegeStudent PhDStudent="PhDS1"/>.

In fact, if we want to perform a query over all the instances of Student, we
have to consider the plain instances of Student and all the specialized instances
of Student itself, i.e. the instances of CollegeStudent and of PhDStudent. Sim-
ilarly, to perform a query over all the instances of CollegeStudent, we have to
consider the plain instances of CollegeStudent and all the specialized instances
of CollegeStudent itself, i.e. the instances of PhDStudent.

We recall that the attributes CollegeStudent and PhDStudent are of type
IDREFS and are optional, as they are used only by the empty elements to reference
elements representing objects of subclasses. As we described, properties are all
stored in the most specialized class: this names the approach “all in one”.

Interfaces in the All in One Approach. To complete our analysis, we consider
how interfaces defined in ODL can be translated in the “all in one” approach. In
the “all in one” approach, we must refer not only to the classes which directly
inherit from the considered interface, as in the previous approach: we also have
to consider all the class hierarchy inheriting from a given interface (Figure 7).
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<xs:element name="Person" maxOccurs="1">

<xs:complexType>

<xs:attribute name="Student" type="xs:IDREFS"/>

<xs:attribute name="CollegeStudent" type="xs:IDREFS"/>

<xs:attribute name="PhDStudent" type="xs:IDREFS"/>

</xs:complexType>

</xs:element>

<xs:element name="TaxPayers" maxOccurs="1">

<xs:complexType>

<xs:attribute name="Student" type="xs:IDREFS"/>

<xs:attribute name="CollegeStudent" type="xs:IDREFS"/>

<xs:attribute name="PhDStudent" type="xs:IDREFS"/>

</xs:complexType>

</xs:element>

Fig. 7. XSD code for the elements corresponding to interfaces of Figure 2 according to
the “all in one” approach

5 Concluding Remarks

In this paper we proposed two different approaches to translate ODL schema
and objects into XML documents, preserving the semantics of objects into the
corresponding elements, and providing XML documents which can be directly
queried. Semantics of objects are preserved through a translation which produces
human readable code via schema dependent elements.

The first approach, namely “divide and link”, features an immediate ac-
cess (through single elements) to properties defined for a class, while access to
properties of a subclass requires to join paths by suitably defined attributes,
introducing a computational overhead whenever a query is performed.

The “all in one” approach differs as all information about one object are
immediately available in one single element with no intermediate identifiers to
join data from instances of different classes. On the other hand, some instances
of superclasses must be found through the references contained in the attribute
values of empty elements associated to every superclass: e.g., some instances of
Student can be found starting from the elements corresponding to instances of
the subclasses CollegeStudent and PhDStudent.

As a proof-of-concept, the two approaches have been implemented by a pro-
totype developed in the Java programming language of the “Java 2 standard
edition”. Among the OODBMSs compliant to the ODMG standard [9], we chose
the Orient Just Edition - OJE - by Orient Technologies [10].

Acknowledgements. We are grateful to Fabio De Prà for designing and im-
plementing the running prototype.
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Intensional Encapsulations of Database Subsets
via Genetic Programming

Aybar C. Acar and Amihai Motro
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Abstract. Finding intensional encapsulations of database subsets is the
inverse of query evaluation. Whereas query evaluation transforms an in-
tensional expression (the query) to its extension (a set of data values),
intensional encapsulation assigns an intensional expression to a given set
of data values. We describe a method for deriving intensional represen-
tations of subsets of records in large database tables. Our method is
based on the paradigm of genetic programming. It is shown to achieve
high accuracy and maintain compact expression size, while requiring cost
that is acceptable to all applications, but those that require instanta-
neous results. Intensional encapsulation has a broad range of applica-
tions including cooperative answering, information integration, security
and data mining.

1 Introduction

The problem of finding intensional encapsulations of database subsets has at-
tracted considerable interest for almost two decades. Essentially, intensional en-
capsulation of data is the inverse of query evaluation. Whereas query evaluation
substitutes an intensional expression (the query) with its extension (a set of data
values), intensional encapsulation assigns an intensional expression to a given set
of data values.

The original application of intensional encapsulation was in cooperative an-
swering systems, proactive systems that help users achieve their retrieval goals
efficiently. The common term for the method was intensional answering, and the
idea was to respond to database queries with concise expressions that describe,
as accurately as possible, the usual (extensional) answers to these queries. The
user would thus receive two complementary responses: the usual answer, and a
compact description of the answer. For example, a query about the employees
who earn over $80,000 would be answered extensionally by the appropriate set of
employees, and intensionally by an expression such as “all the engineers, except
John, but also Mary”.

This paper describes a novel method for generating intensional encapsulations
using the paradigm of genetic programming. Given a set of database records, in-
tensional expressions are generated that attempt to “cover” the given set. These
expressions are evolved and recombined with each other until a satisfactory re-
sult is obtained. The attributes and attribute values used in these expressions

K.V. Andersen, J. Debenham, and R. Wagner (Eds.): DEXA 2005, LNCS 3588, pp. 365–374, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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are selected using a Bayesian approach that uses the probability distributions of
the attribute values in the database.

The advantage of using genetic programming is that it does not require any
semantic information about the content of the database, the meaning of its
attributes, and so on. In comparison with other methods that are “blind” to
semantics, genetic programming offers much more precision. Genetic program-
ming is especially adept at finding intensional encapsulations for sets with small
disjuncts (e.g., a set of records containing all engineers and also Mary), where
more traditional approaches like decision trees tend to generalize and neglect
the exceptions.

Any method for intensional encapsulation is subject to three performance
measures. The first measure is accuracy: How well does the intensional expres-
sion obtained represent the given set. This is interpreted as the similarity of two
sets: the given set, and the extension of the intensional expression. We adopt
a common measure of set similarity, which is the harmonic mean of the rela-
tive containments of each set in the other set. Our experiments achieved mean
accuracy of 94.6%. Clearly, compact intensional encapsulations are preferred as
they are more comprehensible and more likely to be meaningful to the appli-
cation. Our second performance measure is therefore conciseness. Our measure
for conciseness is comparative: Our experiments begin with sets that are them-
selves generated by intensional expressions. We then compare the complexity of
the discovered intension with the complexity of the a priori intension. In 90.4%
of the experiments, conciseness has either remained the same or has actually
improved. The third performance measure is time: How much effort is spent in
obtaining acceptable encapsulations. Genetic programming processes are mea-
sured by “generations”, and the mean number of generations required was 2.33.
Using a desktop computer of modest specifications, a 10 MB database required
under 4 seconds on average; for a 100 MB database the average was around 60
seconds. We believe that these initial results prove the viability of our meth-
ods, particularly for classes of applications that do not require instantaneous
responses.

Our methodology is described in Section 3. Section 4 details our experiments.
Summary and conclusions are given in Section 5. We begin with a brief review
of related work.

2 Background

The two main subject areas of this paper are genetic programming and in-
tensional encapsulation. The authors are not aware of any previous work that
combined these two areas. Hence this section briefly reviews each of these areas
separately.

Genetic programming has developed over the last two decades as a local-
optimization method for generating simple computer programs that provide so-
lutions for “black-box problems”; i.e., problems that seek to find the correct
output for given input, without the need for a general algorithm. The extent to
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which a program can achieve the correct mapping of its input to the required
output defines its fitness to the problem. In this process, initial programs are
modified and combined with each other to generate “offspring programs”, in an
attempt to find programs that achieve even higher fitness. This evolution process
terminates when a program is obtained that performs above a certain threshold
of fitness.

Genetic programming has been used to some extent in data mining. In some
cases researchers have preferred genetic programming as a classification method
in place of or along with more traditional methods such as decision trees [3].
A more complete treatment of genetic programming and genetic algorithms in
data mining can be found in [4].

The problem of finding compact descriptions for database subsets received
considerable attention in the last two decades. The problem is usually framed
in the context of cooperative query systems [8], and the idea is to annotate
answer sets provided by a database system with compact descriptions that pro-
vide additional insight and interpretation to these sets. Borrowed from logic, the
terms intension and extension are used in the database literature to describe,
respectively, the definition of a database predicate (e.g., a query, a view, or a
constraint), and the population of database items that satisfy the predicate (the
answer to a query, the materialization of a view, or the values conforming to the
constraint). Hence, these compact descriptions have been termed intensional an-
swers. The term implies, however, that the process is applicable only when the
given set has been generated by an a priori query, whereas it is just as useful
when the given set is entirely ad hoc. We therefore adopt the more general term
intensional encapsulations.

This problem has been tackled in different database models, including rela-
tional databases, logic databases, and databases that utilize concept taxonomies.
Some methods find encapsulations that are purely intensional, whereas others
also incorporate extensional information into their encapsulations; some methods
find encapsulations that characterize the extensions perfectly (i.e., the extensions
of the discovered intensions are identical to the original extensions), whereas
other methods only find applicable characterizations (i.e., they only characterize
subsets of the given extensions); by their nature, encapsulations of query exten-
sions may need to be updated when the underlying database changes, yet some
methods derive their intensional expressions from data-independent information
(e.g., from database constraints), indeed thus providing equivalent formulations
of the original queries. A survey of a large number of intensional answering meth-
ods may be found in [7]. Of particular relevance is [9], where two key quality
aspects of intensional descriptions, accuracy and conciseness, are discussed, and
their often conflicting nature is observed.

In addition to cooperative answering, intensional encapsulations have other
practical uses. They are related to data mining in that it too seeks to derive an
underlying explanation from a given collection of data. In the area of information
integration, newly discovered information is assigned intensional descriptions, as
part of a system that automatically incorporates new sources into a virtual
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database [2]. In the area of database security, intensional encapsulations may
be used to analyze the set of records that have been delivered to a user over a
period of time, to determine whether the user has surreptitious intents [1].

3 Methodology

We assume that the data is stored in a relational database, and we shall adopt
the terminology and conventions of relational databases. We assume a single
database table, denoted R, and a target set of records T ⊆ R; i.e., T is the set
of records of R for which an encapsulated description is sought.

Our method creates an initial population of intensional expressions (indeed,
they are queries against the table R), and evolves this population until one or
more of these queries performs satisfactorily (i.e., with acceptable accuracy). Let
Qi denote a query of this population, and let Pi ⊆ R denote its extension in R;
i.e., Qi(R) = Pi. The accuracy of Qi is measured by the similarity of the sets Pi

and T . Perfect accuracy is achieved when Pi = T .
The process begins with the generation of a set of random queries Qi. These

arbitrary queries are fully correct queries on the table R that are synthesized
from primitives that have been previously adopted. The judicious selection of
these primitives and their combination into queries will be discussed later.

Next, each query in the initial population is evaluated and a fitness value is
computed. Fitness is defined as the similarity of the query’s extension Pi and
the target set T . The measure to be used will be discussed later, but for now we
assume that it is a value between 0 and 1, where 0 denotes complete disjointness
of the sets and 1 denotes their complete overlap.

The queries with the highest fitness are then bred with each other using ei-
ther direct combination, crossover or mutation, to generate a new population
of queries. This new generation is then evaluated in the same manner as its
predecessor, and the evaluation is used to produce yet a newer generation of
queries. Typically, this evolutionary process gradually increases the mean fitness
of its population. The process is halted once a member of the current popula-
tion achieves satisfactory fitness. Satisfactory fitness is defined with a similarity
threshold. This threshold may be fixed, or it may depend on the sizes of R and
T . This iterative process is illustrated in Figure 1. As there is no guarantee that
the process will converge, it will in practice be stopped if fitness does not im-
prove within a given number of generations. In such cases the process will only
be able to derive intensional encapsulations of limited accuracy.

As common in genetic programming, the individuals of the population are
represented as trees. Since in this application the individuals are queries, the
trees correspond to standard relational algebra expressions. In these trees, leaf
nodes correspond to selection operators and internal nodes correspond to set
operations. The queries we consider invovle four operations in total: selection,
union, intersection and set difference. We focus here on the construction of se-
lections, as the other three operators do not involve a choice of parameters.
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Fig. 1. Overview of the Method

The creation of a new selection operation (either in the generation of the
initial population, or in subsequent evolutionary cycles) involves two separate
decisions: First, an attribute A is chosen, then appropriate limiting values (either
a single value a for an equality selection, or a pair of values a1 and a2 for a range
selection) are adopted. The choice of A assumes simply that the attributes of R
are distributed uniformly (i.e., all the attributes have equal probability of being
chosen). Once A has been chosen, the limiting values are adopted in accordance
with the type of A. The choice of limiting values is important, as judicious
choices will promote good initial fitness and will increase the chance of early
convergence. We begin by describing the choice of the limiting value a when the
attribute A is nominal.

For each attribute A of R we define a random variable XA whose range is the
domain of A.1 The limiting values are chosen from the domain of A according to
the distribution of XA. Intuitively, if a value v occurs frequently in the attribute
A in the target set T , then it would be wise to begin with a selection A = v, as
it may be expected that the records thus selected will have a good fit with T .
The distribution of XA is defined with a Bayesian approach. We observe that

p(r ∈ T | A = v) =
|σA=v(T )|
|σA=v(R)|

Namely, the probability that an arbitrary record r is in T , given the property that
its attribute A has the value v, is the proportion of records with this property that
are included in T . This value is normalized to define the probability distribution
of XA:

p(XA = v) =
P (T | v)∑
k p(T | Vk)

1 If the domain of A is not available, we use the active domain; i.e., the set of values
of attribute A in the present instance of R.



370 A.C. Acar and A. Motro

We handle numerical and textual attributes in a manner similar to nominal
attributes, by reducing these types to nominal attributes.

Once a population is created, each individual must be evaluated to determine
its fitness. As already indicated, the fitness of an individual Qi is the similarity
of its extension Qi(R) = Pi to the target set T .

To define set similarity, we note that the identity of two sets A and B is
defined A = B if and only if A ⊆ B and B ⊆ A. Consequently, a reasonable
approach to set similarity is to measure the extent to which each set is contained
in the other. The extent to which A is contained in B may be taken as the
fraction |A∩B|

|B| . Similarly, the extent to which B is contained in A is |B∩A|
|A| . These

fractions range between 0 (total disjointedness) and 1 (total containment). When
both fractions are 1, the sets are identical; when either one is 0 (the other is then
0 as well), the sets are disjoint.2

For the purpose of fitness, these two measures must be combined into one.
Note that when Pi is compared with T , |Pi∩T |

|T | measures the extent to which the
generated expression covers the given set (i.e., its ability to avoid “false nega-
tives”). Similarly, |Pi∩T |

|Pi| measures the extent to which the generated expression
is covered by the given set (i.e., its ability to avoid “false positives”). As we
have no preference of one error type over the other, we shall fuse the two mea-
sures symmetrically. A well-accepted symmetric fusion of these two measures is
their harmonic mean. The harmonic mean of two numbers x1 and x2 is 2 x1·x2

x1+x2
.

Substituting |Pi∩T |
|T | and |Pi∩T |

|Pi| for x1 and x2, our measure of fitness is:

2
|Pi ∩ T |
|Pi| + |T |

This measure preserves the properties that (1) it is between 0 and 1, (2) it is 0
if and only if the two sets are disjoint, and (3) it is 1 if and only if the two sets
are identical. Since the target set T is assumed non-empty, it is well-defined.

In genetic programming the two most common methods of selecting individ-
uals with higher fitness are fitness-proportional selection and tournament selec-
tion [5]. In the former, individuals are selected with probability proportional to
their fitnesses. In the latter, groups of 3 or 7 individuals are randomly selected
and the individual with the highest fitness in each group is selected. In either
case, the selection process repeats a number of times equal to the population
size to obtain the parents for the new generation. Notice that several copies of
the individuals with highest fitness are likely to be added to the parent pool
whereas the lowest ranking individuals will have a lower chance at breeding.

Of these two methods we shall use tournament selection with groups of 7.
The choice in this case is neither easy nor absolute. However, the fact that
tournament selection is easier to implement and easier to parallelize is a major
advantage. Also, as with all local search methods, genetic programming tends to
converge as it proceeds. This is seen as diminished variation between individuals

2 In information retrieval these measures are known as precision and recall.
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in the later generations. In such situations, tournament selection is more likely
to select for breeding the individuals with the highest fitness values.

Once a pool of parent individuals has been selected, the next generation of
individuals is created using three operations: direct combination, mutation and
crossover. Each operation requires two individuals and in turn creates two new
children. The next generation does not necessarily comprise new individuals only.
A random portion of the parents may be injected into the new mix without any
alteration. In our experiments, 10% of the individuals of each generation were
comprised of unmodified parents from the preceding generation. The remaining
90% were modified. The modifications are the fairly standard operations of mu-
tation and crossover as explained in [5]. In addition, we use a third operation
called direct combination where two parents are combined into two new larger
trees using randomly selected root nodes.

We mentioned in the introduction the benefit of concise intensional encapsu-
lations. Conciseness is not an intrinsic consideration in our methodology; namely,
our genetic programming process does not include conciseness in its measure of
fitness. Of the three breeding operations, mutation tends to create shorter ex-
pressions, direct combination tends to create longer expressions, and crossover
tends to keep lengths unchanged. Overall, however, since the increase due to
direct combination is on the average larger than the reduction due to mutation,
the complexity of expressions tends to increase with generations. In an effort
to control this increase, we begin with concise individuals; indeed, the initial
generation comprises individuals that are single node each (simple selections).

Once the new generation has been generated, the cycle is repeated as shown
in Figure 1. The process terminates when “the best of the new generation”
exceeds a prespecified threshold fitness, or a prespecified number of generations
pass without an improvement in the best fitness attained. In either case, the
individual with the best fitness is adopted.

As we shall observe in the next section, our search process is dominated
by the time required for database access. To alleviate this problem, we cache
intermediate database results. Recall that the leaves of each query tree are se-
lection operators. These are executed in the database, and the results are stored
in memory as efficient bit vectors. Thereafter, all subsequent set operations in
a particular tree are done in memory, thus avoiding any additional database
access. This optimization resulted in substantial improvement.

4 Experimentation

Our methodology was implemented as a prototype and tested on a variant of the
TPC-H [10] benchmark database. The original TPC-H relations were projected
and joined, resulting in a relation having 24 attributes, 12 of which were nomi-
nal, 9 were numerical and 3 were textual. The TPC-H benchmark can generate
databases of arbitrary size. Relations of size 10 MB and 100 MB were synthesized
to study the scaling of our methodology.

The target sets of records (the sets of records for which encapsulations were
sought) were generated by means of queries. Each query was composed by select-
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ing random attributes and random values for those attributes assuming equal
probabilities. The query trees were generated with the Probabilistic Tree Cre-
ation (PTC2) algorithm [6]. This algorithm can generate random queries of pre-
cisely defined size. One of the factors examined in the experiments was the effect
of the complexity of the generating query on the accuracy of the encapsulation,
and queries ranging from single selection predicates to 5-selection predicates
were used. These queries were evaluated on the database, and the extensions
retrieved were given to our system as targets. Throughout the experiment, the
size of the population was kept at 40. This size was determined after some ex-
perimentation. A lower population size of 20 required far too many generations
to converge; a higher population size of 60 required more time per generation,
without giving substantially better results. For each of the two databases, and
for each of the 5 complexity levels, 200 queries were attempted. Altogether, the
experiment was repeated 2,000 times. Termination was controlled by setting the
fitness threshold to 0.99, and the maximal number of generations to 3.

As explained, the target record sets were generated by random queries. An-
other acceptable approach would have been to generate random record sets
directly. There are three reasons for our choice. First, in many applications
(e.g, cooperative answering, or security), the target sets are indeed generated
by queries. Second, as we shall see, these a priori intensional expressions are
used in the evaluation of the effectiveness of the system with respect to concise-
ness. Finally, using a priori intensional expressions guarantees the existence of
at least one encapsulation with perfect accuracy for each given target set.

The first measure of performance that we consider is accuracy. Accuracy
measures the similarity of the given target set and the extension of the encap-
sulation obtained at the end of the search process; i.e., it is the fitness of the
final result. Recall that fitness values are between 0 and 1. The mean accuracy
achieved in the entire set of experiments was 94.6%. Moreover, in over half of
the experiments the system found the perfect encapsulation. The complexity of
the query that generated the target set seems to have a significant effect on the
success of the system. More complex targets resulted in a noticeable decrease in
the accuracy of the encapsulations. The mean accuracies for targets of different
complexity is shown in Table 1.

Our measure for conciseness of an intensional expression is the number of
nodes in the tree that represents it. Determining the effectiveness of the system
with respect to conciseness is not straightforward. Our approach has been to
compare the conciseness of the discovered encapsulation to that of the generat-
ing intensional expression (which, of course, is unknown to the system). Overall,
in 90.4% of the experiments the system generated intensional encapsulations
that were as least as concise as the a priori expressions (in 73.1% of the exper-
iments conciseness remained the same, in 17.3% it actually improved). Only in
9.6% of the experiments, the discovered encapsulations were less concise. Like
accuracy, conciseness too declined as the complexity of targets increased. Table 1
breaks down the comparative conciseness rates according to the complexity of
the targets.
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Table 1. Accuracy and Conciseness by Target Complexity

Complexity Mean % Less % Equally % More
(Selections) Accuracy Concise Concise Concise

1 0.998 1.21 98.79 N/A
2 0.969 2.34 84.21 13.45
3 0.950 9.03 78.61 12.36
4 0.928 17.84 56.48 25.68
5 0.877 17.56 47.52 34.92

R2 = 0.9985

R2 = 0.9975
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Fig. 2. Time Requirement vs. Number of Generations

The third measure of performance that we consider is time. Predictably,
the primary bottleneck for the system is database management; in particular,
the disk input and output activity. As discussed earlier, genetic programming
processes are measured by the number of generations required for the process to
converge. The mean number of generations required was 2.339. This information,
along with the time required per generation, gives the average time required for
an experiment. The average time for the 10 MB database was 3.76 seconds, and
the average for the 100 MB database was 61.32 seconds. The relationship of
the average experiment time with respect to number of generations is shown in
Figure 2.

5 Conclusion

We described a novel approach to the well-known problem of finding intensional
encapsulations of database subsets, based on the paradigm of genetic program-
ming. In experiments, our method performed very well qualitatively; i.e., with
respect to both accuracy and conciseness. Its time performance may be consid-
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ered acceptable for all applications that do not require instantaneous results (its
performance for moderate size databases may be considered acceptable even for
real-time applications).

Indeed, the time performance achieved may be considered surprisingly good,
given the general opinion of genetic programming as a solution method of low
efficiency. This accomplishment is largely due to the fact that the programs we
handle, namely queries, are very specialized, with restricted contexts and rela-
tively small search spaces. In addition, our judicious choice of selection predicates
promoted more rapid convergence of the evolutionary process. Furthermore, by
caching solutions in memory, we were able to reduce database access substan-
tially and thus contain the time required for each generation. Combined, the
reduction in the number of generations required and efficient processing of each
generation, resulted in this reasonably good performance. We observe that our
method lends itself to parallelization, and we estimate that by increasing the
database power (e.g., by using a cluster of database servers), further and con-
siderable improvements may be achieved.
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Abstract. The World Wide Web (WWW) is a great repository of data and it 
may reference thousands of data sources for almost any knowledge domain. 
Users frequently access sources to query information and may be interested 
only in the top k answers that meet their preferences.  Although, many 
declarative languages have been defined to express WWW queries, the problem 
of specifying user preferences and considering this information during query 
optimization and evaluation remains open. Most used query languages, such as 
SQL and XQUERY, do not allow specifying general conditions on user 
preferences. For example, using the SQL ORDER BY clause one can express 
the order in which the answer will appear, but the user must be aware of 
filtering the tuples that satisfy their preferences. Skyline and SQLf are two 
extensions of SQL defined to express general user preferences. Skyline offers 
physical operators to construct a Pareto Curve of the non-dominated answers. 
Skyline may return answers with bad values for some criteria and does not 
discriminate between the non-dominated answers. On the other hand, SQLf 
gives the best answers in terms of user preferences, but it may return dominated 
answers. Finally, the skyline operator evaluation time is higher than SQLf. We 
proposed a hybrid approach, Preferred Skyline, integrating skyline and SQLf to 
produce only answers in the Pareto Curve with best satisfaction degrees. We 
report initial experimental results on execution time and answer precision. They 
show that Preferred Skyline consumes less time than Skyline and its precision is 
higher than SQLf. 

1   Introduction  

The World Wide Web (WWW) is a great repository of data and it may reference 
thousands of data sources for almost any knowledge domain. Constantly, new data 
sources are published, increasing dramatically the size of the WWW. 

Users frequently access sources in order to query information and may be 
interested only in answers that satisfy their preferences. Electronic commerce is an 
example of this type of searching, where users express their preference criteria in 
terms of the quality of services/products.  

Although, many declarative languages have been defined to express WWW 
queries, the problem of specifying user preferences and considering this information 
during query optimization and evaluation remains open. On one hand, most used 
query languages, such as SQL (Structured Query Language) [1] and XQUERY [17], 
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do not allow to specify general conditions on user preferences. For example, one can 
express the order in which the answer of a SQL query will be produced by using the 
ORDER BY clause. However, to choose the ones that satisfy the user preferences, a 
filter process must be run on the top of the answer. This process becomes more 
complex when user criteria involve three or more conditions.  

Skyline [9] and SQLf [5] are two SQL extensions to express user-preferences. 
Skyline orders the answers of a query in terms of several criteria and outputs the set 
of points that are not dominated by any other point in the dataset. This set is called 
skyline or first stratum in the Pareto curve. SQLf is an approach defined to express 
fuzzy queries; user preferences are defined as utility functions. These functions are 
used to compute the membership degrees of the tuples in the answer of a fuzzy query. 

The SQLf query algorithm is based on the Derivation Principle. Following the 
Derivation Principle a fuzzy query is rewritten into a regular query called derived 
query. The derived query evaluation time is lower than fuzzy query processing, which 
is the main problem for fuzzy databases [4]. For the best of our knowledge, there have 
not defined fuzzy query optimization and evaluation techniques. On the other hand, a 
naive skyline evaluation is excessively expensive and efficient physical operators 
have been defined. SFS (Sort Filter Skyline) [9] is an efficient algorithm that allocates 
skyline answers in a window; tuples in the answer are chosen from the input table, 
which is sorted in terms of the user-preference attributes. 

The main objective of skyline algorithms is to efficiently identify optimal results in 
the space of solutions that meet the multiple user criteria.  The solution of a multi-
objective optimization problem is referred to as the Pareto curve [14]. A Pareto curve 
has an exponential number of points and it may be impossible to build this curve in 
reasonable time. For this reason, algorithms find approximations to Pareto optimal. 
Skyline identifies the first point in an approximation of the Pareto curve. Elements in 
the first point, are non-dominated by any other element. An element dominates 
another element if it is no worse in all criteria, and better in at least one criterion. 
SQLf may return dominated elements and may not identify all the non-dominated. 
Filtering dominated answers in SQLf will allow one to find better answers in terms of 
user preferences. On the other, Skyline can return answers with bad values for some 
criterion, i.e., it identifies the answers with better values in at least one criterion and 
worse values in the rest. Finally, Skyline does not discriminate between the non- 
dominated answers and SQLf does discriminate them in terms of a user-defined 
predicate.  

We propose a hybrid approach, Preferred Skyline, integrating Skyline and SQLf in 
order to produce only answers in the Pareto Curve that satisfy user criteria. We report 
initial experimental results on execution time and answer precision. Our initial results 
show that Preferred Skyline consumes less time than Skyline and its precision is 
higher than SQLf. 

2   Background and Related Work 

Kung et al. proposed the first Skyline algorithm in [13], referred to as the maximum 
vector problem and it is based on the divide & conquer principle. Progress has been 
made as of recent on how to compute efficiently such queries in a relational system 
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SELECT <attributes> FROM <relations> WHERE <conditions> 
GROUP BY <attributes> HAVING <conditions> 

SKYLINE OF a1 [min|max|diff],…,an [min|max|diff]  

and over large datasets [2][9][16]. In [2], the Skyline operator is introduced. They 
proposed two algorithms: a block-nested loops style algorithm (and variations) and a 
divide-and-conquer approach derived from work in [13][16]. In [16], an algorithm 
that uses specialized indexing for Skyline evaluation is introduced. In [9], a general 
Skyline algorithm was developed and it is based on the “block-nested loop” algorithm 
of [2] that is faster, pipelinable and more amenable.  

On the other hand, several efforts have been made by different authors in order to 
provide flexible querying database systems. Bosc and Pivert [5] have proposed SQLf, 
a fuzzy-set-based SQL extension. In [11][12] SQLf2 and SQLf3 are defined as an 
SQLf extension with the features of SQL2 and SQL3. There are some query 
processing mechanism [3][4][6][7] and the most relevant is derivation principle [6][7] 
because it has a less cost. 

2.1   Skyline Query Language 

 An operator, named Skyline, is defined in [2]. In Fig. 1, SQL is extended with a 
SKYLINE OF clause. 

Fig. 1. A proposed skyline operator for SQL 

A SKYLINE OF clause body represents a list of attributes or Skyline dimensions 
used to rank the dataset. Each dimension can be an integer, float, or a date and may be 
annotated with the directives: min, max and diff. Mix and max indicate minimum or 
maximum values and the diff directive defines the interest in retaining the best 
choices with respect to every distinct value of the attribute. Finally, if none directive 
is stated, max is the default. 

SFS (Sort-Filter-Skyline) [9] is an efficient algorithm that improves the 
performance of a skyline time computation. First, this algorithm sorts the input table 
and then, it passes over the sorted tuples to identify the ones that are non-dominated. 
The main disadvantage of this approach is that it first needs to order the input table 
and then, scan it to check the dominance relationship.   

2.2   SQLf Query Language 

One remarkable effort in the creation of flexible querying system for relational 
databases is SQLf [5]. Fuzzy queries involve fuzzy terms (atomic predicates, 
modifiers, connectors, comparators and quantifiers) whose semantic is user and 
context depended. Fig. 2 shows an SQLf basic query block. 

SELECT <attributes> FROM <relations>
WHERE <fuzzy conditions> WITH CALIBRATION [n|α|n,α]

 

Fig. 2. SQLf basic block 
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An SQLf query answer corresponds to the tuples in the Cartesian product of the 
relations in the FROM clause that satisfy the fuzzy condition. These tuples consist of 
the attributes in the SELECT clause. Some fuzzy logical expressions can be used with 
user-defined terms and predefined operators in the WHERE clause. A tolerance is 
specified in the CALIBRATION clause and indicates the condition to be satisfied by 
the best tuples. The process to identify the best tuples is called calibration. Two 
calibration types have been proposed: Quantitative and Qualitative.  In case of 
Quantitative calibration, a maximum number "n" of answers is obtained. On the other 
hand, tuples whose membership value is greater or equal to "α" are produced if the 
calibration is Qualitative.  

An efficient SQLf evaluation mechanism is based on the Derivation Principle 
[6][15]. The Derivation Principle Strategy attempts to keep low the number of row 
access in fuzzy query processing by means of the distribution of the α-cut over 
conditions involved in the fuzzy query. It derives a regular SQL query whose result 
contains the rows satisfying the fuzzy query with a degree value of at least α. This 
principle may be used for the evaluation of fuzzy queries avoiding the scanning of the 
whole database. A derived necessary condition is a basic concept in the Derivation 
Principle application. It is a regular condition that expresses the α-cut of a fuzzy 
condition. It is denoted by: DNC(<fuzzy condition>, ≥, α). 

Consider the following example to illustrate the Derivation Principle. Suppose 
location is a relation with an attribute priority and, BestZone is a fuzzy predicate on 
priority domain that measures the goodness of a zone. Fig 3 presents the definition of 
the BestZone function. The query: Find those locations in best areas with a tolerance 
level of 0.5 is expressed using SQLf as follows: 

SELECT * FROM location WHERE priority = BestZone  

WITH CALIBRATION 0.5 

0
0.5

1

0.0 2.5 5.0 7.5 8.75 10.0

 

Fig. 3. BestZone predicate definition by means of its membership function. We remark the 
satisfaction 0.5 that is used as a threshold in the example. 

First, applying the Derivation Principle, the derived necessary condition: 
DNC(priority = BestZone, ≥, 0.5) = Priority ≥ 8.75) is obtained. Since, the BestZone 
fuzzy function indicates that all the locations whose priority values is greater or equal 
to 8.75 will have a membership value equal to 0.5, then, the initial query is translated 
into the following:  

SELECT * FROM location WHERE priority ≥ 8.75. 
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 3   Motivating Example 

Consider the following relational table that represents a restaurant guide: 
Guide(idRest,Reviewer,AvegPrice,QService,QFood,QPlace). 

A restaurant is described by an identifier (idRest), the reviewer name (Reviewer), 
the average of the dish price (AvegPrice), and three values between 1 to 30 that 
measure the quality of the service (QService), the quality of food (QFood) and the 
quality of the place (QPlace), respectively. 

Suppose the top K restaurants will receive an award, so tuples in table Guide must 
be ranked in terms of the values of: QService, QFood, QPlace and AvegPrice. A 
restaurant can be postulated for the award if and only if there is no other restaurant 
with lower average price and better quality of service, food and place. To nominate a 
restaurant, one must identify the set of all the restaurants that are not dominated by 
any other restaurant in terms of these criteria. Winners will be selected among 
nominates in terms of the top K values of an overall preference that combines values 
of the previous attributes weighted by a confidence degree in the reviewer decision. 

Skyline and SQLf are two extensions of SQL language that could be used to 
identify the winners from table Guide. However, none of them will provide the set of 
winners and post-processing will be needed to filter the winners. 

Skyline offers a set of operators to build an approximation of a Pareto curve 
(strata) or set of points that are not dominated by any other point in the dataset 
(skyline or first stratum). Thus, by using Skyline, ones could just obtain the 
nominated restaurants. 

On the hand, SQLf will allow referees to implement a score function and filter 
some of the winners in terms of this function. In order to choose winner restaurants, 
SQLf computes the score to each tuple without checking dominance relationship 
between tuples in the dataset. Finally, also top K query approaches rank a set of tuples 
according to some provided functions and do not check dominance relationship. 

Although solutions produces by either SQLf or top K queries, will correspond to 
winners, some nominates may not be considered and in consequence some winner 
may not be identified [8]. 

To identify the set of all the winners, a hybrid approach that combines the 
goodness of Skyline and SQLf or top K will be needed. 

In this paper, we propose a Preferred Skyline approach that filters among an 
approximation of the Pareto curve, the points that meet user preference criteria the most. 

4   Preferred Skyline 

Preferred Skyline is a hybrid approach between Skyline and SQLf, that offers the best 
points of the first stratum or skyline of Pareto Curve based on a quantitative or 
qualitative calibration.  

We define its basic block as in Fig. 4 A Preferred Skyline query answer 
corresponds to the tuples on the Cartesian product of the relations in the FROM 
clause that are non dominated by any other tuple according to fuzzy skyline 
criteriaand whose score on a fuzzy condition function, is greater or equal than α.  
 

.
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SELECT <attributes> FROM <relations>  
WHERE <fuzzy_conditions> 

SKYLINE OF <fuzzy_skyline_criteria> WITH CALIBRATION [n|α|n,α]  

A tuple t is dominated by a tuple t', if and only if, t' is better than t as in the score 
function as in all fuzzy skyline criteria. If “n” is specified in the WITH 
CALIBRATION clause, the n best skyline tuples with the highest score are returned. 

Fig. 4. SQLf basic block 

We have implemented Preferred Skyline as a two steps process that combines 
SQLf and Skyline. In the first step, tuples in the input tables are filtered using the 
SQLf Derivation Principle-based algorithm. Then, in the second step, the SFS 
algorithm identifies non-dominated tuples. Dominated tuples are computed in terms 
of the fuzzy criteria and the fuzzy predicates calculated in the previous step. Note that 
this implementation is sound but it may not complete, i.e., there may be some non- 
identified nominates. 

Preferred Skyline algorithm has a (worst-case) complexity of O(m(logm)d-2), where 
“m” the number of points identified in the first step, and “d” the number of skyline 
dimensions [13]. The Preferred Skyline time complexity bound is based on the time 
complexity bounds of SQLf algorithms and Skyline. First, the SQLf Derivation 
Principle algorithm requires to scan a subset of the input that meets the fuzzy 
predicates. Then, running time reflects the database access time plus tuple processing 
time. The database access time is “c1” times “m” with “c1” a constant, “m” the 
number of returned points, “n” the number of points in the data set, m ≤ n. The tuple 
processing time is “c2” times “m” with “c2” a constant. A time complexity bound to 
compute the fuzzy set is O(m) [15]. This previous filtering reduces Skyline algorithm 
time. The Skyline algorithm running discards solutions that are not better across all 
the criteria and are produced by SQLf.  The running time of Skyline algorithms can 
be very high and it can be shown that the best Skyline algorithm to compute an 
approximation of a Pareto curve has a (worst-case) complexity of O(n(logn)d-2), with 
“n” the number of points in the data set and d the number of dimensions [13]. 

5   Initial Experimental Study 

We compare the quality of the answers produced by Preferred Skyline, Skyline and 
SQLf, and their performances. We implemented following three algorithms: the 
basic SFS algorithm without optimizations [9], the Principle-Derivation-based 
algorithm [4] and Preferred Skyline as the combination of the previous ones.  All 
the algorithms were implemented in PL/SQL and Swi Prolog and executed on a 
single processor machine: Intel 866-MHz PC with 512-MB main memory and an 
18-GB disk running Red Hat Linux 8.0. In this initial study, we run experiments 
over synthetic databases. 
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5.1   Experiment 1: Quality of Preferred Skyline wrt SQLf and Skyline 

We study the quality of the answers identified by Preferred Skyline, Skyline, SQLf 
with respect to the top K answers (TopK). We run nine medium and large queries. 
Queries represented in SQLf, Skyline and Preferred Skyline languages were defined 
over the same table and attributes. SQLf queries were randomly generated and 
characterized by the following properties: (a) there was only one table in the FROM 
clause; (b) attributes in the fuzzy predicates were randomly chosen among the table 
attributes using a uniform distribution; (c) base fuzzy predicates were defined on the 
basis of the fuzzy predicate minimum which is defined in Fig. 5; (d) a fuzzy condition 
in the WHERE clause was a conjunction of five or nine base fuzzy conditions and (e) 
the quality calibration was 0.75. Skyline queries had the following properties: (a) 
there was only one table in the FROM clause; (b) the Skyline directive was min. 
Preferred Skyline queries had the SQLf query properties plus the Skyline directive 
min. The size of the table varied between 100,000 and 1,000,000 tuples. Each tuple 
had ten integer values in the range from 1 to 30 and one string value. Each tuple was 
randomly generated following a uniform distribution.   

0

0,5

1

1,0 5,0 9,0 10,0 12,0

 
Fig. 5. Minimum predicate definition by means of its membership function 

 
In Table 1, we report the following results for the nine randomly generated queries.  

⎯  The average number of tuples in the answers produced by Preferred Skyline, 
Skyline and SQLf. 
⎯ The average number of additional tuples identified by SQLf and Skyline with 
respect to Preferred Skyline. 

In Table 1 we can observe that for queries with five fuzzy conditions SQLf returns 
many additional tuples either for the small or large database. Almost all of these 
tuples are dominated. This may be because first the SQLf preference criteria are based 
on Fuzzy Logic and they are more relaxed than Boolean criteria and second, SQLf 
does not able to check the dominance relationship directly. On the hand, Skyline only 
returns the tuples in the skyline, i.e., non- dominated tuples, and in consequence, it is 
more precise. 

Finally, for queries with nine fuzzy conditions, SQLf returns few or none 
additional tuples in all cases. SQLf is more precise maybe because the fuzzy 
condition criteria are more selective. However, Skyline returns more tuples, many of 
them have bad values in some criteria. In consequence, Skyline answers are less 
precise. 
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Table 1. Small database and five dimensions 

Database Dimensions 
Preferred 
Skyline SQLf Skyline 

SQLf Additional 
Tuples 

Skyline Additional 
Tuples 

Small 5 40 505 107 465 67 

Large 5 32 7850 39 7818 7 

Small 9 7 7 8350 0 8344 

Large 9 126 166 18311 40 18185 

5.2   Experiment 2: Performance of Preferred Skyline wrt SQLf and Skyline 

We report time evaluation for nine randomly generated queries expressed by using 
Preferred Skyline, Skyline, SQLf languages. A fuzzy condition in the WHERE clause 
is either a conjunction of one, five or nine base fuzzy conditions. The rest of the 
parameters are set as in experiment 1. 

First, we suppose that SQLf queries's execution time is lower than Skyline's 
because Skyline requires to find all tuples while, SQLf just needs to identify a subset 
of them. This is because a query that filters the tuples that do not satisfy the tolerance 
is obtained as result of the application of the Principle of Derivation.  

In Fig. 6 we report the effect of the number of criteria in the performance of 
Skyline, SQLf and Preferred Skyline. Criteria are referred as Skyline dimensions or 
fuzzy conditions. Time units are seconds and the results are normalized by means of 
log function.  We can observe the following:  

a) The processing time for SQLf decreases as the number of fuzzy conditions 
increases. This may be because the conditions became more selective and the number 
of filtered tuples decreases.  

b) There is not correlation between Skyline evaluation time and the number of 
dimensions. However, we can observe that the Skyline time increases as the number 
of tuples in the skyline increases. For all dimensions, Skyline time is higher than the 
SQLf time. It may be because Skyline scans all the tuples and checks the dominance 
relationship. For nine dimensions, the skyline is the largest set and the Skyline time is 
the highest.  

c) Similar to the SQLf behavior, the Preferred Skyline evaluation time decreases as 
the number of dimensions increases. Moreover, the Preferred Skyline evaluation time 
is lower than Skyline’s and higher than the SQLf’s. This may because the Preferred 
Skyline constructs the Pareto curve on top of the set of tuples produced by the SQLf, 
instead of considering the whole initial set of tuples.  

In Fig. 7 we report the effect of the database size on the Skyline, SQLf and 
Preferred Skyline evaluation time. We can observe that the processing time for 
Skyline, SQLf and Preferred Skyline decreases as the size of the database increases. 
Moreover, the Preferred Skyline evaluation time is lower than Skyline’s and higher 
than the SQLf’s.  
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Fig. 6. Dimension-Strategy Interaction 
Influence in Time for Basic Block Queries 

Fig. 7. Volume-Strategy Interaction Influence 
in Time for Basic Block Queries 

6   Conclusions 

We have defined a new approach called Preferred Skyline that integrates Skyline and 
SQLf approaches and returns the best answers of the skyline (first stratum).  

We study the performance and quality of Preferred Skyline wrt. Skyline and SQLf. 
The initial experiments show that Preferred Skyline is more precise than either 
Skyline and SQLf and its evaluation time is lower than Skyline’s and higher than 
SQLf’s.  On the other hand, Preferred Skyline may not identify some relevant 
answers. Additionally, Preferred Skyline is not able to produce just the top k answers 
when the skyline cardinality is greater than k.  

In order to improve the Preferred Skyline and reduce its limitations, it should be 
extended with the capabilities of finding possible answers in the following strata or 
next points in the Pareto curve. Necessary probe criteria are needed to ensure that 
only the required query condition evaluations are performed. In addition, to efficiently 
evaluate Preferred Skyline queries, a physical operator and cost model must be 
defined and incorporated into an existing database management system. In the future, 
we plan to define physical Preferred Skyline operators, their cost models and integrate 
them into PostgreSQL database management system. 
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Abstract. In this article, we present an approach to executing semantic queries 
on a set of domain-related Web services. The aim of this architecture is to 
obtain information from the available Web services, by mapping inputs and 
outputs of the Web service methods into concepts of an ontology defined in 
OWL (Ontology Web Language). For this purpose, we extend OWL-S to assign 
concepts and their contexts to the inputs and outputs of the methods, so that 
each method parameter is annotated without ambiguity. The paper also presents 
a graph-based data structure in which all the information needed for the 
semantic composition of annotated Web services is stated. Finally, we show 
how this data structure is used to solve semantic queries over the Web services. 

1   Introduction 

In the next generation of the Web, named Semantic Web, numerous semantically 
annotated resources will be available for both software agents and users. These 
semantic annotations rely on ontologies consensuated by different communities and 
user domains. The current contents of the Web should migrate towards this new 
space. However, so far only small web sites and well-structured information sources 
(e.g. relational databases) have been annotated, and usually these annotations are 
manually done. Semi-automatic and automatic mechanisms are emerging, though 
their results are not completely satisfactory yet. 

Recently, the semantic annotation of Web services is getting a great interest in the 
database community. As a result, different languages (OWL-S [1], DAML-S [5]) and 
tools (ASSAM [7], METEOR-S [3]) have been proposed. The main motivation of 
these languages is the semantic composition of Web services [4], although they are 
also being used for the discovery of interesting Web services, enhancing current 
catalogue services based on UDDI [13]. In the near future, we will have available 
hundreds of thousands of semantic Web services providing huge amounts of data. 
However, semantic Web services cannot relate their contents, as they are conceived as 
isolated data-providers. In this way, the effective exploitation of all these services 
requires new mechanisms and tools for discovering, querying and composing them. 

In this work we present an approach to the migration and exploitation of Web 
services in the Semantic Web. We have adopted OWL-S [1] to semantically annotated 
Web services. Moreover, we have extended it to allow expressing ontology contexts 
so that concepts and properties associated to methods can be disambiguated. For the 
querying and semantic composition of web Services, we propose a new semantic data 
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structure that allows us to know which service methods can be composed to solve the 
user queries according to the ontology. 

The paper is organised as follows. Section 2 introduces a motivating example with 
several web Services annotated with a common ontology. Section 3 describes some 
related works. Section 4 introduces the definition of context and how it is included in 
OWL-S specifications. Section 5 presents the proposed semantic data structure as 
well as the algorithms to generate it. Section 6 defines what a semantic query is and 
how they are solved by using the semantic data structure. Finally, Section 7 gives 
some conclusions and future work. 

2   Motivating Example 

Nowadays there are numerous Web services that provide different functionalities, 
which run the gamut from on-line data streams (e.g. weather forecast servers) to 
conversion methods (e.g. translators, unit converters, etc). However, these services 
are isolated elements that do not relate their contents. By working in cooperation they 
could provide much more interesting information to the end users and software 
applications. Semantic annotation of web Services is a first step towards service 
interoperability. This is done by means of a reference ontology, and must associate 
each service element (methods and their input/output parameters) to a concept or 
property of the ontology. 

 

 

Fig. 1. Ontology required for our Web services examples 

Our motivating example consists of four web Services (see Table 1). These 
services provide information about Natural Parks, geographic information about 
regions and roads, and unit converters. Notice that each service method is described 
by its name, input and output parameter types (at syntactic level), which is the 
information contained in the WSDL (Web Service Definition Language) 
specification. 

Next step in our approach consists of semantically annotating these methods by 
using the proposed OWL-S extension. Figure 1 shows graphically how the concepts 
are related in the ontology. It is worth mentioning that we do not only indicate the 
ontology concept associated to each web service element, but also its context, that is 
the neighbour elements of the associated concepts. These contexts are described in 
Section 4 as ontology paths. 
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Finally, over these semantically annotated Web services, users can specify 
semantic queries such as “which roads cross a given Natural Park”, “where is located 
a given Natural Park” and “how many regions are covered by a Natural Park”. Notice 
that the resolution of all these queries require the cooperation of several web Services, 
and that this cooperation is guided by the query. 

Table 1. Annotated Web services for the running example 

Web Service 1 –Natural Parks 

string getToponym(int, string) From the coordinates UTM of a natural park we 
obtain toponym of this one. 

[ int, string ] getLocation(string) It gives the UTM coordinates of a natural park from 
its name. 

Web Service 2 –Geographic Regions and their classification 

 [float,float] Coordinates(string) Given the name of a region it gives back the 
coordinates of this one. 

string Type(string) It gives back the type of region passed as input 
parameter. 

array[string] regionsByType(string) It gives back all the regions of the type passed as 
input parameter. 

Web Service 3 –Roads by Region 

array[string ] getRegs(string) It gives back a vector with all the regions crossed by 
the road passed as input parameter. 

Web Service 4 – Conversion between coordinates 

[ int, string ] CoordToUMT (float, float) It transforms coordinates into latitude and longitude 
to coordinates in UTM format. 

[ float, float ] UMTToCoord (int, string) It transforms coordinates UTM to coordinates into 
latitude and longitude format. 

3   Related Work 

Within the Semantic Web research area two main projects can be outlined, namely: 
DAML-S [5, 6] and WSMF (Web Service Modelling Framework) [7]. DAML-S is 
intended to describe the semantics of Web services and their negotiation processes, 
whereas WSMF proposes a complex intermediary architecture between agents that 
combine the different data models and invocation methods of Web services. Due to 
the complexity of both project proposals, their results are still emerging, and their 
main outcome is the specification of a language for the semantic annotation of Web 
services. 

The most accepted language to describe semantically Web services is OWL-S 1.0. 
OWL-S is a language that extends the initial proposal of DAML-S [1], to add 
semantics to Web services. It uses RDF (Resource Description Framework), and it 
defines what the service is, the service model, and how to access the service.  

On the other hand, WSMF evolves to WSMO (Web Service Modelling Ontology) 
[7], whose main difference with OWL-S is that the architecture plays an important 
role, and that a formal logic is used to represent the ontology axioms. 
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The semantic annotation of Web services is currently made manually, although 
there exist different approaches for the semi-automatic annotation of WSDL 
specifications, amongst them we outstand ASSAM [7, 8, 9] and Meteor-S [3]. 
ASSAM uses machine learning techniques, whereas Meteor-S uses structural 
measures and lexical similarity. 

WSDF (Web Service Description Framework) [2] is a framework that not only 
provides the representation language for the Web services, but also an execution 
model for them. In this framework, it is required that the client and the server provide 
an association within their local structures, and a domain ontology at design time. 

For the semi-automatic composition of Web Services, there exist several works 
that apply reasoning techniques. For example, [10] uses the algorithms proposed by 
DAML-S MatchMaker, [11] uses first-order logic of the OWL-S descriptions, and 
[12] applies Problem Solving Methods (PSM) to model semantic Web services. 

In our work, we propose a new method for the semantic composition of Web 
services that is guided by query user specifications. It takes as input a set of already 
semantically annotated Web services, to construct a semantic composition graph over 
which execution plans are built accordingly to user queries. In this way, this new 
approach is intended to bridge the gap between semantic annotations and execution 
models for web Services. 

4   Semantic Annotation of Web Services 

OWL-S is a language defined in order to help in the next four tasks: the automatic 
discovery, the automatic invocation, the interoperation and composition, and the 
automatic monitoring of Web services execution. In our approach, we focus on the 
profile Service-Profile, the semantic descriptions of the methods defined in the 
service and its parameters [1]. 

OWL-S defines relations between the methods described in WSDL and the 
concepts of an ontology. This type of association presents an ambiguity problem, as a 
concept can appear in different relations in an ontology or even in different 
ontologies, representing different semantic contexts. 

To solve this problem, we propose extending OWL-S to define both the associated 
concept and its context. This is achieved by the inclusion of a new property in the 
OWL-S  “process:parameterType” label, as follows: 

 
< process:parameterType rdf:resource =  
“http://www.myontology.org/onto#Region”  
 owlws:path = “/Road/cross_by/Region/{name}”> 

 
For the sake of simplicity, we regard an ontology as a tuple ( , ,is-a)C R , where C  is 

the set of concepts (classes), R  is the set of concept relations (properties), and is-a is 
a partial order over C  that represents the concepts taxonomy. In this way, an 
ontology can be also viewed as a graph where nodes are concepts and edges are 
properties or is-a relations. Although this is a very simplified representation of an 
ontology, it is sufficient for the aim of this work. 

To define ontology contexts, we use ontology paths. An ontology path is an 
alternate sequence of concepts and properties that begins at a specific concept and that 
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ends at a target node of the ontology (usually an atomic type or literal). Optionally, 
paths can group several target nodes to account for complex data types. The syntax of 
paths is defined in BNF as follows: 

 
Path ::= /class-name/Path2 | /class-name 
Path2::= property-name Path |  
         {Target-node,…,Target-node} 
Target-node::=atomic-type | literal | property-name 

5   Obtaining the Semantic Composition Graph (SCG) 

In this section a new semantic structure is introduced to analyze Web service 
composition for query resolution. The structure consists of a directed labeled graph, 
whose vertices represent contexts, and whose edges represent Web services methods 
and abstract relations between contexts. 

The directed labeled graph consists of a set of vertices V , a set of edges E  and a 
set of labels. An edge is defined by a triple, e E∈  where , ,e x y l=  such that ,x y V∈  
and l L∈  the set of labels associated to an edge. The edge e  is composed by a target 

( )t e x= , a source vertex ( )s e y=  and a label ( )l e z= .  

The set of labels is defined as ( )_L L L Lmethod is a λ= , where Lmethod  represents 

the set of WS method identifiers, _Lis a  represents the generalization relations 

between contexts, and Lλ  denotes the set of auxiliary labels to relate method 

parameters and their contexts. Each WS method Lmethod  is identified by the Web 

service name and the method name, for example “WS1:getToponym”. 

We define the set of edges as ( )_E E E Emethod is a λ= , where Emethod  

represents the set of edges that refers to concrete WS methods and their 
parameters, _Eis a  represents the set of edges that refers to generalization 

relationships given by the ontology, and Eλ  represents the set of edges that refers to 

generic relationships between contexts.  

We define the set of vertices as the set ( )V V V Vcontext and generator= , where 

Vcontext  represents the ontology contexts, Vand  represents the set of nodes that are 

required to join multiple input parameters of methods, and Vgenerator  represents the 

set of nodes that are required to state empty input parameters of methods. The context 
associated to a vertex v ∈V is denoted as ( )c v . 

A SCG for a set of web services have the following properties: 

• Reachability: A vertex is reachable depending on its type. Thus, a vertex from 
Vcontext  is reachable if there exists some edge pointing at it, a vertex from 

Vgenerator  is always reachable, and a vertex from Vand  is reachable if all the 

vertex pointing at it via some method edge are also reachable. 



390 J. Paraire, R. Berlanga, and D.M. Llidó  

• Specialization: A vertex 1v  specializes another vertex 2v  if , ,1 2e v v l∃ =  such 

that ,1 2v v Vcontext∈  and _l Lis a∈ . This property is transitive. 

5.1   Creating the Semantic Composition Graph 

The generation of a semantic composition graph consists of the following stages: 

1. Creating the vertices. In this stage all the possible contexts that appear in the 
ontology are created. Each context will have associated a graph vertex. Contexts 
are generated by applying the following algorithms: 

 
Algorithm ClassContexts(Class, context, Contexts): 

For each property of Class do 
  If property has as range another class Class2 then 
  newContext = context·”/”·property·Class2 
  Contexts.append(newContext) 
  ClassContexts(Class2,newContext,Contexts) 
  Else  

    Contexts.append(context·”/{”·property·”}”) 
 
Algorithm OntologyContexts(Ontology): 
    Contexts=[] 
 For each class in Ontology: 
  ClassContexts(class,”/”+class,Contexts) 
    Return Contexts 

 

2. Adding context generalization edges. In this stage, we add all the necessary 
edges of type _is a  between context vertices that can be directly related through 
the generalization relationship _is a  of the ontology. For example, if 

( )1c v =”/Region” and ( )2c v =”/Natural Park” the ( 1, 2, is-a) _v v Eis a∈  

3. Inferring implicit information from the ontology. An _is a  edge is created 

between two context vertices 1v  and 2v  whenever the ( )2c v  is suffix of ( )1c v . 

The edge’s source is the node whose context contains the suffix 1v . Formally, if 

,x y Vcontext∃ ∈ , ( ) ( )( ),suffix c y c x  then ( ), ,is-a _x y Eis a∈ . For example, if 

( )1c v =”/Region” and ( )2c v =”/Road/cross/Region”, then ( 1, 2, is-a) _v v Eis a∈ . 

4. Adding edges based on the input and output parameters of methods. These 
parameters are defined in the OWL-S specification, and our extension relates the 
inputs and the outputs to concepts and their contexts. Table 2 describes the 
vertices that must be created based on the number of input parameters and the 
number of concepts that can be associated to the output parameter.  

5. Inferring implicit information in the ontology and OWL-S files. If a Web 
service method relates properties of a same class, and this class is specialized by 
other classes, this method can be also applied to the specialized classes. Formally, 
if we have , , ,1 2 3 4v v v v Vcontext∈ , , ,1 1 2 1e v v z= where 1z Lmethod∈ , , ,2 3 1 2e v v z=  
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and , ,3 4 2 3e v v z=  where ,2 3 _z z Lis a∈  and both ( )1c v , ( )2c v  have a common 

prefix then we add the edge ( ), ,4 3 4 1e v v z=  to Emethod . Figure 2 shows the 

generated edges for some methods of the Web services in Table 1. 

6. Pruning isolated vertices. For each vertex that is not connected with any other 
one through a method edge, it is pruned from the SCG. 

Table 2. Vertices and edges creation for Web service methods 
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Fig. 2 – 3. Sub-graphs of a Semantic Composition Graph 
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Fig. 4. Sub-graph of a Semantic Composition Graph 
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6   Resolution of Queries in the Semantic Composition Graph 

In this section, we describe the resolution of queries by using the SCG previously 
described. This process consists of two main steps, namely: the query definition, and 
the generation of an execution plan for the query. It must be pointed out that in this 
paper we do not concern with the actual execution of a query since it falls out of the 
scope of the paper. 

6.1   Query Definition 

A query q  is defined as the pair q=(S, t), where S is a set of ontology path instances 
and t Vcontext∈  is the target vertex. The result set of query is a set of ontology 

instances for the target context of t. 
A query q=(S, t) is well-formed if we can find a minimal sub-graph Gq=(Vq, Eq, Lq) 

of the SCG such that all its vertex are reachable, qt V∈ , and for all instance i in S, there 

exists a vertex qv V∈  with the same context than the instance i. 

6.2   Execution Plan 

The execution plan of a query is the sequence of execution actions necessary to obtain 
the result set of the query. We distinguish two types of execution actions: the 
execution of a method with one or zero input parameters and the execution of a 
method with more than one input parameter. For the former, we define a simple 
transaction Ts  as a triple t=(x1, m, x2) where x1 and x2 are two context variables (i.e. 

variables whose domains are instances of the corresponding context). For the latter, 

we define a complex transaction Tc  as ( )1 1, , ), ,( , ,n mt x x m y y= , such that x1,..,xn 

are context variables for the input parameters of method m, and y1,..,ym are context 
variables for the output ones. 

The query execution plan is built by traversing the query sub-graph Gq . The query 
sub-graph Gq is a tree, so we can obtain the query execution plan transversing Gq 
following the levels by applying At each level of Gq  we have to apply the following 
rules to sets of vertices at the same level: 

• v Vand∈ : the transaction ( )1 1, , ), ,( , ,n mt x x m y y= is added to the execution 

plan, where x1,..,xn are context variables associated to the vertices that are 
connected to v with edges whose label is m, and y1,..,ym are context variables 
associated to the vertices that are connected to v with λ  edges. 

• _e Eis a∈ : these edges have no effects in the query execution plan. 

• e Emethod∈ : the transaction 1 2( , , )x m x  is added to the execution plan, where 

( )l e m= , x1 is a variable with context c(s(e)) and x2 is a variable with context 

c(t(e)). 
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Now, we can define an execution plan as an ordered sequence of transaction sets 

( ) ( )1 1
1 1... ... ...l l

n kt t t t  with the order relation , where ( )1...i i
nt t  refers to all the 

transaction of the vertices belonging to the level i  of the query sub-graph Gq. 
 

The following examples show the creation of execution plans: 

Query 1: Get the longitude-latitude coordinates of a region with UMT={21,A} (See 
figure 4) 

Query=({“Region/loc/UMT={21,A}”},“/Coord/{lat,long}”) 
Sub-graph:  

Eis-a={(/Region/loc/UMT/{region,band}, /UMT/{region,band}, is-a)}                     
Emethod={(/UMT/{region,band},/Coord/{lat,long},WS4:UMTToCoord)}  

Execution plan: {(V/UMT/{region,band},WS4:UMTToCoord,V/Coord/{lat,long})}  

Query 2: Get the name of the Natural Parks crossed by road B-7 (See figure 3) 

Query=({”/Road/id =B-7”},“/Natural Park/name/{string}”) 
Sub-graph:  
     Eis-a =  {(/Road/cross by/Region/{name}, /Region/ {name}, is-a), 
                   (/Natural Park/{name}, Region/ {name}, is-a)} 
     Emethod={(/Region/{name }, /Natural Park/{name}, WS2:Type), 
                   (/Road/{id}, /Road/cross by/Region/{name}, WS3:getRegs)} 

Execution plan: {(V1/Road/{id},WS3:getRegs,V2/Road/cross by/Region/{name}), 
                             (V2/Road/cross by/Region/{name},WS2:Type,V3/Natural Park/{name})} 

7   Conclusions 

The main aim of this work is to take profit from a large set of semantically annotated 
Web services to obtain new information from their cooperation. We have adapted the 
language OWL-S for the semantic annotation of Web services according to a given 
ontology, and we have extended it to enhance the semantic description of method 
parameters including ontology contexts.  In this way, the use of method parameters is 
disambiguated. The main contribution of the paper is a novel Semantic Composition 
Graph (SCG), which relates ontology contexts with Web service methods. With a 
SCG we can specify semantic queries and their possible execution plans, which find 
automatically the necessary semantic compositions between different Web service 
methods. 

We are implementing this approach in Java, and we plan to evaluate this tool over 
the Web service collection of ASSAM [8]. Future work also regards the inclusion of 
time and resource-based constraints that can be published along with the Web 
services. In this way, we can take into consideration these constraints to find optimal 
query execution plans over the proper composition sub-graphs. Finally, we also plan 
to adopt an execution model such as BPEL4WS, to perform properly the generated 
query execution plans. 
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Abstract. Current proposals for XML change detection use structural
constraints to detect the changes and they ignore semantic constraints.
Consequently, they may produce semantically incorrect changes. In this
paper, we argue that the semantics of data is important for change detec-
tion. We present a semantic-conscious change detection technique for the
hidden web data. In our approach we transform the unordered hidden
web query results to XML format and then detect the changes between
two versions of XML representation of the hidden web data by extend-
ing X-Diff, a published unordered XML change detection algorithm. By
taking advantage of the semantics, we experimentally demonstrate that
our change detection approach runs up to 7 times faster than X-Diff on
real life hidden web data and always detect changes that are semantically
more correct than those detected by existing proposals.

1 Introduction

Data in the hidden web can change any time and in any way. These changes
are reflected on the results of the queries posed on the hidden web. Hence the
problem of detecting and representing changes to hidden web data in the context
of such query results is an important problem. Let us illustrate with an example.

Consider the AutoTrader.com which is one of the largest car Web sites with
over 1.5 million used vehicles listed for sale by private owners, dealers, and
manufacturers. The search page is available at http://www.autotrader.com/
findacar/index.jtmpl?ac afflt=none. Figures 1(a) and 1(b) represent snap-
shots of results returned for searching for Jaguar cars on 2nd and 5th July, 2003
respectively. The results are presented as a list of cars. Each result contains car
details such as Model, Year, Price, Color, Seller, Vehicle Identification
Number (VIN), etc. Given the query results and our understanding of its se-
mantics, we may wish to state the following constraints. First, the VIN in the
results uniquely identifies a particular car entity. Note that VIN may not be
present for some results. However, if it exists then it will not be removed from
the subsequent versions of query results involving the particular car. Second,
the year of manufacturing and the model of each car do not get modified in
different versions. That is, a “mercedes” cannot be updated to “jaguar” or if the
manufacturing year of a car is “2001” then it cannot be modified to “2002” or

K.V. Andersen, J. Debenham, and R. Wagner (Eds.): DEXA 2005, LNCS 3588, pp. 395–405, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



396 V. Kovalev and S.S. Bhowmick

(a) 2 July, 2003 (b) 5 July, 2003

Fig. 1. The results of searching for Jaguar cars

any other year in the subsequent versions. Similarly, the seller attribute of a
car does not get modified in different versions for the same car entity. Further-
more, as underlying information related to the Jaguar cars has changed during
this time period, the query results in Figure 1(b) contain the relevant changes
that have occurred between 2nd July, 2003 and 5th July, 2003. Particularly, the
first car in Figure 1(b) has been inserted, the last car in Figure 1(a) has been
deleted, and the price of the first car in the older version has been updated from
“$51950” to “$50950” during this period.

In this paper, we consider the problem of detecting the above types of changes
automatically taking structural as well as a broad class of semantic constraints
into account. Note that our goal is to detect and represent the changes that are
relevant to a user’s query, not any arbitrary change to the hidden web data.
Also, we assume that the hidden web query results are unordered.

In our approach, we do not directly compare the two versions of hidden web
query results (Figures 1(a) and 1(b). This is because hidden web data is HTML-
formatted and every hidden web site generates it in its own fashion. Thus it
becomes extremely difficult and cumbersome to develop a generalized technique
that can be used for change detection to the hidden web data. Consequently, it
is important to develop a technique for transforming the hidden web data to a
more structured format so that we can develop such generalized technique for
the hidden web data. Hence, the hidden web query results are transformed into
XML format before they are used for change detection.

Since there are several recent efforts in the research community to develop
change detection algorithms for XML documents [1,5], an obvious issue is the
justification for designing a separate algorithm for detecting changes to the XML
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representation of hidden web data. We argue that although such algorithms
will clearly detect syntactically correct changes, they fail to detect semantically
correct changes. For example, these algorithms may detect that the model of
a car element has been updated from “mercedes” to “jaguar”. However, this is
semantically incorrect! We elaborate on this further in Section 2.

We have developed a semantic-conscious change detection algorithm called
HW-Diff to address the above issue. As we assume the query results to be un-
ordered, we have extended X-Diff [5], a published unordered XML change detec-
tion algorithm to implement HW-Diff using Java. To the best of our knowledge,
this is the first approach that address an important limitation of state-of-the-art
XML change detection algorithms by making them semantic-conscious. Our ex-
perimental results on four real data sets show that the HW-Diff detects more
semantically correct changes compared to the X-Diff algorithm. Furthermore,
it runs up to 7 times faster than X-Diff due to the exploitation of semantic
constraints.

2 Related Work

XyDiff [1] is designed for detecting changes in ordered XML documents. X-
Diff [5] is designed for computing the deltas for two unordered XML documents.
However, these algorithms in many cases produce semantically incorrect changes.
Let us illustrate this limitation with a simple example. Figure 2(a) shows the
old and new versions of an XML document. The results returned by X-Diff and
XyDiff are depicted in Figures 2(b). Observe that both the algorithms detect
that the Make of the first car is updated from Jaguar to Mercedes. However, in
reality the car whose Make is Jaguar definitely cannot be updated to Mercedes.
Hence, the results generated by X-Diff and XyDiff are semantically incorrect. The
correct types of changes that should be detected here are deletion of the first
car element in Figure 2(a)(i) and insertion of a new car (the first car element
in Figure 2(a)(ii)). HW-Diff address this limitation by extending an existing
algorithm (X-Diff) with semantic constraints. By incorporating such semantic

<Cars>
  <Car>
    <Make>Jaguar</Make>
    <Price>80,000</Price>
  </Car>
  <Car>
    <Make>Ford</Make>
    <Price>20,000</Price>
  </Car>
</Cars>

<Cars>
  <Car>
    <Make>Mercedes</Make>
    <Price>80,000</Price>
  </Car>
  <Car>
    <Make>Ford</Make>
    <Price>20,000</Price>
  </Car>
</Cars>

(a) Version 1 (b) Version 2

(a) Sample documents

<Cars>
  <Car>
    <Make>Mercedes
      <?UPDATE FROM "Jaguar"?>
    </Make>
    <Price>80,000</Price>
  </Car>
  <Car>
    <Make>Ford</Make>
    <Price>20,000</Price>
  </Car>
</Cars>

<unit_delta>
  <update XID=5>
    <oldval>Jaguar</oldval>
    <newval>Mercedes</newval>
  </update>
</unit_delta>

(a) X-Diff

(b) XyDiff

(b) Edit scripts

Fig. 2. Change detection
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knowledge in a general-purpose change detection algorithm, we can dramatically
decrease the number of matching possibilities between the two versions of the
document and increase the performance of the algorithm. Hence, HW-Diff
shows better response time compared to X-Diff.

3 Semantic Constraints in Hidden Web Query Results

In this section, we present the semantic constraints in hidden web query results
that are captured in the XML representation of the query results using HW-
Stalker [2,3].

Identifier: Some elements in a set of query results can serve as a unique iden-
tifier for the particular result, distinguishing them from other results. For ex-
ample, the VIN uniquely characterizes every Car in the query results from a car
database. These elements are called identifiers. In this work we assume that the
identifier, being assigned to a particular query result, does not change for this
result through different versions of the query results. However, it is possible for
the identifier to be missing in a result. Also, if an identifier is specified (not
specified) for a result in the initial version of the query results or when the
result appeared for the first time, then it will remain specified (not specified)
throughout all versions, until the result is deleted. This reflects the case for most
web sites we have studied. HW-Stalker allows specifying only one identifier
for each result. As each result is transformed into a subtree in the XML rep-
resentation of the hidden web query results, the identifier of a particular node
in the subtree is modeled as an XML attribute with name Id and the identifier
information as value. We now illustrate with an example the usefulness of the
identifiers in change detection.

Reconsider the query results in autotrader.com. Figure 3 shows partial XML
trees of the results in Figure 1. The Car nodes in T1 and T2 have child attributes
with name Id and value equal to the VIN. Intuitively, if we wish to detect the
changes between the two versions of the query results, then we can match the
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Car nodes between two subtrees by comparing the Id values. For instance, the
node 2 in T1 matches the node 46 in T2 and the node 3 in T1 matches the node
47 in T2 (same VIN values). However, the nodes 2 and 3 do not match the node
45 as it does not have any identifier attribute.

Facilitator: One or more elements in the result of the hidden web query result
set can serve as non-unique characteristics for distinguishing the results from
one another. This is particularly important when the results do not have any
identifier attribute. Two results that have the same characteristics (same at-
tribute/value pair) can be matched with each other. While results that have
different characteristics can not be matched with each other. Examples of types
of such characteristics are: the Year or Model of a Car node in the query results
from car trading site. These non-unique elements are called facilitators. Note
that these elements may not identify a result (entity) uniquely. But they may
provide enough information to identify results that do not refer to the same
entities.

We allow specifying any number of facilitators on a node. The facilitators
are denoted by node attributes with names F1, F2, . . . , Fn for all n facilitator
attributes specified for a particular node. If a node does not have a facilitator
attribute (the subelement may be missing) then the facilitator value is set to
“*”. Note that the facilitator attribute for a node can appear in any version of
the query results, but once it appears we assume that it will not disappear in the
future versions. As we never know which facilitator may appear for a node in the
future, a node with missing facilitator attribute should be matched with nodes
having facilitators. The reader may refer to [3] for guidelines the user may follow
to choose facilitators. In [4], an algorithm is discussed for automatic discovery
of facilitators from hidden web data.

Reconsider the Figure 1. We can find several candidates for facilitators, i.e.,
Color, Year, or Model. However, based on the semantic constraints introduced
in Section 1, it is reasonable to use the Year or Model as the facilitator. Figure 3
shows the facilitators for various nodes. There is one facilitator specified: the
Year as an attribute with name F1 for every Car node. Note that if a Car node
does not have an subelement Year then F1 is set to “*”. Now let us match the
node 45 in T2 with all the nodes in T1. Observe that node 45 does not have a
VIN. Therefore, it cannot match with nodes 2 and 3. Hence we do not need to
compare node 45 with these nodes. Using F1 we also observe that the node 45
cannot match with node 5 as the facilitators do not match. We can see that
the node 45 only matches node 4 in T1 as it does no have any VIN and its
F1=“2001”. However, this is not sufficient information to confirm whether these
two nodes represent the same car entity. But if we use both the Year and Model
as facilitators then we can answer this question by comparing the Model of node
45 with that of node 4. As the Model of nodes 4 and 45 are not identical, we can
say that these nodes do not represent the same car entity. Thus, we can state
that the node 45 is inserted in T2 as none of the car entities in T1 matches the
car entity described by node 45.



400 V. Kovalev and S.S. Bhowmick

4 Change Detection

4.1 HW-Signature

In order to detect the changes between two trees, we first need to find a matching
of corresponding nodes in the two trees. Obviously, matching every node in
the first tree to every node in the second tree is an inefficient solution. In X-
Diff, this problem is addressed by using the concept of node signature [5]. The
node signature compares not only the node type (text, element, and attribute
nodes) and the node name (e.g., car and price nodes) of two nodes, but also
their ancestors to determine the nodes that are to be matched. It is obtained
by concatenating the names of all its ancestor with its own name and type.
However, this notion of signature ignores semantic constraints embedded in the
data. Hence, we extend the definition of signature in X-Diff by incorporating the
semantic constraints associated with the hidden web query results. We call this
extended notion of signature as HW-signature. Hereafter, in this paper signature
refers to the X-Diff version of node signature and HW-signature refers to the
signature used in HW-Diff.

The HW-signature imposes semantic constraints by adding the notion of
identifiers and facilitators in the definition of signature. It is used later in our
change detection algorithm HW-Diff to facilitate the process of matching nodes
between the trees representing different versions of the hidden web query results.
It not only reduces the number of nodes that are to be matched to one another,
but also facilitates more semantically accurate matching compared to the signa-
ture.

We first introduce the notion of HW-node signature which is one of the basic
component of HW-signature. The HW-node signature of a node is concatenation
of the name of the node and its identifiers and facilitators (if any).

Let us define some terms for our exposition. Given a node x in the DOM
tree T , let Type(x) and Name(x) be the node type of x and the node name of
x (including the attributes) respectively. Also, if node x contains identifiers and
facilitators then let IdV alue(x) and FV alue(Fi, x) be the values of the identifier
and the facilitator attribute Fi of x respectively. Then,

Definition 1. [HW-node Signature] Suppose x is an element node and F
be a set of facilitator attributes on x. Then the HW-node signature is de-
fined as follows: HW − node(x) =Name(x)[Id(x)][Fac(x)] where (1) [Id(x)] =
/Id/IdV alue(x) if identifier attribute is defined for node x, otherwise [Id(x)]=∅;
(2) If F 	= ∅ then [Fac(x)] = [F1(x)][F2(x)] . . . [Fn(x)] where [Fm(x)] = /Fm/
FV alue(Fm, x) ∀ 1≤m≤ n and Fm ∈ F . Otherwise, [Fac(x)] = ∅.

For example, consider the two trees in Figure 3. Based on the above def-
inition, HW − node(3)=Car/Id/AJDA42C01NA17712/F1/2001 and HW −
node(52)=Price.

Definition 2. [HW-Signature] Let x be an element node. Then
HW-Signature(x)=/HW-node(x1) /HW-node(x2)/.../HW-node(xn)/
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HW-node(x)/Type(x), where x1 is the root of T, (x1,x2,. . .,xn,x) is the path
from x1 to x. If x is a text node, then HW-Signature(x)=/HW-node(x1)/HW-
node(x2) /.../HW-node(xn)/Type(x).

Definition 3. [HW-node Equality] Let x and y be the element nodes in T1
and T2. Let Ix and Iy be the identifiers of x and y. Let Fx and Fy be sets of fa-
cilitators of x and y respectively and |Fx| = |Fy|. Let P = {(Fx1, Fy1), (Fx2, Fy2)
. . . (Fxk, Fyk)} be the set of pairs of facilitators such that Fxi ∈ Fx, Fyi ∈ Fy,
FV alue(Fxi, x) 	= “*”, and FV alue(Fyi, x) 	= “*” ∀ 1 ≤ i ≤ k. Then HW-
Node(x)=HW-Node(y) iff (1) signature(x)=signature(y); (2) IdV alue(x) =
IdV alue(y); and (3) If |P | 	= ∅ then FV alue(Fxi, x) = FV alue(Fyi, y), ∀
1 ≤ i ≤ |P |.

In Figure 3, HW-node(3)=HW-node(47), but HW-node(2) 	=HW-node(47) as
they have Id attributes with different values. Note that for all nodes that have a
facilitator F where FV alue(F, x) = “*” the last condition in the above definition
is ignored. That is, only first two conditions are sufficient for HW-node equality.

Definition 4. [HW-signature Equality] Let x and y be element nodes in
trees T1 and T2 respectively. Let x1 be the root of T1 and (x1,x2,...,xn,x) is the
path from x1 to x. Let y1 be the root of T2 and (y1,y2,...,yn,y) is the path from y1
to y. Then, HW-signature(x)=HW-signature(y) iff Type(x)=Type(y) and
HW-node(xi)=HW-node(yi) ∀ 1 ≤ i ≤ n.

Observe that the above definition of HW-signature equality combines the
criteria of matching nodes by their signatures and matching nodes based on the
semantic constraints in the hidden web data. If two nodes have identical HW-
signatures then they have identical signatures. However, the inverse is not always
true.

4.2 Minimum Cost Matching

In this section we introduce the notion of matching. Formally,
Definition 5. [Matching] A set of node pairs (x, y), M, is called a match-
ing from tree T1 to tree T2 iff (1) ∀ (x,y) ∈ M, x ∈ T1, y ∈ T2, HW-
signature(x)=HW-signature(y); (2) ∀ (x1,y1) ∈ M, (x2,y2) ∈ M, x1=x2 iff y1=y2
(one-to-one); (3) Given (x,y) ∈ M, suppose x

′
is the parent of x, y

′
is the parent

of y, then (x
′
,y

′
) ∈ M (preserving ancestor relationships).

Observe that the notion of matching is defined in the same way as in [5]. The
key difference is in Criteria (1): we use the HW-signature as basic criterion for
matching nodes instead of signature as used in X-Diff. Criteria (2) and (3) in
this definition prevent children being matched if their ancestors are not matched.
These criterion reflect the integrity of XML segments.

Based on a matching M from T1 and T2, we can generate an edit script. It
can be shown using the same method as in [5] that there is a minimum-cost
matching that corresponds to a minimum-cost edit script. Note that we use the
same notion of minimum cost edit script as defined in [5] except for that fact
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that instead of using the signature, we use the notion of HW-signature. Observe
that every matching in our approach is also a matching in X-Diff. However,
the inverse is not always true. Thus, the X-Diff approach always has equal or
more number of matchings compared to our approach. As a particular matching
defines a particular edit script, the X-Diff approach chooses the minimum-cost
edit script from more number of scripts compared to our approach.

4.3 Algorithm HW-Diff

The algorithm HW-Diff takes as input the old and new versions of the XML
representation of the hidden web query results D1 and D2. It returns as output
the edit script E for transforming D1 to D2. As the algorithm is an extension
of the X-Diff algorithm, it can be best described by the following three phases.
Note that we do not present the pseudocode here as it is similar to X-Diff except
that we use the HW-signature instead of the signature to match nodes.

Phase 1: Parsing and Hashing Phase: In this step, the algorithm parses the
input XML documents to trees, and assigns the HW-signatures to each node and
computes the XHash values [5] for all the nodes in both trees. After this step,
the algorithm checks if the two trees are equivalent by comparing the XHash
values of the roots.

Phase 2: Matching Phase: In this step, the algorithm generates the minimum-
cost matching between two trees by computing the editing distances between the
nodes with equal HW-signatures on each level of the trees, going from the leaf
nodes to the root nodes. The steps for computing the minimum-cost matching
in our approach are the same as the steps of computing it for the X-Diff al-
gorithm except that we only compute distances between the nodes with equal
HW-signatures instead of equal signatures. As the number of nodes with equal
HW-signatures is always less or equal to the number of nodes with equal signa-
tures, the number of distances between the nodes to be calculated in the X-Diff
approach is equal or more than the number of distances to be calculated using
the HW-Diff approach. These two numbers are identical only when there are
no facilitators or identifiers specified in the query results.

Phase 3: Edit Script Generation Phase: In this phase, we generate a
minimum-cost edit script for changes to the hidden web data based on the
minimum cost matching found in the matching phase. This step is similar to
X-Diff.

5 Performance Evaluation

We have implemented HW-Diff using Java. All the experiments have been per-
formed on a Pentium 4 CPU 2.4 GHz with 512 MB of RAM. We used Microsoft
Windows 2000 Professional as operating system. We use the data from the fol-
lowing four hidden web sites for our experiments: AutoTrader.com, Amazon.com,
IMDb.com, and CiteSeer.org.We generated a data set for the experiments based
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Fig. 4. Performance study

on the results of a set of queries. We created a data set containing files with 400,
800, 1200, 1600, and 2000 results for each site. We monitored these sites for a
period of 6 months and archived the query results for our change detection pro-
cess. We also implemented a program that generates semantically meaningful
changed versions of these files with 5%, 10%, 20%, 30%, and 40% of changes of
all three types of changes (insert, update, and delete) equally distributed. Note
that in this experimental set up and data set, the Java implementation of X-
Diff ( downloaded from www.cs.wisc.edu/∼yuanwang/xdiff.html) cannot detect
the changes when the percentage of change is more than 20% due to lack of
memory (java.lang.outofmemory.error). For some data set it cannot detect
the changes when more than 10% data has changed. Similar situation arises for
HW-Diff if there are too many equal values for the facilitators.

Execution Time vs Semantic Attributes: Our first experiment is to evaluate
the affect of the selection of attributes in the query results as identifiers and
facilitators on the change detection time. We applied HW-Diff to the data
with different combinations of attributes selected as the facilitators and the
identifier. We used the data set described above with 10% changes. Figures 4(a)
to 4(d) show the results for different hidden web sites. HW-Diff demonstrates
best performance when we use the identifier attribute. If no identifier attribute
can be modeled for a particular result set then several facilitator attributes
help us to achieve similar performance. Observe that for small sets of query
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Fig. 5. Performance study (Contd.)

results, the execution time is almost the same and is actually defined by the
parsing time. However, as the result size increases, sometimes a single facilitator
attribute results in significant increase in the change detection time compared
to other attributes due to the frequent appearance of results having identical
values for this attribute in the sample data. For example, Figure 4(a) shows
that if we only use the Year of the Car as facilitator attribute then the change
detection time increases significantly, but not so much when we select the Model
as facilitator attribute. This is because more number of cars in the two versions
of the query results have the same manufacturing Year compared to the number
of cars having the same Model.

Semantic Incorrectness of Changes: This experiment evaluates the seman-
tic incorrectness of the changes detected by HW-Diff compared to X-Diff. Let
N be the total number of results in the change detection delta file D. Let M
of these results contain semantically incorrect changes. Then, the semantic in-
correctness of changes (denoted as Q) is defined as Q=M

N × 100%. As in the
previous experiment, we applied HW-Diff to the data with different combina-
tions of attributes selected as the facilitators and the identifier. The data for
X-Diff is same but without any facilitators or identifier. For each web site, we
used the data set with 800 results and 5%, 10%, 20%, 30%, and 40% changes.
Figures 4(e) to 4(h) show the results for the different hidden web sites. As in
the previous experiment, HW-Diff demonstrates best performance when the
identifier attribute is used. In this case the semantic incorrectness is reduced to
0% for all cases. If no identifier attribute can be modeled for a particular result
set then several facilitator attributes help us to achieve similar performance. For
example, for AutoTrader.com the combination of Model, Year, and Color helps
to achieve similar performance. Observe that for all cases HW-Diff outperforms
X-Diff as far as detection of the number of semantically correct changes. In fact,
the number of incorrect changes detected by X-Diff approximately equals the
number of changes in the document for all the cases. Also observe that even
though single facilitator attribute leads to increase in detection of semantically
incorrect changes, it is still less than X-Diff for the given sites.

Execution Time vs Percentage of Changes: Our last experiment measures
the execution time on different percentage of changes. For each web site, we
used the data set with 1200 results and 5%, 10%, 20%, 30%, and 40% changes.
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Figures 4(i) and 5 show the results for different hidden web sites. The affects
of the identifiers and facilitators are the same as the previous two experiments.
Observe that for all the sites HW-Diff outperforms X-Diff (up to 7 times)
especially when the percentage of changes is more than 10%.

6 Conclusions

In this paper, we presented a technique to detect semantically correct changes to
the hidden web query results. Our work is motivated by the problem that existing
change detection algorithms do not exploit the semantic constraints of the data.
In our approach, the unordered hidden web query results are transformed to
XML format using the HW-Stalker algorithm [2] and then detect the changes
between the two versions of XML representation of the hidden web query results.
We propose an algorithm HW-Diff that extends X-Diff, a published change de-
tection algorithm for unordered XML, by incorporating the semantic constraints
associated with the data. HW-Diff detects more semantically correct changes
compared to X-Diff and runs up to 7 times faster than X-Diff for the given data
set.
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Abstract. The concept of Design for All is not well understood, and the issues 
of accessibility and inclusion are often relegated to specialists and dedicated 
conferences. This paper introduces the concept of Design for All dispelling 
some of the misunderstandings that surround it, and situating it within the 
Information Technology context, as distinct from wider considerations such 
accessibility in the built environment. Some of the reasons for undertaking 
Design for All are discussed, and, making use of the analogy of the printed 
book, the paper then shows how  Design for All in combination with 
Information technologies are enablers in the widest sense of the term. Finally, it 
is noted that Design for All is a process, not a product, and while there are 
people who specialise in eAccessibility, the research agenda demands more 
involvement from information technologists of all kinds. These are issues that 
concern us all, in our roles as designers and implementers of information 
technology, as well as in our role as consumers of information and participants 
in the Information Society. 

1   Introduction 

The term ‘Design for All’ is a deliberate attempt to describe the meaning of what has 
been called variously, ‘Universal Design’ in the USA, ‘Inclusive Design’ in Britain 
and Ireland, ‘Barrier-free Design’ in Germany, and uses the qualifier ‘accessible’ to 
describe products, systems and services where consideration has been given to their 
use by all sorts of users, in all sorts of circumstances. Put another way, it is an attempt 
to consider diversity, not just in the population, but also in the scope and nature of the 
interaction, and the contexts of use. 

Design for All has been misunderstood in various ways. There are those who view 
it as a euphemism for ‘Design for the Disabled’. In this view, it as understood as 
designing products and systems for a small minority and requiring specialist 
knowledge on the part of the design team, such as rehabilitation engineers, 
physiotherapists, and lately, accessibility experts, etc.  It is true that the history of 
Design for All has its roots in the Universal Design movement, which in the 
beginning concerned itself primarily with the built environment.  The coining of the 
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term, ‘Universal Design’ in the late 1970’s is attributed to the late Ron Mace, an 
architect who, as a polio victim and a wheelchair user, was one of the best known 
champions for the design of products and environments to be usable by all people, to 
the greatest extent possible, without the need for adaptation or specialised design. 
Speaking at a conference, in 1998, just before his untimely death, he noted that: 
"Universal design seeks to encourage attractive, marketable products that are more 
usable by everyone. It is design for the built environment and consumer products for a 
very broad definition of users”.1 This is an important aspect of Design for All: to 
become part of mainstream design practice, rather than design for a niche market of 
‘the disabled’ and making special accommodations for them. 

Another misconception attributed to Design for All is to concentrate on the 
‘universal’ and interpret it as meaning ‘one-size-fits-all’.  Nothing could be further 
from the truth. Design for All, in the information and communication technologies 
(ICT) context, is a graded concept. It allows for: 

• The design of information society technology, products, services and applications, 
which are demonstrably suitable for most of the potential users without any 
modification  

• Design of products, which are easily adaptable to different users (i.e. by 
incorporating adaptable or customisable user interfaces)  

• Design of products which have standardised interfaces, capable of being accessed 
by specialised user interaction devices. [1] 

A useful diagram to compare this with is shown below in Figure 1. This represents 
all users of ICT equipment and services as a pyramid with human abilities along the 
vertical axis, from good at the bottom to very poor at the top. There is a wide base 
containing those who can access all services and devices directly. Above that is a 
smaller section containing those who can access equipment and services only with 
some form of (simple) adaptation (e.g. getting up very close to read a display, 
memorising a sequence of actions,  marking smartcards so as to know which way to 
insert them, etc.). Above this is a still smaller section containing those who need some 
form of assistive technology to access equipment and services (e.g. supplementary 
large display for visually impaired people, special keyboard for blind or motor 
impaired people, extra amplification for hearing impaired people, etc.). At the apex of 
the pyramid are those people who can only access services and devices with the 
assistance of another person.  The goal of Design for All therefore is to push the 
boundary between ‘Those who can use all’ and ‘With adaptation’ as far up as 
possible. 

The problem with the misconceptions concerning Design for All is that unless they 
are explicated, they can serve as arguments against it or even lead to design that 
favours one disability while causing new problems for other disabilities. For instance, 
a design requirement that caters to the needs of visually impaired, - replace a visual 
alert with an acoustic one -, does conflict with the needs of the hearing impaired. 
Designing for All means finding solutions that cater to all, in this case if possible 
leaving both the visual and accoustic modalities, and perhaps including in addition 

                                                           
1 See biographical sketch at http://adaptiveenvironments.org/accessdesign/profiles/ mace_text. 
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some other sensory alert, such as tactile one, like the vibrating alerts now available as 
standard in most mobile phones. Alongwith this should go the ability to have the 
choice of modalities, and the functionality that allows a user to switch between them, 
or to turn them off completely.  It is important to remember that there are no 
stereotypes, elderly people have both visual and hearing impairments, users may find 
themselves in a dark and noisy environment and thus temporarily deaf and unable to 
see well.  Since we cannot cater a priori to the user group, nor to the context of use of 
a device, then the richer the alternatives, the more likely it is to find something to 
cover every need. 
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Fig. 1. The Usability Pyramid (Nordby 2003)2 

2   What Motivates Design for All? 

Having cleared up some of the misconceptions about Design for All, the question to 
answer is what motivates it? Broadly speaking there are four groups of reasons, to do 
with ethics, demographics, commercial considerations and finally, legislation.  

2.1   Ethics 

With regard to ethics, Design for All considers the right of all citizens to equal 
opportunities, especially in terms of the right to education and employment.  There is 
a well understood interdependence between these two: poor education equals poor 
employment prospects.  Lack of education results in lack of knowledge and skills 
needed to become employable. A less considered, but also important part of education 
is the acquisition of social skills, e.g. how to communicate and be sociable, that are 
essential to the workplace.  The web is becoming the new societal platform where 

                                                           
2 See presentation materials from the CEN, CENELEC, ETSI “Accessibility for All” 

Conference, 2003 available at http://www.etsi.org/cce/proceedings/ppt/6_2%20nordby% 
20 visualsupport. ppt 
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people can provide, share, search and locate information, as well as conduct 
community activities. Excluding anyone from this new platform is ethically 
inappropriate and unacceptable.  

Ironically, the Internet has brought tremendous advantages to just those people 
whose impairments or situations prevented them from participating in activities such 
as shopping in more traditional ways.  These may be people who are functionally 
impaired, or people who are homebound, such those caring for invalids or looking 
after small children.  For these people simple everyday activities like a visit to the 
shops needs advance planning and arrangements and dependence upon others. For 
many disabled or socially excluded people, technological advances have given them 
the means to communicate with the world, and also to unite. The Internet and the 
support it offers for activities such as shopping, banking, voting, entertainment, and 
education, not to mention the lifelines provided by various online communities, have 
opened up opportunities that were not possible for these people before. With these 
communication channels these groups are also able to make their needs heard.  

The  Equal Opportunities Ethic, whose pedigree stretches back through the civil 
rights movement and the 1948 Bill of Human Rights3, is also in line with the new 
world view, which moves away from an emphasis on the individual to a more 
communal, collaborative approach in which social justice is at least as important as 
individual well being. With regard to disability, there is also the trend to move from a 
medical model of disability to a social model of disability. That is to say, to consider 
that it is not individual limitations, of whatever kind, which are the cause of problems, 
but society's failure to provide appropriate services and adequately ensure the needs 
of disabled people are fully taken into account in its social organisation [2]. 

These trends are particularly relevant in the context of the Information Society.  As 
the world goes online, services in their traditional form are no longer so readily 
available, and indeed some are being phased out. Unless all efforts are made to ensure 
that accommodations are made where necessary and that access to systems is 
available for all, there will be a further exacerbation of the ‘haves and have-nots’. It is 
then a prime concern to focus on ways of supporting access and preventing social 
exclusion.  

2.2   Demographics 

The motivation for Design for All does not rest on ethical considerations alone.  A 
powerful argument in its favour is that of present day demographics.  It is widely 
acknowledged [3] that people are living longer.  Advances in medicine and living 
conditions in the developed world4 mean that more people are able to survive what 
would have been previously fatal conditions.  Many of these people have functional 
impairments, either as a result of their conditions or simply as a result of their 
advanced age. With increased life expectancy, the ratios of abled to disabled and 

                                                           
3 See for a historical perspective http://www.design.ncsu.edu:8120/cud/univ_design/udhistory. 

htm  
4 See an interesting perspective from less developed nations on Design for All in Balaram, 

Singanapalli (2002), Universal Design Education and Development. in: Universal Design, 17 
Ways of Thinking and Teaching, Christopher, Jon (Ed.), Husbanken, Norway (p.316). 
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elderly are changing. Current estimates for the United States are that 20 percent suffer 
from some kind of disability.  

Furthermore, the aging population is growing inexorably, outnumbering the 
birthrate. In 2050, the world population above 60 years of age will be around 2 
billion, out of an estimated 8 billion.  The predictions for the UK (which shares with 
the rest of the Europe a falling birthrate) are that by 2020, almost half the adult 
population will be over 50, with the over 80’s being the most rapidly growing sector. 
With age comes an increasing divergence of physical capability. Some employees’ 
working lives are curtailed simply because they can no longer do jobs they used to do. 
This costs companies large sums in premature medical retirement.  This lessens the 
numbers of people in the workforce, and increases the numbers reliant upon pensions. 
The burden predicted by actuarians is already the root of discussions in most 
European Union member states about reducing benefits and pensions, and raising the 
retirement age.  Yet some of this is avoidable. Some workers could remain in 
employment and productive, were accommodations made for them.   

With regard to the over 80’s, the use of information technologies like email have 
already been shown to improve quality of life and break the present pattern of 
isolation [4], while other experiments in healthcare telematics [5] have helped them to 
maintain their independence.  A crucial factor has been catering to the needs of these 
users, whose requirements are related to the characteristics of their being elderly [6]. 

2.3   Commercial Incentives 

Closely linked to these demographics are commercial incentives. Now in the middle 
of the first decade of the new millennium, the oldest of the ‘Baby Boomers’5, the most 
numerous generation in humanity's history, are approaching retirement age. Born and 
bred in the consumer society, they have a completely different attitude toward the 
‘third age’. With life expectancy commonly increasing to ranges that have been 
described as the ‘older old’ (80-85+ years), the ‘younger old’ (65 +) find themselves 
retired, free of family commitments, and in some industries there is a projection that 
the bulk of their customer base may soon be made up of such people with money and 
leisure time to spend. In support of this, according to [7], they currently hold 80% of 
the UK's wealth and buy 80% of all top of the range cars, 80% of cruises and 50% of 
skincare products. In view of this, Fiat is actively targeting elderly drivers (the over 
65s) in its design of vehicle information systems, i.e. the systems for navigation, 
security, comfort and entertainment. They have found that including features to 
overcome certain constraints, nearly always increases the usability for everybody [8]. 

Yet still, many products continue to be designed to appeal to the younger 
generation and, it seems, ignore the expanding older market sector. Consequently, 
large sections of the population are being excluded by industry attitudes. In a paper 
written in 2000, investigating industry attitudes to Design for All, Keates et al. [9] 
reported that of the FTSE 100 companies (the 100 largest companies trading on the 
London Stock Exchange) only 37% aim to produce products for the over-50’s; 31% 
take end-user age into consideration when designing a new product or service; 29% 

                                                           
5 Baby boomers refer to those people born between 1946-64. 
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agreed that aging will affect how they run as companies; and only 18% employ 
significant numbers of over-50’s. 

Complementing this research, it appears there is also a problem with marketing. 
Design for All is still not perceived as marketable. Companies shy away from 
advertising their products as such and appear still to be obsessed with young people. 
To continue with examples from the mainstream car industry, Ford makes no secret 
that the Focus is their most accessible car, and that many of the ideas for its design 
came from taking into consideration the needs of older people6, yet this is not 
emphasized in their marketing campaigns. The same is true of the Renault’s Twingo, 
while the Opel Agila show in their advertising how the car may vary its internal 
seating arrangements. This is a definite advantage for less agile elderly passengers 
and passengers with wheelchairs, but elderly and mobility impaired users are not 
depicted in the advertising.  In advertisements for the Ferrari Enzo nowhere does it 
mention that it has been designed targeting the older driver. In fact, it has wider seats 
to accommodate more ample figures and has had its door height adjusted to lessen the 
need to bend (ageing) knees. Thus it seems that Design for All is associated with “do 
good-ing” and that ‘worthiness’, it is not an image that sells. This is perhaps an 
argument for why Design for All must be firmly divorced from its image of ‘Design 
for the Disabled’, and shown its ethical base does not reside in acts of charity, but in a 
firm belief that it serves the community as a whole, making life more comfortable for 
everybody.  

However, change could be happening. The above examples show that the vehicle 
industry is interested7.  There are also the changes in the way businesses project their 
image to their customers. In today’s environment corporate social responsibility has 
increasingly become fundamental in building trust and reputation with the clients and 
consumers they do business with. In this context, the experience of ‘closed doors’ can 
have a negative influence on the way people perceive even the most reliable 
companies and the strongest brands. Companies that adopt a socially responsible 
approach to business typically do so to protect or improve their reputation, and 
because they believe it will financially benefit their business. Many computer linked 
industries8 are taking seriously the effort to make it part of their corporate social 
responsibility profile to show a commitment to Design for All. 

Design for All would seem to make good business sense.  Incorporating 
accessibility features from the outset in the design of products and systems is much 
less expensive than retrofitting. Many techniques and methods introduced by Design 
for All show benefits, in terms of improving usability for disabled and non disabled 
users alike, and thus expanding the customer base. However, there are not as yet 
many clear examples of this, since the metrics are not easily come by.  It is hard to for 
companies to undertake before and after studies, or to measure the effort to make the 
product or service accessible. A similar situation has been faced by Human Computer 
Interaction HCI personnel for many years,  but fortunately, an emerging breed of 
consumer is demanding accountability in matters of usability.  Thus presently it is 
                                                           
6 Some simulation testing was done at UK’s Loughborough University, using their Third Age 

Suit. http://www.lboro.ac.uk/taurus/simulation3.htm 
7 Note that although the examples given here refer to the ergonomics of the cars, Fiat and 

Toyota at least are interested in the in-vehicle telematics. 
8  Microsoft, IBM, Sun amongst many others 
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probably fair to say that companies that display a commitment to Design for All do so 
because they believe it means a greater access to potential markets, a better corporate 
image, eliminates costly retrofitting but also reduced risk of action under disability 
discrimination legislation. Legislation is the fourth in the group of reasons for doing 
Design for All. 

2.4   Legislative and Regulatory Concerns 

One of the more cogent reasons for doing Design for All has come from the 
introduction of a growing raft of legislative and regulatory measures concerning the 
accessibility of information (content) and information systems, some of the most well 
known being the Amercicans with Disabilities Act (ADA)[10] in the States and the 
Disability Discrimination Act in the UK (DDA)[11]). Under these types of legislation 
some very expensive litigation has taken place, and high profile cases, such as the 
highly publicised Maguire v Sydney Organising Committee of the Olympic Games 
(SOCOG) [12].   

The effect of globalisation has meant as well that practices in one country are 
followed closely by large communities based worldwide.  Although the States led the 
way in this type of legislation, other countries are not far behind, while products and 
systems, if they are to be marketed globally, need to conform to the legislation in 
each country.  This has led to a search for guidelines and standards to be used by 
designers to ensure their companies’ products and systems are not liable for any 
infringements of the law.   

At the same time, following the example set by the US section 508 [13], to 
encourage the practice of Design for All in the European Union (EU) the two 
directives (2004/17 and 2004/18) [14] relating to public procurement will require that 
“whenever possible, public authorities must take into account accessibility for people 
with disabilities and design for all requirements, and include technical specifications 
in the contract documents”. Member states are required to transpose this into national 
legislation by the end of 2006. Currently work is underway9  looking at the 
harmonisation of eAccessibility requirements to be used in the public procurement of 
ICT products and services and the requirements for policy implementation in this 
field. [15].  With this ‘carrot and stick’ approach, and backed up by much work in the 
area of standards to support the legislation [16, 17 18, 19] these legislative and 
regulatory concerns are powerful arguments in the service of Design for All. 

3   Design for All and Information Technology 

That Information and Communication Technologies (ICT) have permeated every area 
of modern life is well recognised. What is not so well understood is that these 
technologies can offer almost unlimited potential for people with disabilities and other 
people suffering from functional limitations. This lack of understanding is because 
mainstream research and development has concentrated on the non existent ‘average 

                                                           
9 Projects such as eInclusion@EU see www.einclusion-eu.org and Web Accessibility 

Benchmarking Cluster www.wabcluster.org 
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user’ rather than a diversity of users.  This potential is mainly based on the flexibility, 
the multimedia and multimodality that these technologies can provide to answer 
varying needs of interaction between human and computer.  Most traditional 
information ‘tools’ were based on one or, more recently, several fixed modalities of 
interaction, e.g. books, radio. The design of the tools prescribed the way in which they 
could be accessed and handled.  

The book, for example, represents one of the most important tools of modern 
science and society.  Yet it is based on a visual style of presentation and a specific 
style of handling, that is, page turning. This style of interaction is fixed and immanent 
to the tool. This interface proved to be an efficient and usable design for hundreds of 
years -one we are still unable to relinquish- for there is still nothing to replace it. 
Figure 1 depicts the book, with is content, handling and presentation layer built in to 
the medium. 

 

Fig. 2. Inflexible Medium: The Book 

The ‘interface’ of this ‘tool’ is responsible for many of the problems known 
collectively nowadays as ‘print disabilities’. People who are unable to use the visual 
presentation (e.g. people with vision problems) or the specific handling (e.g. people 
with mobility and manipulation problems) are put at a disadvantage. The more books 
or printed materials became a standard the more people were expected to use them, 
and printed materials became a prerequisite for many essential activities including 
studying and working. For people with print disabilities the inflexibility of the 
interface meant exclusion. 

The contribution of the invention of the printing press was to increase the 
availability of written materials. Several centuries later, the invention of braille and 
other tactile reading systems partially helped those who were vision impaired but its 
expense and bulk limited its usefulness. In the twentieth century, radio and recordings 
have also helped the vision impaired, but these too have been limited by expense. It is 
now, in the twentieth century that the computer has given us the means of creating a 
new world of access to information.  

The analogy of the book is useful to understand how it is possible to unwittingly 
build exclusion into the tools we develop and use [20,21]. In addition it helps to 
illustrate what modern ICT can change in this context. The means of presentation and 
the modalities of handling are no longer bound to a certain tool; they are independent 
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and may be adapted to the needs of users. It is possible to use many different ways to 
access digital documents. At the time a document is accessed, the presentation style 
and the handling modalities can be selected, according to the needs of different users. 
This shows the integrating power of ICT. All users, including those with disabilities, 
may decide upon the way they want to access the document.   Figure 3 shown below, 
shows how the content and be accessed by different presentation and handling 
methods.  

 
 
 
 
 
 
 
 
 
 

 

Fig. 3. The flexibility of  ICT 

Using the example of documents also facilitates understanding that this flexibility, 
based on multimedia and multimodality is universal as the technologies are 
‘document’ based. That is, they use different levels of descriptions of functionalities 
and interfaces at a meta level which enable a very flexible interface to almost any 
system or device using ICT. The application of ICT combined with HCI 
methodologies to almost any part of daily life makes ICT a universal integrating 
technology as the interaction may be customised to devices optimised to users’ needs, 
including those with disabilities. Some of these specialised devices are known as 
Assistive Technologies (AT). 

3.1   Design for All and the Role of Assistive Technologies 

To refer to the usability pyramid shown in Figure 1, the AT are towards the apex of 
the triangle, and they belong in the pyramid as ways to offer possibilities of access, 
when combined with ICT and HCI, even to those with severe disabilities. AT 
provides extra handling and/or presentation layers, bridging the gap between the 
standard interface and these users’ needs. Some examples of AT for those with print 
difficulties, are screen readers or voice browsers for the visually impaired. This 
enables them, for instance, to read newspapers that have web equivalents to the paper 
copy version.  Speech synthesizers vocalise the material on the screen for these 
readers10. Alternate input devices permit persons with motor impairments to operate a 
computer and to move through the text without having to hold a book or turn pages. 
Examples of these are numerous, and include combinations of software and hardware, 

                                                           
10 Users who are not familiar with speech synthesizers find the robotic voice off puting, but 

those who are experts can actually speed them up and understand the output,- an aural 
equivalent of speed reading. 
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such as a switch or a pointing device (hardware) that can be used to select symbols on 
an onscreen keyboard (software).  

Now with such flexibility to hand, it is possible to avoid discrimination. This was 
previously out of the question when no alternatives for presentation and handling 
existed. It also means that the definition of disabilities can be rephrased.  It is not 
exclusively a question of individual limitations, it is more and more a question of the 
design of tools and systems to leverage an individual’s abilities and provide suitable 
interfaces to products, systems and services.   

While respecting the continuing need for assistive technologies for specialised 
cases such as refreshable Braille displays, or signing avatars, or highly individualised 
products for particular users, Design for All also sees AT as a source of inspiration 
[22]. Designers can look to AT and gain insight into how to provide better products 
and systems for all. As an example, website designers wanting to make an accessible 
application, studied and used screen readers in order to better understand how 
information can be structured when it is auditory, as opposed to visual, since most 
website design is primarily visual [23].  There are many occasions when solutions for 
the disabled have provided solutions to problems faced by other sections of the 
population.  An interesting list of mainstream products that were originally designed 
to overcome disabilities includes the TV remote control, the phonograph, the 
typewriter, to name but a few11.  Users of assistive technologies that become 
mainstream benefit from better support and from having these products moved from 
the expensive ‘niche’ market to cheaper mass production.  This of course has to be 
traded off against loss of customisation [24].     

As technologies continue to converge and we are seeing the emergence of whole 
new interaction paradigms, such Brain to Computer Interaction (BCI)  manipulating 
the computer with brainwaves [25]  Some implants may allow users (abled and 
disabled) to interact with applications in a more direct way, bypassing the need for 
some ‘handling’ layers.  

3.2   Design for All and the Web Accessibility  

Practically all Information Technology discussion will involve the Internet, and 
Design for All too is tied up with issues of Web Accessibility, since the interface to 
many of the new systems and services is the web. It is displacing traditional sources 
of information and interaction, like schools, libraries, print materials, discourse of the 
workplace, and lately government services. Some of the traditional resources were 
accessible, some not.  It also means the dissemination channels are changing, and 
information can come straight to the user, via desktop or laptop computers; PDAs and 
mobile phones, etc. No one can afford to remain outside it, and no one needs to. 

The Web is the fastest-adopted technology in history, and for people with 
disabilities, it is sometimes a "mixed blessing".  Some of the most common examples 
of practices that cause problems are the following: 

                                                           
11 A collection of such examples, mostly to do with telecommunications devices, is at 

http://ideal-group.org/ecc 
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• Unlabelled graphics, undescribed video, poorly marked-up tables, lack of keyboard 
support or screen reader compatibility, (causes problems to those with vision 
impairments) 

• Lack of captioning for audio, proliferation of text without visual signposts, (causes 
problems to those with hearing difficulties) 

• Lack of keyboard or single-switch support for menu commands, (causes problems 
to people with motor difficulties) 

• Lack of consistent navigation structure, overly complex presentation or language, 
lack of illustrative non-text materials, flickering or strobing designs on pages, 
causes problems to people with cognitive or neurological disabilities. 

Attention to these details improves the design of the application for other users, 
especially leveraging the multimodality of content and giving support for visual, 
auditory and tactile access [26]. Using the terms introduced above in the book 
analogy, this means there are handling and presentation options to suit a variety of 
devices, of situations of use, and of personal needs. The devices may be mobile 
phones with small display screens, Web-TV, kiosks.  The context of use include 
situations where there is low bandwidth making images slow to download; noisy 
environments where it is difficult to hear the audio; screenglare where it difficult to 
see the screen, driving a car or operating other machinery where eyes and hands are 
"busy".  These situations are variously encountered by people in the workplace, while 
travelling, while enjoying themselves. There are also situations where some modes of 
interaction are not socially acceptable, such as talking on the mobile phone in the 
theatre, etc.  

The presentation layer can be multimodal. Redundant text/audio/video can support 
different learning styles, low literacy levels, and second-language access. That is, 
when the same content is expressed in different modalities, the combination of two or 
more can reinforce understanding. As an example, many second language users are 
more proficient in aural than written language.  An audio version of onscreen text 
helps comprehension.   Presentation is also influenced by structure. At this level, style 
sheets can support more efficient page transmission and site maintenance, the 
captioning of audio files supports better machine indexing of content and retrieval of 
content, the text in the captions being used to conduct searches of video archives. 
Similarly, the ALT tag (the tag used to describe a graphic on a web page) can be 
leveraged to provide the search engines more meaningful content to work with. On a 
graphics rich web site, there may be very little text for the search engine spiders to use 
to analyse the site. However a relevant alt tag attached to each image means that the 
search engines will read them as textual content, and the web site will show up in 
relevant searches. Of course, it also means that pages make sense to people who are 
using text browsers, or who have turned off the graphics in the interests of speedy 
downloading.  

There are many resources available with information on all sorts of aspects of 
accessibility of websites and of information and communications technology12. The 

                                                           
12 Include Project Web Accessibility in Mind, http://ww.webaim.org; Dive into Accessibility 

http://www.driveintoaccessibility.org; INCLUDE project website http://www.stakes.fi/include/ 
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most well known are those from the W3C’s Web Accessibility Initiative (WAI) 13 and in 
particular their Web Content Accessibility Guidelines. At present, version 2 of these 
guidelines is being developed. They are organised around four principles of 
accessibility:  

• that content must be perceivable,  
• that interface elements in the content must be operable,  
• that content and controls must be understandable, and  
• that content must be robust enough to work with current and future technologies). 

Each of these principles is accompanied by guidelines to further explicate them. As can 
be seen the principles are at a descriptive level which is to aid design, not dictate it. 
Accessibility is part of Design for All, and Design for All is a process, not a product. 
What is needed is the application of the principles to methodologies from HCI [27].  

4   Design for All: A Research Agenda 

Design for All and eAccessibility leverage the integrating power of ICT and HCI, a 
potential which is well understood by those working in the area, but which needs to 
be integrated into mainstream research and development. Design for All and 
eAccessibility still remain at the level of principles and lack a coherent theory which 
could guide development and application. Four possible research domains are:  

1. From Assessment to the Specification of Profiles: Research is needed on new ways 
of interacting and communication based on ‘extreme’ user interaction abilities and 
describing, defining and specifying them as the basis for HCI. Coherent concepts 
and methods are required for how to specify the abilities and needs of users with 
disabilities to guide mainstream design of interfaces towards accessibility. These 
fundamentals should help to develop guidelines and support (tools) for the design 
process. 

2. Non Classical Interfaces: AT providing innovative, improved and more efficient 
ways of interaction with the standard HCI for people with disabilities. Based on the 
profiles defined, research is needed on new possibilities of AT and therefore of non 
classical user interfaces for extreme users. These new devices would provide new 
means of interaction and principles on how to design the HCI so that AT can 
interact seamlessly with it. 

3. Systems, Services, Context Awareness and Semantics: Bringing ICT and 
‘intelligence’ into the environment increases the possibilities of overcoming 
problems of people with disabilities. These new possibilities might be considered 
elaborate alternatives for the mainstream but for people with disabilities they 
enable an independent life. Research in this domain should explore the potential of 
new technologies for disabled and elderly people and should guarantee that 
guidelines for accessibility are incorporated already at an early stage into this 
domain. 

                                                           
13

  W3C Web Accessibility Initiative (WAI):  http://www.w3.org/WAI/ W3C WAI Web 
Content Authoring Guidelines 1.0 http://www.w3.org/TR/WAI-WEBCONTENT/ W3C WAI 
Web Content Authoring Guidelines, 2.0  http://www.w3.org/TR/WCAG20/ 
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4. Changes in the Context of Application – socio-economic, social and ethical.  
Impacts of ‘Technology for all’: Research on how these new approaches change the 
social, economical and ethical context of disability in the context of an aging 
population. Areas such as the lack of awareness and education in ICT/HCI 
domains in the area of care and service provision of people with disabilities and 
elderly people should be addressed [28]. The economical, social and ethical 
implications should be discussed. 

Design for All as an ‘early adopter’ addresses topics which are still underestimated 
in their impact for the individual and society as a whole. A holistic approach oriented 
towards finding the fundamentals for ‘eAccessibility’ and ‘Design for All’ is still 
needed.  In an aging society this research could form the basis for a series of 
application oriented activities for strengthening this economic sector.  

5   Conclusions 

This paper began with a definition and explanation of the term Design for All.  It is 
perhaps here the place to include the latest term from the EU: “eInclusion”. This 
means ensuring that in the Information Age, with the broadening of the population of 
information users, and the increase in the availability, type, functionality and content 
of new products and services, and of access devices and technologies, there is 
something to suit everyone, and no one is left out.  This will only come about as a 
result of designing mainstream products and services to be accessible by as broad a 
range of users as possible.   It also means that designers must be instilled with a 
Design for All culture14. This term widens the net to include all sorts of activities, 
including training in eskills and enhancing digital literacy for users.  What it means 
for us as designers and implementers is that we have to play our part in disabling 
disablement and enabling enablement15, remembering that we are designing for “our 
future selves”16.  However, as designers and implementers our task has less to do with 
the ‘demographic push’ of the aging populations, but on the ‘technology pull’ 
represented by the new possibilities and opportunities in the Information Age. 
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Abstract. Despite the emergence of XML as a standard for data exchange on 
the Web, XML update processing has received little attention. One of the issues 
that need to be addressed in XML update processing is the update robustness of 
the XML numbering scheme employed for efficient containment query process-
ing. In this paper, we propose an efficient update robust XML numbering 
scheme. It works for both ordered and unordered XML data and fits well in 
XML to relational mapping. The proposed scheme was implemented with a re-
lational database as the XML stores. The experimental results showed that our 
scheme is more efficient than the previous one. 

1   Introduction 

Since the emergence of XML as a standard for data exchange on the Web, research on 
efficient management of XML data has been actively conducted. The XML numbering 
(also called node numbering or labelling) schemes have received hot attention in 
recent years [2,4,5,7,8,10-12]. When an XML document is stored, some numbers 
could be assigned to its elements. Such numbering is employed to efficiently process 
containment queries for which identifying the structural relationship among the ele-
ments is needed. These numbers represent the ancestor-descendant and parent-child 
relationship among the elements, playing a key role in structural query processing. 

In a popular XML numbering scheme where an XML document is modelled as a 
node-labelled ordered tree, each node is assigned four numbers, (docid, begin : end, 
level). Docid is document identifier. The begin:end pair or range is assigned by the 
preorder traversal of the tree where the begin value determines the total order of the 
tree nodes in the preorder traversal. Level is the level of the node in the tree. For ex-
ample, for the XML document in Fig. 1a, its tree representation excluding the text 
with the assigned begin:end pairs is in Fig. 1b. Given two nodes x and y, x is an ances-
tor of y iff docid(x) = docid(y) and begin(x) < begin(y) end(y)  end(x). That is, the 
begin:end range of x (ancestor) contains that of y (descendant). With an additional 
condition, level(y) = level(x)+1, x is the parent of y. 

This range-based XML numbering scheme with minor variations for the end value 
assignment has been widely adopted in investigating XML query processing 
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[1,3,11,12]. However, none of those work considered XML update. One of the issues 
that need to be addressed in XML update processing is the update robustness of the 
XML numbering scheme employed for containment query processing. With insertions 
and deletions of elements, 
the structural change occurs 
in the document, and even a 
small update could cause 
the most of such numbers 
for the updated XML 
document to be renum-
bered. As such, the XML 
numbering scheme which 
avoids renumbering alto-
gether or as much as possi-
ble against updates is desir-
able. Such scheme is called 
update robust, durable, or 
persistent.  

In this paper, we propose an efficient update robust XML numbering scheme. It is 
range-based, and above all, very simple while not undermining the structural query 
processing power at all. It works for both ordered and unordered XML data and fits 
well in XML to relational mapping which is now a very popular vehicle for XML 
storage and retrieval. The rest of this paper is organized as follows. Section 2 surveys 
the related work. Section 3 proposes our numbering scheme. Section 4 gives some 
concluding remarks with the summary of implementation and performance evalua-
tion. 

2   Related Work 

The first update-conscious XML numbering scheme which is range-based was pro-
posed in [7]. It employs sparse numbering for future insertions, and the begin:end 
range assignment is different from the one 
shown in Fig. 1b. The begin:end range is 
replaced by order : size pair. Its meaning is as 
follows (see Fig. 2 for an example) 1: 

 
 For node y and its parent x, order(x) < 

order(y) and order(y) + size(y)  order(x) 
+ size(x). It means that the range [or-
der(x), order(x) + size(x)] contains the 
range [order(y), order(y) + size(y)]. 

 For two sibling nodes x and y, if x is the 
predecessor of y in preorder traversal, order(x) + size(x) < order(y) + size(y). 

                                                           
1 From now on, we do not explicitly mention the docid as well as the level as in Fig. 1b for the 

ease of explanation. 

“ ”“ ”<?xml version=”1.0”?> 
<a> 

<b> w </b> 
<c> 
     <d> x </d> 
     <e> y </e> 
</c> 
<f> z </f> 

</a> 

(1 : 6)

(2 : 2) (3 : 5) (6 : 6)

(4 : 4) (5 : 5)  

(a)                                (b) 

Fig. 1. Example XML Document & Numbering 

(1 : 100)

(5 : 3) (10 : 10) (25 : 5)

(11 : 2) (14 : 2)  

Fig. 2. Numbering Scheme of [7] 
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Thus, for two given nodes x and y, x is an ancestor of y iff order(x) < order(y)  or-
der(x) + size(x). Thus, this scheme has the same structural query processing power as 
that of Fig. 1b. 

The potential of update robustness of the numbering scheme of [7] was explored in 
[4]. Nine different cases in inserting a node into an XML tree were identified, and for 
each of them, the conditions among the order:size pairs of the involved nodes that 
should be met after insertion were presented. For two consecutive nodes X and Y of 
the tree in preorder traversal, Y can either be (i) the first child of X, (ii) the next sib-
ling of X, or (iii) the next sibling of node A which is ancestor of X (see Fig. 3 without 
inserted node B). When a new node Z is inserted between X and Y, there are similarly 
three cases between X and Z, and also three cases between Z and Y, leading to a total 
of nine possibilities. For example, if Z is inserted as the first child of X, then the afore-
mentioned conditions after insertion are as follows: 

1. Y becomes the first child of Z: order(X) < order(Z) < order(Y) and order(Y) + 
size(Y)  order(Z) + size(Z)  order(X) + size(X). 

2. Y becomes the next sibling of Z under X: order(X) < order(Z) and order(Z) + 
size(Z)  order(Y). 

3. Y becomes the next sibling of an ancestor of Z: order(X) < order(Z) and order(Z) 
+ size(Z)  order(X) + size(X). 

Other cases are omitted. Initially, the order:size values are assigned as integer with 
appropriate gaps between the order values of the consecutive nodes. When some 
insertion occurs, the reserved integers are used such that the conditions like the above 
should be met. When all the integers are used up in a certain gap, the floating-point 
numbers are employed. The problem with this scheme is that it needs to search the 
stored XML document for the order:size values involved, which may be time-
consuming depending on the tree topology involved. Besides, when the XML source 
is stored in a relational database, the translation of the requested XML insertion into 
SQL counterpart is very complicated. 

In [2], a scheme of quartering a begin:end range or the gap between two consecu-
tive ranges with the floating-point numbers to accommodate insertions was proposed. 

This scheme is to support XML 
updates in XRel system [11] 
where the begin:end values are 
assigned with the byte counts of 
the XML document. Therefore, 
the problem with this scheme is 
that incorrect node numbers are 
supposed to be generated after 
insertions, and it needs to pay 
some cost to fix it. To provide a 
correcting function, the update 
records need to be logged.  

An alternative approach to update robust XML numbering is prefix-based one 
[5,8,10]. In this approach, the node label is a bit string and for two nodes x and y, x is 
an ancestor of y iff the bit string of x is a prefix of that of y. In [5], a prefix labeling 
scheme was proposed where for a node x whose label is denoted as L(x), its first child 

… …

Fig. 3. Insertion of Leaf Element B 



424 H. Kang and Y.-H. Kim 

 

is labeled as L(x)0, the second as L(x)10, the third as L(x)110, and the i-th (1…1)i-10. 
An improved scheme where the size of the bit string assigned to the nodes is reduced 
was proposed in [8]. Similar scheme that uses a variant of Dewey encoding scheme 
was proposed in [10]. The main problems with prefix-based schemes are two-fold: (1) 
The assigned labels are of variable size which could be usually too long, leading to 
difficulties in space-efficient implementation. (2) They cannot efficiently handle up-
dates to the ordered XML documents. 

3   The Proposed Update Robust XML Numbering Scheme 

In this section, we propose our novel update robust XML numbering scheme which is 
range-based. The most distinctive advantage of our scheme is its simplicity in the 
sense that unlike all the previous schemes surveyed in the previous section, the popu-
lar numbering scheme of Fig. 1b which was devised without the consideration of 
updates is used while (1) not undermining the structural query processing power at all 
and (2) processing efficiently all types of XML updates from simple to complex ones 
regardless of whether the document is unordered or ordered. Another advantage is 
that XML update operations can be simply mapped to SQL. These advantages mean 
that our proposal could be easily incorporated into the existing XML query processing 
engines to support updates as well that were developed without the consideration of 
updates with the popular numbering schemes like the one in Fig. 1b especially when 
its underlying XML storage is based on a relational DBMS. 

3.1   Imaginary Rightmost Child 

The begin:end pair in our scheme is denoted as Nid (node identifier) and RmdNid 
(rightmost descendant node identifier) pair. Fig. 1b shows the (Nid:RmdNid) pairs 
assigned in the preorder traversal of the tree. 2  Intuitively speaking, for node n, 
RmdNid(n) is the identifier of the rightmost descendant node of n. But its formal 
definition is slightly different from such intuition because of insertions and deletions 
of the nodes. Another key number associated with each node which is not explicitly 
stored is IrmcNid (imaginary rightmost child node identifier). Intuitively speaking, for 
node n, IrmcNid(n) is the value that would have been assigned as the Nid to the 
imaginary rightmost child node of n in the preorder traversal of the tree.  This number 
plays the key role in our update robust numbering scheme though it is not explicitly 
stored. Fig. 4a is Fig. 1b augmented with IrmcNid in boldface (i.e., the third number). 

Definition 1 [IrmcNid and RmdNid]. For node n, IrmcNid(n) is the identifier of the 
immediate successor node of n’s rightmost descendant in the preorder traversal of the 
XML tree if one exists. Otherwise, IrmcNid(n) is the identifier of the imaginary 
rightmost child of the root. RmdNid(n) is some value z such that x  z < IrmcNid(n) 
where x is the identifier of the rightmost descendant node of n.                        
 

                                                           
2 In Fig. 1b, we assumed that Nid’s are monotonically increased by 1 in the preorder traversal 

starting at 1 from the root. In general, however, the numbering could be sparse, leaving some 
gaps between consecutive nodes for future insertions. 
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For example, RmdNid(c)  
and IrmcNid(c) in Fig. 
4a are 5 and 6, respec-
tively. c’s rightmost 
descendant is e and e’s 
immediate successor in 
the preorder is f. Thus, 
IrmcNid(c) = Nid(f) = 6, 
and Nid(e)  RmdNid(c) 
< IrmcNid(c) (i.e., 5  
RmdNid(c) < 6). 

RmdNid(e) and IrmcNid(e) are also 5 and 6, respectively. The rightmost descendant 
of every leaf node is itself. Thus, IrmcNid(e) = Nid(f) = 6, and Nid(e)  RmdNid(e) < 
IrmcNid(e) (i.e., 5  RmdNid(e) < 6). For a or f in Fig. 4a, no immediate successor of 
their rightmost descendants (i.e., f) in the preorder exists.  In that case, the Nid of the 
imaginary rightmost child of the root which is 7 in the initial assignment of the Nid’s 
in Fig. 4a is employed. Thus, IrmcNid(a) and IrmcNid(f) are both 7. 

Lemma 1. For node n in XML document D, IrmcNid(n) = minimum {Nid(m)’s for all 
nodes m such that Nid(m) > RmdNid(n), IrmcNid(root)}.                                             

3.2   XML Update Processing 

Now let us consider XML updates. We first deal with the insertion of a leaf element 
to an unordered document. Modification of the text, deletion/insertion of an arbitrary 
subtree both to unordered and to ordered documents are treated next. 
 
Insertion of a Leaf. Suppose leaf element <g> v </g> is inserted as a child of c in 
the XML document of Fig. 1. Node c has already two children d and e. As such, in 
inserting node g, its position matters. For ease of explanation, let us now assume that 
the XML document is an unordered one, and as suggested in [9], the new element is 
inserted as the rightmost child. Such an insertion requires renumbering the Nid’s of 
some nodes in the document if the preorder is to be kept. In our XML numbering 
scheme, however, all the current Nid’s remain unchanged, Nid(g) and RmdNid(g) are 
assigned, and just local adjustments on the relevant RmdNid’s take place. Fig. 4b 
shows the result of g’s insertion. 5.5 were assigned to both Nid(g) and RmdNid(g). 
Accordingly, RmdNid(c) was adjusted to 5.5. As a result, the preorder is kept. These 
were done as follows: 

 
1. IrmcNid(c) is computed as the minimum of Nid(n)’s for all nodes n such that 

Nid(n) > RmdNid(c). 
2. Both Nid(g) and RmdNid(g) are set to x = (RmdNid(c) + IrmcNid(c))/2. 
3. Let y be RmdNid(c), and for all nodes n along the path from the root to c 

such that RmdNid(n) = y, RmdNid(n) is set to x. 
 

 
(a)                                         (b) 

Fig. 4. Nid, RmdNid, IrmcNid 
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We call this procedure XInsAdjust. Note that IrmcNid(c) is computed first because it 
is not the one stored. Now let us apply XInsAdjust to an arbitrary XML document. 
We assume that for every node n of an XML document, RmdNid(n) was initialized to 
the identifier of the rightmost descendant node of n. Then, the properties that hold 
with XInsAdjust can be stated in the following Lemmas (refer to Fig. 3), leading to 
Theorem 1. All the proofs are omitted for the interest of space. 

Lemma 2. Consider path P whose target node is A in XML document D where the 
Nid’s have been assigned in the preorder. Suppose leaf element B is inserted as the 
rightmost child of A and XInsAdjust is done. Then, the following holds: 

(1) RmdNid(A)- < Nid(B) < IrmcNid(A)- where x(A)- dnotes A’s x before insertion, 
(2) RmdNid(B) = Nid(B)               

 
Lemma 3. Consider path P whose target node is A in XML document D where the 
Nid’s have been assigned in the preorder. Suppose leaf element B is inserted as the 
rightmost child of A and XInsAdjust is done. Then, for each node C that appears 
along path P including A such that RmdNid(C)- = RmdNid(A)-, RmdNid(C) = 
Nid(B).                  
 
Theorem 1. Consider path P whose target node is A in XML document D where the 
Nid’s have been assigned in the preorder. Suppose leaf element B is inserted as the 
rightmost child of A and XInsAdjust is done. Then, the Nid’s of all the nodes in D 
including B remain in the preorder without renumbering the Nid’s at all.          

 
Initial Assignment of Nid’s and Gap Split. For the initial assignment of Nid’s to the 
nodes of an XML tree, at least two parameters, R and G, need to be given as the Nid 
of the root and as the gap between two consecutive Nid’s in the preorder traversal, 
respectively (In Fig. 1b, R = G = 1.) G need not be static for all the two consecutive 
Nid pairs. For the pairs that expect more insertions than others, large G is desirable, 
whereas for those expecting little insertions, small G will do. Such dynamic gap con-
trol in the initial assignment of Nid’s would be possible when the schema of XML 
documents (e.g., DTD or XML Schema) is available and/or the patterns of document 
versioning (or evolution) is known a priori. Nid and RmdNid should be of type real 
because the Nid of the inserted leaf B could be selected from the gap between 
RmdNid(A) and IrmcNid(A) as a floating-point number where node A is the parent of 
B. It is desirable to maintain Nid and RmdNid as integers or as real numbers with a 
small number of fractional digits. For example, the calculation (RmdNid + IrmcNid)/2 
in XInsAdjust could be refined to (RmdNid + IrmcNid)/2) to truncate the fractional 
part unless it gets equal to RmdNid. 

More fundamental issue here is how the gap is to be consumed for insertions. The 
calculation (RmdNid + IrmcNid)/2 in XInsAdjust results in balanced split of the given 
gap. More sophisticated gap consumption through unbalanced gap split when the 
information on the expected insertion patterns is available is desired in order to ac-
commodate more insertions in a gap. These issues are beyond the scope of this paper 
where static gap and balanced gap split are assumed. 
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Performance Issues. One performance issue in XInsAdjust is how efficiently 
IrmcNid(n) is computed where n is the parent of the leaf to be inserted. When an 
indexing of nodes on Nid is provided, IrmcNid(n) is easily obtained if RmdNid(n) is 
given without accessing the nodes to check their Nid’s and/or RmdNid’s at all. Just 
the index search is necessary as follows: (1) The index entry whose Nid value is equal 
to RmdNid(n) is located. (2) The Nid value of its immediate successor entry is 
IrmcNid(n) if one exists. (3) Otherwise (that is, if the located entry in (1) is the one 
with the maximum Nid value), IrmcNid(n) is returned as RmdNid(root) + G where G 
is the gap between two consecutive nodes as mentioned in the previous paragraph. 
For this latter case, we need to maintain the up-to-date RmdNid(root) in a designated 
place. Another issue is how efficiently the RmdNid’s affected due to the insertion at 
node n are searched to be adjusted. The nodes whose RmdNid’s need adjustment are 
confined in a path from the root to n (refer to Lemma 3). Among them, only those 
nodes m such that RmdNid(m) = RmdNid(n) before the insertion are the targets for 
adjustment. They could be easily found when an indexing of nodes on RmdNid is 
provided. 

 
Insertion of a Leaf into an Ordered XML Document. Ordering support is important 
for many XML applications. The procedure XInsAdjust described above can be easily 
extended to deal with insertions into the ordered documents. There are three cases for 
ordered insertions. For element A, new leaf element B can be inserted (1) as the right-
most child of A, (2) at the right of some designated child of A, say C, but not as the 
rightmost one, and (3) as the leftmost child of A at the left of the former leftmost, say 
C. The first case was already dealt with for unordered documents. XInsAdjust that 
needs to be exercised for the other two cases is very similar to that for the first case, 
and in fact simpler because the adjustment of RmdNid’s is not necessary. In the sec-
ond and the third cases, both Nid(B) and RmdNid(B) are set to (RmdNid(C) + 
IrmcNid(C))/2 and to (Nid(A) + Nid(C))/2, respectively.  
 
Insertion of a Subtree. As for inserting a subtree t consisting of n nodes as a right-
most subtree of node p, a series of leaf element insertions will complete the job. The 
root of t is inserted first as the rightmost child of p, and then the root’s leftmost child 
is inserted as the rightmost child of the root, and so on. However, such a procedure 
suggested in the previous work is tedious. More efficient method is to treat t as an 
independent XML tree tobe numbered, inserting it as a whole in the following two 
steps: (1) The initial assignment of Nid’s to the nodes of t is done with R = 
RmdNid(p)+k and G = k where k = (IrmcNid(p)–RmdNid(p))/(n+1) while their 
RmdNid’s are also assigned accordingly. (In other words, n numbers, k1, …, kn where 
k1 = RmdNid(p)+k , kn = IrmcNid(p)–k , and ki = ki-1+k, are generated by dividing the 
gap between RmdNid(p) and IrmcNid(p) into n+1 segments, and these are assigned to 
the nodes of t as their Nid’s in the preorder traversal.) (2) For all the nodes q along the 
path from the root to p such that RmdNid(q) = RmdNid(p) before insertion of t, 
RmdNid(q) is adjusted to IrmcNid(p)–k. Meanwhile, inserting t not as the rightmost 
subtree of p can be done similarly and in a simpler way. (Refer to the cases of order-
sensitive insertion.)  
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Deletion and Modification. Contrary to the insertion, adjustment of RmdNid against 
the deletion of a subtree or the modification of the text to keep the Nid’s in the preor-
der is not necessary. As for modification, the structure of the XML document remains 
intact, and thus, it is obvious that no adjustment is needed. As for deletion, though it 
causes structural change in the document, skipping adjustment does not damage the 
preorder of the Nid’s nor correct functioning of further updates against the same 
document due to the flexible definition of IrmcNid and RmdNid in Definition 1. 

3.3   XML Update to SQL Mapping 

When XML documents are stored in a relational database with our numbering 
scheme, the processing of XML updates should be expressed in SQL. In this section, 
we show that generation of such SQL expressions is very feasible. To simply convey 
how such XML to relational mapping is accomplished, we assume that only one un-
ordered XML document D is stored in a single table as in the Edge table approach 
proposed in [6] where attributes are treated the same as elements. Below, such a sin-
gle table is called XMLOneTab, and presumed to consist of columns Nid, TagName, 
Npath, Text, ParentNid, and RmdNid. Each node of D is mapped to a tuple of 
XMLOneTab. For path P whose target node is A and leaf element B, say <b> xyz 
</b>, to insert B as the rightmost child of A, the following three SQL statements are 
generated and executed in that order where :irmcnid, :tname, :npath, and :text are the 
host variables: 
 
SELECT min(Nid) INTO :irmcnid FROM XMLOneTab 
WHERE Nid > (SELECT RmdNid FROM XMLOneTab WHERE Npath = 'P') 
 
INSERT INTO  XMLOneTab  

SELECT (RmdNid+:irmcnid)/2, :tname, :npath, :text, Nid, (RmdNid+:irmcnid)/2 
FROM XMLOneTab WHERE Npath = 'P' 

 
UPDATE XMLOneTab SET RmdNid = (RmdNid+:irmcnid)/2 
WHERE RmdNid = (SELECT RmdNid FROM XMLOneTab WHERE Npath = 'P')  

AND Npath NOT LIKE 'P/%'  
 
The SELECT statement is to compute IrmcNid(A). It is assumed that the imaginary 
rightmost child of the root is also stored as a tuple of XMLOneTab with proper Nid 
value. Another assumption is that the inner subquery returns just one instance of A. It 
is not a strong assumption when it comes to XML update as shown in [9]. (Usually, 
there would be more predicates in addition to Npath = 'P' in the inner WHERE clause 
to uniquely designate the target of update.) If that is not the case, however, a slight 
extension with the stored procedures will do. As for the aggregate function min(Nid) 
in the SELECT clause, an experiment revealed that it was quickly computed only 
through accessing the B+ tree index on Nid rather than accessing and sorting all the 
tuples satisfying the outer WHERE clause. 

The INSERT statement is to insert a tuple for newly inserted element B where the 
host variables are assigned as :irmcnid = IrmcNid(A), :tname = ‘b’, :npath = ‘P/b’, 
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and :text = ‘xyz’. It fetches the 
tuple for node A by giving condi-
tion Npath = ‘P’ in the WHERE 
clause, comes up with the tuple for 
node B, and insert it. 

The UPDATE statement is to 
adjust the RmdNid’s affected by 
the insertion of node B. The sec-
ond condition, Npath NOT LIKE 
‘P/%’, in the outer WHERE clause 
is to exclude A’s descendants for 
adjustment. Only those nodes 
along path P inclusive of A might 

be affected as far as RmdNid is concerned (refer to Lemma 3 and Fig. 3). 
The SQL statements to delete a subtree or to modify the text of a leaf into 

new_value are the followings where P is the path to the root of the subtree to be de-
leted or the path to the leaf whose text is to be modified: 
     
DELETE FROM XMLOneTab WHERE Npath = 'P' OR Npath LIKE 'P/%' 
UPDATE XMLOneTab SET Text = 'new_value' WHERE Npath = 'P' 

4   Concluding Remarks 

In this paper, we proposed an efficient scheme of update robust XML numbering, 
which is range-based. Compared with other range-based numbering schemes in the 
literature [2,4,7], our scheme is the most efficient in the sense that (1) it is the simplest 
to handle updates while providing the same structural query processing power, (2) it 
is the easiest in mapping XML updates to SQL. 

As proof of concept, our numbering scheme with relational mapping was imple-
mented with Oracle 9i in Java on Windows 2000 Server. The relational table 
schema for XML storage and structural query processing was based on XRel [11] 
with its begin:end pair replaced by our Nid:RmdNid pair. To compare the perform-
ance of our scheme with a previous one, we also implemented the scheme of [4]. 
Fig. 5 shows the average times for random insertion of a leaf element into the 
DBLP document assumed to be unordered as the size of the document increases. It 
was revealed that our scheme is less sensitive to the size of the document to be 
updated than that of [4]. Fig. 6 shows the average times for inserting a leaf element 
into the catalog document generated in XBench and assumed to be unordered as the 
level of the node under which the insertion is made increases. Since the height of 
the DBLP document tree is too short for such an experiment, we switched to the 
catalog document whose tree could be of up to 8 levels. Random insertions of 
leaves were made at each of level 3 through 7. It was shown that our scheme out-
performed that of [4] at every level. 
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Comparison of our scheme with 
prefix-labeling schemes in terms of space 
and update processing time with the 
same and fixed number of bits for 
Nid:RmdNid pair and for the bit string 
(in prefix-labeling) of each node is cur-
rently under way. 
 

Fig. 6. Time for Element Insertion at Different  
FLevel of XML Document 
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Abstract. It is a fact that XML update has become more important with the rise 
of XML Database usage. How update operations affect XML documents needs 
to be investigated further. In this paper we propose a methodology to accom-
modate update without violating the XML document’s constraints. The con-
straints maintained are those that are defined using XML linking language: 
xlink and xpointer. This language, which is standardized by W3C, is used to 
provide referential purpose among XML documents or nodes.  

Since XML link is embedded as an attribute in an XML instance, our pro-
posal can be used for schema-less documents and for instance-based reference. 
We propose a set of functions that perform checking mechanisms before up-
dates. The proposed method can be implemented in various ways, and in this 
case we use XQuery language.  

1   Introduction 

XML update is a considerably new research for semi-structured data community. 
There was a perception that XML document does not need frequent update [1]. How-
ever, due to the dynamic nature of the web application, we have witnessed a growing 
number of XML documents that require regular update. 

XML update methodologies have been discussed in a few works [1, 11]. Moreover, 
the researches on constraints preservation during update operations are even fewer. 
[7] discussed the issues on capturing semantic constraints during XML update. How-
ever, it is applicable to schema-based XML documents. 

Unfortunately, very frequently we have to store schema-less XML document in our 
database repository. Furthermore, for some cases –even to the XML with schema- the 
constraints are not schema-based but more likely to be instance-based. 

In this paper we aim to propose a methodology to update XML document without 
schema bound. The methodology will preserve the referential integrity constraint that 
exists through some XML linking technologies: XML Linking Language (XLink) [14] 
and XML Pointer Language (XPointer) [15].  

After the introduction, in section 2 we will discuss the motivation for this work. 
Section 3 provides basic information regarding the XML linking technologies. Sec-
tion 4 proposes the methodologies for the update operations insertion, deletion and 
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replacement. In section 5 we provide some analysis of the work including our contri-
butions and limitations. Finally our work will be concluded in section 6.  

2   Motivation 

XML document is a collection of information that is structured in a tree of nodes. 
Most of the time, we find an XML node contains information that is not explicitly 
stated in that particular node. The actual information is stored in another resource and 
the former node just refers to that resource. The different location between the two 
sources has raised the issues of referential integrity. How the reference links between 
the sources are maintained becomes a crucial task. 

We have been familiar with the concept of primary and foreign keys since the early 
era of relational model. The excellent support of referential integrity in this data 
model is the strength that has given RDB an important position in the database com-
munities. Since then, any emerging data model requires referential integrity mainte-
nance support as a basic requirement. It also applies for the XML data model that has 
been mentioned as the new era of data format in the database communities. 

The common way of referential integrity implementation in XML data model is 
ID/IDREF or key/keyref. For update, some XML database products use ID/IDREF to 
maintain the referential integrity [3, 4, 5, 9, 10]. Another approach uses key/keyref 
and embeds the referential integrity maintenance in XML query language [7]. Despite 
the contribution and usability, there is a limitation to these approaches. The system 
needs to know the ID/IDREF and key/keyref through a schema before it can employ 
the rules. There are two main cases where the current approaches will not work. 

• XML documents without schema. The non-schema-based XML document is 
mostly used by the document-side of the XML community [1]. Even though the 
XML document is rarely structured, its elements can refer to other sources and 
thus referential integrity is still necessary. 

For example, it is unlikely to store the following XML with a schema. Inside 
one element, there is a link that refers to another source. If we need to update the 
document that affects these link types, the referential integrity might be violated. 

<Article title=”Linking Language in XML Document”> 
  <firstchapter> 
    <para> This work is the continuation of our previous work on 

<article (!—-link to another source)> Referential Mechanism in 
XML Data Model </article>. Our main interest………<para> 

..</firstchapter>..</Article> 

• Instance-based reference instead of schema-based. In this case, the same ele-
ment of two instances that are validated by a schema refers to different sources. 
Thus, identifying the reference through IDREF/keyref will not be correct. For ex-
ample, the following schema-based XML document cannot use the IDREF/keyref 
because the reference links are instance-based. The element authors actually refer 
to different sources type.  
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<Book title=”Database Systems” (!—-put link to Amazon website--)> 
  <author (!—-a link to “author” doc-->Margo Channing</author> 
  <author>Eve Harrington</author> 
  <author (!—-a link to a personal site--> Addison DeWitt</author> 
..<publisher>XML Publishing</publisher> 
</Book> 

These two cases can be implemented by using XLink and XPointer. The links will 
be embedded as attributes to a specific element. In these attributes we identify the 
source to be referred. We will briefly explain this technology in the section 3. 

To the best of our knowledge, there is no work that has discussed the maintenance 
of these links after an update operation. [6] highlights three different XML update 
strategies. None of them has preserved various constraints (including referential integ-
rity) of the updated XML document. [7] has attempted to answer the limitations. 
However, the latter work is only applicable for schema-based constraints. Therefore, 
in this work we intend to further develop these previous works by investigating the 
schema-less XML document constraint maintenance during update. 

3   XML Linking Technologies 

Linking in XML allows users to create a complexly structured network of distributed 
resources [17]. W3C has been working on two important linking standards, namely 
XLink and XPointer. While the former has been released as a recommendation [14], 
the latter is still a candidate for recommendation [15]. 

XLink is used to describe complex associations between resources identified using 
Unified Resource Identifiers (URI). Sometimes XLink has added XPointer compo-
nent for more detailed reference. 

XPointer, which is built on the XML Path Language (XPath) [13], is used as the 
basis for the fragment identifier for any URI reference that locates a resource [2]. The 
fragment may be a single XML element or a collection of elements. The only limita-
tion is that the resources must be an XML Document. An example of the links is 
shown as follows. It has an XPointer embedded in a simple XLink.  

<Article xmlns:xlink=”http://www.w3.org/1999/xlink/namespace/”  
  title=”Linking Language in XML Document”> 
  <firstchapter> 
    <para> (!—-………--) our previous work on <article 

xlink:href=”Article2.xml#xpointer(title(‘Referential Mechanism in 
XML Data Model’> Referential Mechanism in XML Data Model 
</article>. Our main interest………</para> 

..</firstchapter> 
</Article> 

We can associate a link in XML with directed labeled graph. The resources are the 
vertices and the link itself is the edge of the graph. Based on the vertices we can clas-
sify the links into three types (see Fig.1): (i) a link between two resources in the same 
collection, (ii) a link between two resources in the same database, but from different 
collection and (iii) a link between two resources from different database.  
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Fig. 1. XML Link Classification based on the Vertices 

Among different links, it is hard to maintain the persistent reference using link type 
3. There are current content management systems that contain modules for checking 
external links regularly. However, it usually draws a high overhead cost and manual 
intervention and thus, is not desirable [17]. 

The information about the links can be stored into separate database called link-
base. Every time the XML document is processed, the linkbase will be loaded. In our 
work, we aim to utilize the linkbase not only to store the links but also as a look up 
reference before an update operation. By doing so, we can prevent broken links in our 
XML documents. An example of a linkbase is shown below. 

We can separate the linkbase into two: internal linkbase and external linkbase. In 
the latter, we will not have control on the content and therefore some mechanisms that 
monitor the changes in the content might be required.  

<?xml version=”1.0”?> 
<IntLinkBases> 
  <Xref xlink:type="xlink:extended" 
        xmlns:xlink="http://www.w3.org/1999/xlink"> 
    <SOURCE xlink:type="locator"  
            xlink:href=”Article1.xml#xpointer(//article(‘Referential 

Mechanism in XML Data Model’))” xlink:label=”src”/> 
    <DESTINATION xlink:type="locator"  
            xlink:href=”Article2.xml#xpointer[@title=‘Referential Mecha-

nism in XML Data Model’])” xlink:label="dest"/> 
    <GO  xlink:type="arc" xlink:from="src" xlink:to="dest"/> 
  </Xfref> <!—- More References --> </IntLinkBase> 

4   Proposed Methodology 

Next, we propose the methodologies for different updates. The aim is to preserve the 
integrity constraints in the updated documents. The constraints are specified in the 
linking language attributes of the document. Each operation will have unique check-
ing functions. These functions are generic methods that can be implemented in differ-
ent ways. In this work we use XQuery as the standard language for XML Database 
[16]. 
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Finally, to register the links in this work we use a simplified form of linkbase. The 
linkbase here contains only the destination of every link found in our XML document. 
We do not record the source of the links. Registering full linkbase components, espe-
cially with XQuery, is a considerably costly work. Furthermore, we can still check 
referential integrity by ensuring that the destination of every link is valid. 

4.1   Methodology for Insertion  

The first update operation is for attribute insertion (see Fig.2). For attribute target, we 
start checking whether it is a link attribute. If it is a link, our proposed method checks 
the link destination. For internal link, we check whether the actual destination already 
exists in our database.  
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Fig. 2. Checking Function for Insertion 

If the link attribute contains a valid link, we need to register it in one of our link-
bases. Internal linkbase keeps the links to any source inside our database. On the other 
side, if the link refers to an external source, we register it in the external linkbase. 
Note that at this stage we do not perform checking for external destination and thus, 
in the figure it is shown in dotted lines. 

This function will return either TRUE or FALSE value. The former indicates that 
we can proceed with the insertion. The latter indicates that we need to cancel the 
insertion. In another words, we use the restricted mechanism. 
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Now we have proposed a methodology for attribute insertion, what would happen 
if the target is element(s), which can contain link attribute?  

There are two solutions for this problem. First, we propose another checking 
mechanism for element insertion. However, this option has a potential problem. For 
instance let us say, we want to insert a group of elements (node 1 to 10). Element in 
node 1 has a link attribute which refers to element in node 9. When we validate this 
link attribute, it will return false because the destination does not exist. Hence, we do 
not select this option. 

The second option is the simpler solution. We will insert all the element(s) without 
any link checking. Once it is done, we insert the attribute links using checking 
mechanism in fig. 2. The weakness of this option is the additional overhead to sepa-
rate the attribute link from the element(s). However, this overhead will only be sig-
nificant if the size of insertion is high. In addition, to get a higher integrity data, some 
overhead is inevitable. 

Finally, to implement the method in fig. 2 we propose to use XQuery. The first 
function CheckFromLink below checks whether the attribute is a link or not. If it is, it 
checks the destination and whether it exists. The second function, InsertIntLink, is 
called by the CheckFromLink if the destination of internal link exists. This second 
function registers the link in our linkbase. 

FUNCTION CheckFromLink ($dbName, $docName, $parentName, $attName, $att-
ValueNew) RETURN BOOLEAN 
{LET $linkOutDoc=doc($attValueNew) 
    $target:=$dbName.doc($docName)//$linkOutDoc 
 
RETURN  
  IF $attName=’xlink’ 
    THEN (IF contains($attValueNew, $dbName) 
          THEN (IF exists ($target) 
                THEN InsertIntLink($dbName,$docName,$attValueNew) 
                ELSE FALSE} 
          ELSE TRUE} 
    ELSE TRUE} 
 

FUNCTION InsertIntLink ($dbName, $docName, $attValueNew) RETURN BOOLEAN 
{FOR $intLink in $dbName.doc($docName)/linkbase/internal 
  UPDATE $intLink{INSERT <linkTo>$attValueNew</linkTo>} 
RETURN TRUE} 

The following example illustrates the use of our checking function when we want 
to insert a link attribute in an element. In this example we want to insert the link at-
tribute to “Author.xml#xpointer[@id=‘MC12’]” in the element “Book.xml/author”. 
When we call the CheckFromLink function, the link will be registered inside the in-
ternal linkbase. 

FOR $g IN myDatabase.document("Book.xml")/Book[@title=”Database System”] 
    $p IN $g/Author[1] 
LET $attname := xlink 
    $attvalue := Author.xml#xpointer[@id=‘MC12’] 
UPDATE $p{ 
WHERE CheckFromLink(“myDatabase”, "Book.xml", "Author", "xlink", 
“Author.xml#xpointer[@id=‘MC12’]”) 
 UPDATE $p{ 
  INSERT new_att ($attname, $attvalue)}} 
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4.2   Methodology for Deletion 

The main concern for deletion is to avoid deleting a target that is referred by other 
node(s). In our methodology, we perform the checking to the linkbase before any 
deletion. If any internal source actually refers to the target node, we have to cancel the 
deletion. If the deletion can be performed, we also need to remove all links to the 
targeted node from the linkbase. 
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Fig. 3. Checking Function for Deletion 

The checking function is shown in flow chart below (see Fig. 3). Fig.3a is the 
process for attribute deletion and Fig.3b is for the element deletion. As in insertion, 
checking of attribute link during element deletion is not desirable. However, we still 
need to separately check the element deletion, because an element might be specified 
as a destination in the linkbase. If the target is element(s), we suggest removing the 
attribute links attached in the element(s) before start deleting the element(s). 

Using XQuery, we propose three functions below. The first function CheckTo-
Link checks whether the attribute is being referred. It also checks if the attribute is a 
link to another internal destination. If it is, the second function, DeleteIntLink is called 
to remove the link from the linkbase. The final function, CheckToLinkEle checks 
whether the element is being referred in the linkbase. 

FUNCTION CheckToLink ($dbName, $docName, $parentName, $attName, $attVal-
ueOld) RETURN BOOLEAN 
{FOR $intLink in $dbName.doc($docName)/linkbase/internal 
 LET $target := $intLink[linkTo =  

$dbName.$docName//$parentName#xpointer 
($attName(‘$attValueOld’))][1] 

RETURN 
  IF not exists ($target) 
    THEN (IF $attName = ‘xlink’) 
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        THEN (IF contains ($attValueOld, $dbName) 
              THEN DeleteIntLink($dbName, $docName, $attValueOld) 
              ELSE TRUE) 
        ELSE TRUE) 
    ELSE FALSE} 

 
FUNCTION DeleteIntLink ($dbName, $docName, $attValueOld)  
{FOR $intLink IN $dbName.doc($docName)/linkbase/internal 
 LET $target := $intLink[linkTo = $attValueOld][1] 
   UPDATE $intLink{ 
     DELETE $target} 
 RETURN TRUE} 
 

FUNCTION CheckToLinkEle ($dbName, $docName, $parentName, $eleName) 
RETURN BOOLEAN 
{FOR $intLink in $dbName.doc($docName)/linkbase/internal 
 LET $target := $intdest[linkTo =  

 $dbName.$docName//$parentName#xpointer($eleName) 
 RETURN 
   IF not exists ($target) 
     THEN TRUE 
     ELSE FALSE} 

4.3   Methodology for Replacement 

A replacement can be seen as a deletion followed by an insertion. Therefore, the pre-
vious processes can be utilized. Before a replacement, we need to check the linkbase. 
If the old target is referred by another internal source, we have to cancel the replace-
ment. Otherwise, we have to check whether the new target has a link. Depending on 
the existence of the referred source, we replace the old link direction with the new 
direction in the linkbase. These processes are applicable to attribute replacement. For 
element(s), the process will be the same as in Fig.3b because we still assume that 
insertion of new element(s) will have to be separated by its attribute insertion. 

Using XQuery, we propose two additional functions, CheckFromToLink and Re-
placeIntLink. The first function checks whether the old attribute is not being referred 
and the new attribute has a valid point to which to link. The second function performs 
the replacement operation in the internal linkbase. Due to the page limitation, we have 
not shown the flow chart and the XQuery functions for this update operation. 

5   Discussions 

In any kind of database, having persistent references is important for integrity pur-
pose. Specifically for XML, persistent references also avoid ubiquitous broken links 
and invalid search engine results [17]. The current solution is done by regularly 
checking the broken links and manually rectifying any that are found. This of course 
requires a considerable effort. Our aim in this work is to avoid the broken links in the 
first place by checking before updating a document. 

In this paper we propose the methodologies for updating XML documents. They 
aim to maintain the referential integrity embedded in the XLink. We differentiated the 
method based on the update type into three operations: deletion, insertion, and re-
placement. For implementation, we apply the query language XQuery not only be-
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cause it is the most complete W3C-standardized language [12], but also because it is 
used by most NXD products [3, 4, 5, 8, 9, 10]. 

Our methodology makes the following contributions, compared to current prac-
tices. 

a. We use XLink and XPointer for referential purposes instead of ID/ IDREF or 
key/keyref. While the latter approach is more suitable for database community of 
the XML user, the usage of linking language is appealing to both database and 
document communities. Our proposed solution can answer the needs for link 
maintenance in schema-less XML or instance-based link in XML document 

b. We classify the XLink based on the source and the target, and subsequently make 
classification of link database, linkbase. The more organized database can help 
the management of XLink and XPointer 

c. Our checking mechanisms avoid the possibility of database anomalies after XML 
update. The anomalies can be created for example by inserting a non-valid link or 
deleting a referred link. It is noted that in current practice, there is no mechanism 
that stops users inserting an internal link to a non existence node, etc. These prac-
tices will become the potential integrity problems.  

 
Despite our contribution, this work also has some limitations that give room for 

improvement in the future. First, the use of linkbase in this work is simplified. While 
the standard linkbase [17] can cover the source, destination and the link between both, 
our method only automates the storing of the destination. Despite this limitation how-
ever, the information of a destination is sufficient for referential integrity checking. 

Second, our mechanisms only check links in the internal linkbase. There are a few 
reasons behind this decision. First, we cannot ensure that the links from our database 
to external source will always be valid because they are beyond our control. There are 
current content management systems that contain modules for checking external links 
regularly. However, they usually draw a high overhead cost and manual intervention 
and thus, are not desirable. Second, this might be based on a strategic reason such as 
in the case of commercial purpose [17]. Third, linking to external resources is still a 
questionable practice to be considered because it might involve some property right 
issue. 

The last issue is that we do not know how the links are to be interpreted and pre-
sented. As it is mentioned in [2], in this area of XML the W3C is far ahead of the rest 
of the world. No concrete implementations of any of the specifications exist yet. Even 
though the standard is unlikely to change, the adoption has been slow so far. There-
fore the implementations may differ from the standards and the standards may have to 
be reworked [17]. The implementation so far will be application-dependent. 

6   Conclusion 

We propose checking methodologies to preserve the referential integrity during an 
update of XML. The proposal checks the references that are implemented by using 
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XLink and its subsequent XPointer. Since these reference mechanisms do not require a 
schema, our methods can be used in schema-less XML documents as well as in in-
stance-based reference in XML documents. 

We propose a set of checking functions that are triggered before the actual update 
takes place. The checking functions check the destination of the link, register or re-
move the link in the database, and perform other operations before deciding whether 
the update can be proceeded or not. For implementation we apply the methodology 
into XQuery as the recent standard for XML query language.  

Our methodologies avoid the referential integrity violation that can be caused by 
updating the XML links inside an XML document. These methods have added some 
new functionality to the current XML data management practice and they are usable 
both for database and document communities. 

References 

1. Bourett, R.: XML and Databases. http://www.rpbourret.com/xml/XMLAndDatabases.htm, 
(2003) 

2. Holzner, S. Real World XML, New Riders Publishing, Indianapolis, (2003) 
3. Ipedo.: Ipedo XML Database, http://www.ipedo.com/html/products.html, (2004) 
4. Jagadish, H. V., Al-Khalifa, S., Chapman, A., Lakhsmanan, L. V. S., Nierman, A., Papri-

zos, S., Patel, J. M., Srivastava, D., Wiwattana, N., Wu, Y., Yu, C.: TIMBER: A native 
XML database. VLDB Journal, Vol. 11, No. 4. (2002) 279-291 

5. Meier, W.M.: eXist Native XML Database. In Chauduri, A.B., Rawais, A., Zicari, R. 
(eds): XML Data Management: Native XML and XML-Enabled Database System. Addi-
son Wesley (2003) 43-68 

6. Pardede, E., Rahayu, J.W. and Taniar, D.: Preserving Aggregation Semantic Constraints in 
XML Document Update. LNCS 3306 (2004) 229-240 

7. Pardede, E., Rahayu, J.W. and Taniar, D.: Preserving Conceptual Constraints during XML 
Updates, to appear in International Journal of Web Information Systems (2005) 

8. Robie, J.: XQuery: A Guided Tour. In Kattz, H. (ed.): XQuery from the Experts. Addison 
Wesley (2004) 3-78 

9. SODA Technology.: SODA. http://www.sodatech.com/products.html, (2004) 
10. Software AG.: TAMINO,  Number One in XML Management. http://www1.softwareag. 

com/corporate/products/tamino/default.asp, (2004) 
11. Tatarinov, I., Ives, Z.G., Halevy, A. Y., Weld, D. S.:Updating XML. ACM SIGMOD 

(2001) pp.413-424 
12. Vlist, E. V-D.: XML Schema, O’Reilly, Sebastopol (2002) 
13. W3C, XML Path Language, http://www.w3.org/TR/xpath/, Nov 1999 
14. W3C, XML Linking Language, http://www.w3.org/TR/xlink/, Jun 2001 
15. W3C, XML Pointer Language, http://www.w3.org/TR/xptr/, Aug 2002 
16. W3C: XQuery 1.0:An XML Query Language. http://www.w3.org/TR/xquery, Oct 

2004  
17. Wilde, E., Lowe, D.: XPath, XLink, XPointer, and XML – A Practical Guide to Web Hy-

perlinking and Transclusion, Addison Wesley, Boston, (2002) 



On the Midpoint of a Set of XML Documents
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Abstract. The WWW contains a huge amount of documents. Some of
them share the subject, but are generated by different people or even
organizations. To guarantee the interchange of such documents, we can
use XML, which allows to share documents that do not have the same
structure. However, it makes difficult to understand the core of such
heterogeneous documents (in general, schema is not available). In this
paper, we offer a characterization and algorithm to obtain the midpoint
(in terms of a resemblance function) of a set of semi-structured, heteroge-
neous documents without optional elements. The trivial case of midpoint
would be the common elements to all documents. Nevertheless, in cases
with several heterogeneous documents this may result in an empty set.
Thus, we consider that those elements present in a given amount of doc-
uments belong to the midpoint. A exact schema could always be found
generating optional elements. However, the exact schema of the whole
set may result in overspecialization (lots of optional elements), which
would make it useless.

1 Introduction

The web is a powerful medium for human communication and dissemination of
information. Consequently, the web has become a popular knowledge base, where
people add documents (private, educational and organizational) and navigate
through its content. The rapid growth of information makes it sheer impossible
to find, organize, access and maintain the information as the users require. For
scalability reasons, one important aspect consists in distilling those documents
and extract valuable knowledge from them. There exist multiple formats for
information sources, ranging from unstructured data to highly structured. The
term semi-structured data has emerged to describe data that has some structure
but neither regular, nor known a-priori to the system. It is precisely for this
reason that semi-structured documents are self-describing.

The importance of knowing the structure (or schema) of a set of documents
has been largely described in the literature. For example, [BGM04] outlines its
importance on integrating and analyzing structure of the WWW. On the other
hand, [ABS00] points out that a known structure would also facilitate the storage
and encourage queries. It is key to improve the access methods to the data, thus
availing query optimization and data interchange among companies.

Here we consider a certain kind of semi-structured data, in particular, XML
documents. XML has been adopted as standard for data interchange, availing
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the integration of heterogeneous information sources. A well-formed XML docu-
ment is a document that conforms to the XML syntax rules in [W3C04] (roughly,
markups nest properly and attributes are unique). Moreover, a valid XML doc-
ument is a document that is well-formed and also conforms to the rules of its
DTD. A DTD contains the declarations that provide a grammar for a class of
documents. It determines the elements and attributes that appear in a document,
i.e., the name, type and constraints on every element and attribute.

As defined in [W3C04], an XML document primarily consists of a nested
hierarchy of elements with a single root. Elements can contain character data
(concepts) and child elements, in both cases the element can have attributes.
Child elements consist either of a sequence list of elements or a choice list of
elements. The standard states that elements in a sequence must be ordered.

The choice construct in a DTD indicates that one, and only one, element in
the choice list of contents should appear in the document. The choice construct
is the key to find a perfect typing. In the rare case that all the documents
belong to the same class and use the same terms, the choice construct is not
needed to find a perfect typing. Otherwise, in a grammar that lacks the choice
construct we cannot find a common schema, so we have to approximate it. If
we use the choice construct, finding the schema is reduced to find the best
grammar expression for each element (for example following a normal form like
[AGW01]), so that all elements in the document belong to the corresponding
grammar. Nevertheless, a perfect schema, one DTD that is followed by all the
documents, may arise an overspecialization problem. Some works have overcome
overspecialization by using clustering techniques to approximate typing [NAM98,
SPBA03]. Such approximated schemas are called inexact schemas in [Wid99].

We aim at finding a common schema for a set of correct semi-structured
documents. We take an inexact approach based on the resemblance of documents,
thus using the structure similarity among the documents under study. We call
this common schema the midpoint. We use the resemblance family of functions
in [BGM04], which take into account extra elements both in the document and
in the DTD. We could then redefine valid XML document as a document whose
resemblance to its DTD is above a given threshold. The main contribution of this
paper is the characterization of the midpoint in terms of a resemblance function
and offer an efficient algorithm to obtain it. Although our approach deals with
DTDs, it also applies to XML schemas.

The structure of the paper is as follows. In the next section we review the
work related with our method. Section 3 presents the formalization of XML
into Description Logics that we propose. Section 4 characterizes the midpoint.
Section 5 shows an efficient algorithm to obtain the midpoint. Finally, section 6
gives the general conclusions and points out our future work.

2 Related Work

Several authors worked on the generation of DTDs from XML data. A relevant
result is [NAM98], which explains how we can get a well structured schema
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(i.e. not a DTD) approximating the documents. [JOKA02] describes an imple-
mentation of an algorithm to generate a DTD followed by an XML document.
[SPBA03] classifies the documents in different classes and gets one DTD per
class of documents. This is a good solution if there are a few classes with not
many documents or elements each. However, it may result in lots of different
classes or optional elements for every class, if we are dealing with a huge amount
of heterogeneous documents.

[NAM98] pays attention to inexact schemas, outlining that the size of a
perfect typing may be the order of the data set, prohibiting its use for query
optimization and interfaces. Therefore, we are not searching a perfect typing
but a human-friendly, computationally-tractable, and graphically-representable
approximation. To this end, we should use some kind of resemblance or distance.
The first option would be tree edit distance (like in [BdR04]), but it results in
high complexity (see [ZS89]). Therefore, the most promising option is structure
similarity. [NAM98] uses Manhattan distance (i.e. the number of different descen-
dants/ancestors of two elements). [BB95] shows different more elaborate resem-
blance measures. Among those, [SPBA03] uses |elem(d1)∩elem(d2)|

max(|elem(d1)|,|elem(d2)|) , while in

[BGM04] |elem(d1)∩elem(d2)|
|elem(d1)∩elem(d2)|+α·|elem(d1)\elem(d2)|,β·|elem(d2)\elem(d1)|) is used. We

took this last measure, because it is more general, and allows to distinguish lack
of elements in one side or another.

3 Formalizing XML Documents by Means of DL

As we can see in [ABS00], an XML document uses to be thought as a rooted
tree. A rooted tree is an acyclic graph (N ,E), that has no more than one root.
N is a set of nodes and E a set of edges. An edge e is an ordered pair of nodes
(nsource, ntarget). A node is a leaf, if it is not the source of any edge in E . Along
this paper we will use Description Logics (DL) notation to formalize those trees.

Since we only take into account element tags (not contents), we are not
actually interested in XML documents, but in a restricted class of DTDs that
can be automatically generated from one XML document. We assume that we
have a pseudo-DTD exactly matching each document. These are obtained just
parsing documents and eliminating data (leaving element tags). Thus, a pseudo-
DTD does not contain choice, nor unnumbered repetitions, nor optional elements,
nor any. The problem tackled in this paper is that of finding a true-DTD from
a set of pseudo-DTDs. From here on, we will use the term DTD for the pseudo-
DTDs, and “midpoint” for the true-DTD.

Regarding XML attributes, they could be used to match different element
tags. For example, “<a ID=’Id1’>” could be identified with “<b ID=’Id1’>” in
spite of the different tag name. Nevertheless, that is not the aim of this paper.
Representing the information either as an attribute or a child is just a design
decision. Thus, from here on, without loss of generality, we will consider XML
attributes as XML child elements without further nesting structure.

As stated in [W3C04], child elements are ordered. Order is an important
characteristic for documents. However, in databases unordered data can be pro-
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document 1: <a><b><c>Hello</c></b><d><e>Bye</e></d></a>
document 2: <a><b></b><d></d></a>
document 3: <a><d><e>Bye</e></d></a>
document 4: <a><d><e>Bye bye</e></d></a>

dtd1 = ∃a.(∃b.∃c.� � ∃d.∃e.�)
dtd2 = ∃a.(∃b.⊥� ∃d.⊥)
dtd3 = ∃a.∃d.∃e.�
dtd4 = ∃a.∃d.∃e.�

element: C (concept)
child element: ∃r.C (existential quantification)
sequence: � (conjunction)
PCDATA or String: � (top)
EMPTY : ⊥ (bottom)

Fig. 1. DL representation of an XML document

cessed more efficiently, so it uses to be considered in that way (for example in
DOM and SAX). Therefore, we will assume that order is not relevant for us.

We will consider a set of documents as a knowledge base, which comprises
two components, i.e. TBox (the terminology, we could recognize it as the schema)
and ABox (the assertions about individuals, or instances). As explained in
[BCM+03], the TBox contains concepts, and to define a formal semantics of
the logic we use an interpretation I. An interpretation is a pair [ΔI , ·I ], where
ΔI is the domain (a non-empty set), and ·I is an interpretation function that
assigns to every atomic concept A a set (AI ⊆ ΔI) and to every atomic role r
a binary relation (rI ⊆ ΔI × ΔI). Inductively, this is extended to non-atomic
concepts as follows (C and D are concepts, and r is a role):

⊥I = ∅
�I = ΔI

(C � D)I = CI ∩ DI

(∃r.C)I = {a ∈ ΔI | ∃b. (a, b) ∈ rI ∧ b ∈ CI}

As exemplified in figure 1, we will represent a document or piece of document
by a concept “C”. An unordered sequence of pieces of documents will be repre-
sented by a conjunction “C "D”. Data types (i.e. PCDATA and string) will be
represented by the top concept “#”, while an empty element (i.e. EMPTY ) will
be represented by bottom concept “⊥”. Finally, children will be represented by
means of existential quantification “∃element.C”. Actually, existential quantifi-
cation allows the presence of more than one element of the same kind. Never-
theless, as stated before, we do not consider such repetitions. Our formalization
allows the usage of DL algorithms like “Subsumption” and “Least Common
Subsumer”:

Subsumption (also known as “Query Containment” in other areas and noted
“C %D”, if C is subsumed by D) shows whether one concept is more general
than another (i.e. one set contains the other for all interpretations). For
example, dtd1 % dtd3.

C � D ⇔ ∀I : CI ⊆ DI

Least Common Subsumer (“LCS” from here on) results in the subsumer of
a set of concepts that is subsumed by any other subsumer of the set of
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documents. LCS uses to be applied to learning from examples, and bottom-
up construction of knowledge bases. For example, lcs(dtd2, dtd4) = ∃a.∃d.#.

L = lcs(C1, .., Cn) ⇔ ∀i : Ci � L ∧ �D : (∀i : Ci � D ∧ D � L)

4 Characterization of the Midpoint

Given a set of DTDs, we would like to find the DTD that has the maximum
number of common elements wrt the set, at the same time that minimizes the
elements being in the DTD not in the documents and those in the documents
not in the DTD. We will call such DTD the midpoint of the set. In order to
characterize the midpoint, we will use the resemblance family of functions used
in [BGM04].

r : (DTD, setOfDTDs) �→ [0, 1]

r(C, E) =
wc(C, E)

wc(C,E) + α · wp(C, E) + β · wm(C,E)
for α, β ∈ R+

By instantiating α and β we get the concrete function we would like to
use (notice that only if α = β the resemblance will be symmetric). Positive
real values can be assigned to these parameters, weighting the importance of
finding plus (elements in some DTD that do not appear in the midpoint) and
minus (elements in the midpoint that do not appear in some DTD) elements
respectively. The function relies now on three simpler ones that obtain the size
of common, plus, and minus elements.

wc(C, E) =
∑

dtd∈E size(lcs(C,dtd))
wp(C, E) =

∑
dtd∈E(size(dtd) − size(lcs(C, dtd)))

wm(C, E) =
∑

dtd∈E(size(C) − size(lcs(C, dtd)))

Any result in this paper does not depend on how we compute the size of
a DTD. We only impose that the size of a DTD is smaller than the size of
adding an element to that DTD. Therefore, from here on, in the examples we
will assume that every element contributes to the size of a DTD with one unit
independently of its position in the document. For example, size(dtd1) = 5 and
size(dtd2) = size(dtd3) = 3. A general, more complex and accurate algorithm
for obtaining the size of a DTD is given in [BGM04].

r(∃a.∃d.�, {dtd2, dtd3}) = 2+2
(2+2)+α·(1+1)+β·(0+0)

= 4
4+4

r(∃a.∃d.∃e.�, {dtd2, dtd3}) = 2+3
(2+3)+α·(1+0)+β·(1+0)

= 5
5+2+3

r(∃a.(∃b.�� ∃d.�), {dtd2, dtd3}) = 3+2
(3+2)+α·(0+1)+β·(0+1)

= 5
5+2+3

r(∃a.(∃b.�� ∃d.∃e.�), {dtd2, dtd3}) = 3+3
(3+3)+α·(0+0)+β·(1+1)

= 6
6+6

Fig. 2. Example of multiple midpoints

At this point, it is also important to notice that there may exist more than one
DTD maximizing the resemblance (i.e. more than one midpoint). For example,
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let be α = 2 and β = 3. In this case, as we can see in figure 2, four different
DTDs result in the same resemblance to {dtd2, dtd3}. Since this is the maximum
resemblance, we can choose the midpoint of {dtd2, dtd3} among those four DTDs.
Theorem 1 states that one of the possible midpoints of the set can be obtained
by a conjunction of LCS of the documents. Due to lack of space, proofs have
been omited.

Theorem 1. it Given a set of DTDs E = {dtd1,...,dtdn}, and being Bi branches
of the form ∃r1

Bi
.∃r2

Bi
...∃rli

Bi
.# with li ≥ 1

∃S1, ..., Sp ∈ P(E) : ∀B1, ..., Bq : r(
�

i=1..q

Bi, E) ≤ r(
�

j=1..p

lcs(Sj), E)

Lemma 1. There exists a DTD of the form
�

k=1..p lcs(Sk) maximizing the re-
semblance, so that ∀1 ≤ i, j ≤ p : (Si � Sj).

Corollary 1. There exists a DTD of the form
�

k=1..p lcs(Sk) maximizing the
resemblance, so that p ≤

( | E |
|E|
2

)

5 Obtaining the Midpoint of a set of DTD

First of all, it is important to notice that depending on the values of α and β there
are some trivial cases (as shown in table 1). If α = 0, we do not mind having extra
elements in the DTDs wrt the midpoint. Therefore, among the multiple solutions
to the problem, we find ∃element.# (where “element” is the most frequent root
element in the documents). If β = 0, we do not mind having extra elements
in the midpoint wrt every individual DTD. Therefore,

�
dtd∈E dtd is among the

solutions. Both equaling zero means that just by matching some elements in
some DTD we get maximum resemblance (i.e. ∀wc 	= 0 : wc

wc+0wp+0wm
= 1).

Thus, from here on, we will only consider the non-trivial case α 	= 0 and β 	= 0.
This section shows the possibility of finding a midpoint just based on the

appearances of each element in the set of documents. The first question to answer
is how we could know whether the point in the search space we are treating is
better than another candidate or not. Surprisingly, it is not necessary to get all
plus and minus elements. By theorem 2, we know that all we need is the number
of common elements between each of both DTDs and the set of DTDs E.

Theorem 2. it To decide whether the resemblance of a DTD C against a set
of DTDs is better than that of another DTD C′, it is only necessary to consider
the common elements (neither plus, nor minus).

Table 1. Trivial cases on finding a midpoint

Midpoint β = 0 β �= 0
α = 0 any ∃element.�
α �= 0

�
dtd∈E dtd ?
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Proof. Let be r(C, E) ≥ r(C′, E) (“s” stands for “size” if necessary).
wc(C, E)

wc(C, E) + α · wp(C, E) + β · wm(C, E)
≥

wc(C′, E)

wc(C′, E) + α · wp(C′, E) + β · wm(C′, E)

∑
d∈E s(lcs(C, d))∑

d∈E s(lcs(C, d)) + α · ∑d∈E(s(d) − s(lcs(C, d))) + β · ∑d∈E(s(C) − s(lcs(C, d)))

≥
∑

d∈E s(lcs(C′, d))∑
d∈E s(lcs(C′, d)) + α · ∑d∈E(s(d) − s(lcs(C′, d))) + β · ∑d∈E(s(C′) − s(lcs(C′, d)))

(
∑

d∈E

s(lcs(C, d)))(
∑

d∈E

s(lcs(C′
, d)) + α ·

∑
d∈E

(s(d) − s(lcs(C′
, d))) + β ·

∑
d∈E

(s(C′) − s(lcs(C′
, d))))

≥ (
∑

d∈E

s(lcs(C′
, d)))(

∑
d∈E

s(lcs(C, d)) + α ·
∑

d∈E

(s(d) − s(lcs(C, d))) + β ·
∑

d∈E

(s(C) − s(lcs(C, d))))

(
∑

d∈E

s(lcs(C, d)))(α ·
∑

d∈E

s(d) + β ·
∑

d∈E

s(C′)) ≥ (
∑

d∈E

size(lcs(C′
, d)))(α ·

∑
d∈E

size(d) + β ·
∑

d∈E

size(C))

∑
d∈E size(lcs(C,d))

α·∑d∈E size(d)+β·|E|·size(C) ≥
∑

d∈E size(lcs(C′,d))
α·∑d∈E size(d)+β·|E|·size(C′) �

Once we know that it is only necessary to compare the common elements, the
next question is how we could improve the resemblance. By lemma 2, we know
that if adding a branch to the midpoint improves resemblance, all branches
appearing the same number of times also improve it independently of their sizes.
We may have thought that we have a set of possible improvements to check.
Nevertheless, the branches with the same number of appearances do not generate
alternative solutions, but all together belong to the same solution.

Lemma 2. If adding a branch b to a concept increases its resemblance to the
set, adding all branches appearing in the same number of DTDs than b will also
improve its resemblance.

Proof. Let be C � C′ and r(C, E) ≥ r(C′, E).
∑

d∈E size(lcs(C, d))

α · ∑d∈E size(d) + β· | E | ·size(C)
≥

∑
d∈E size(lcs(C′, d))

α · ∑d∈E size(d) + β· | E | ·size(C′)

∑
d∈E(size(lcs(C′, d)) + (size(lcs(C, d)) − size(lcs(C′, d))))

α · ∑d∈E size(d) + β· | E | ·(size(C′) + (size(C) − size(C′)))
≥

∑
d∈E size(lcs(C′, d))

α · ∑d∈E size(d) + β· | E | ·size(C′)

∑
d∈E size(lcs(C′, d)) +

∑
d∈E((size(lcs(C, d)) − size(lcs(C′, d))))

α · ∑d∈E size(d) + β· | E | ·size(C′) + β· | E | ·(size(C) − size(C′))
≥

∑
d∈E size(lcs(C′, d))

α · ∑d∈E size(d) + β | E | ·size(C′)

Which is true if and only if∑
d∈E((size(lcs(C, d)) − size(lcs(C′, d))))

β· | E | ·((size(C) − size(C′)))
≥

∑
d∈E size(lcs(C′, d))

α · ∑d∈E size(d) + β· | E | ·size(C′)

Since C � C′ and it does not matter in which DTD the elements appear, but
whether they appear or not, then

∑
d∈E((size(lcs(C,d))−size(lcs(C′,d))))

β·|E|·((size(C)−size(C′))) can be seen

as #appearance·size(newElement)
β·|E|·size(newElement) . Therefore, either adding an element or not does

not depend on the size of the element, but on the number of times it appears in
the DTDs. Thus, if adding an element is worthwhile, so it is adding any other
element appearing the same number of times. �



448 A. Abelló, X. de Palol, and M.-S. Hacid

Finally, in corollary 2, we show that elements appearing more times result
in higher improvement of resemblance. As a special case of this, if an element
improves resemblance, its parents improve resemblance even more. Thus, before
adding an element to the result, all its parents should have been added (which
otherwise could not have been avoided).

Corollary 2. Independently of its size, a branch b1 appearing k1 times in E
improves the resemblance more than another b2 appearing k2 times if k1 > k2.

Proof. Since, k1 > k2, then k1
β·|E| > k2·size(b2)

β·|E|·size(b2) . Therefore, if b2 improved the

resemblance (i.e. we know that k2
β·|E| ≥

∑
d∈E size(lcs(C,d))

α·
∑

d∈E size(d)+β·|E|·size(C) ), then b1 im-
proves it even more: k1

β·|E| ≥
∑

d∈E size(lcs(C,d))+(k2 ·size(b2))
α·∑d∈E size(d)+β·|E|·size(C)+(β·|E|·size(b2)) �

WDTD := ∅;
foreach dtd ∈ E do

foreach branch � dtd do if [branch, k] ∈ WDTD
then WDTD := WDTD \ {[branch, k]} ∪ {[branch, k + 1]};
else WDTD := WDTD ∪ {[branch, 1]};
endif; endforeach;

endforeach;
M := �; m :=| E |;
while ( m

β·|E| ≥
∑

dtd∈E size(lcs(M,dtd))

α·∑dtd∈E size(dtd)+β·|E|·size(M)
)

foreach branch ∈ getSubsetByWeight(WDTD,m) do
M := M � branch;
endforeach;

m := m − 1;
endwhile;

Fig. 3. Algorithm based on appearance

From these theorems, we infer that we can build the midpoint of a set of
DTDs from #, by iteratively adding the most frequent element in the set of
DTDs. Firstly, as we can see in figure 3, we build a weighted DTD (i.e. WDTD),
whose contents are

�
dtd∈E dtd, where each piece of branch is weighted depending

on its number of appearances in the set of DTDs. Once we have the weight of
each branch, we take the maximum possible weight (i.e. | E |) and check if it
would improve resemblance from # (i.e. PCDATA) to the set of DTDs. If this
maximum weight improves the resemblance, we add all branches having such
weight to the result and get the next weight smaller than that. We loop adding
another subset of branches while their weight improves resemblance.

The first phase of the algorithm is really cheap in terms of complexity. Taking
into account that the number of possible children of an element should be small,
building the weighted tree is linear in the number of elements in the set of
documents, because we can find a piece of branch in “WDTD” just searching
the children of the previous piece of branch we modified/added to “WDTD”
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(assuming a deep first search of the document we are treating). Regarding the
second phase of the algorithm, all calls to “getSubsetByWeight” can be done in
linear time in the number of different elements, if we kept the elements with the
same weight in a list. Therefore, the space we need is linear in the number of
different elements (not counting repetitions), while the time is also linear in the
number of elements in the set of documents (counting repetitions).

WDTD = {[∃a.�, 4], [∃a.∃b.�, 2], [∃a.∃b.∃c.�, 1], [∃a.∃d.�, 4], [∃a.∃d.∃e.�, 3]}
M0 = � 4

4β
≥ 0

M1 = ∃a.∃d.� 3
4β

≥ 8
14α+2·4β

M2 = ∃a.∃d.∃e.� 2
4β

≥ 11
14α+3·4β

M3 = ∃a.(∃b.�� ∃d.∃e.�) 1
4β

< 13
14α+4·4β

Fig. 4. Candidate DTDs generated during the execution

If we run this algorithm on the DTDs in figure 1, it would result in the
“WDTD” in figure 4 (each 2-upla consists of a branch and the number of doc-
uments that contain it). Thus, in the first loop, condition evaluates true (for
α = β = 1, and every element contributing by one to the size), and we add
the branches appearing four times. Since it still evaluates true, we add those
appearing three times, and eventually twice. Since the condition evaluates false
for weight equal one, the corresponding branch does not belong to the solution.

WDTD = {[∃a.�, {dtd1, dtd2, dtd3, dtd4}], [∃a.∃b.�, {dtd1, dtd2}], [∃a.∃b.∃c.�, {dtd1}],
[∃a.∃d.�, {dtd1, dtd2, dtd3, dtd4}], [∃a.∃d.∃e.�, {dtd1, dtd3, dtd4}]}

M = lcs(dtd1, dtd2) � lcs(dtd1, dtd3, dtd4) = ∃a.(∃b.�� ∃d.∃e.�)

Fig. 5. Obtaining the sets of documents that generate the midpoint

Obtaining the sets of documents that generate the midpoint (see theorem 1)
a posteriori (once we know the midpoint) is easy with a small modification of
the algorithm. All we need is that “WDTD” keep the set of the documents that
contain every branch instead of just a counter of them. Thus, it is trivial to see
that the conjunction of the LCS of the documents containing the leafs of the
midpoint result in the midpoint. Figure 5 shows how it results in our example.

6 Conclusions and Future Work

Along this paper, we have studied the possibility of approximating the schema
(DTD) of a set of XML documents. Based on a given measure of resemblance, we
are able to find one midpoint of the set. This midpoint has been characterized in
terms of conjunction of Least Common Subsumers of the documents. Moreover
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an efficient algorithm has also been presented to obtain it. The obtained resem-
blance may be improved by considering optional elements (eventually reaching
the perfect typing).

As future work, we plan to deal with the problem of matching tag names,
where ontologies can be used. The presence of optional elements in the schema
may lead to the identification of equivalent tags from different sources.
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Abstract. XML query processing is one of the most active areas of
database research. Although the main focus of past research has been
the processing of structural XML queries, there are growing demands for
a full-text search for XML documents. In this paper, we propose XICS
(XML Indices for Content and Structural search), novel indices built on a
B+-tree, for the fast processing of queries that involve structural and full-
text searches of XML documents. To represent the structural information
of XML trees, each node in the XML tree is labeled with an identifier. The
identifier contains an integer number representing the path information
from the root node. XICS consist of two types of indices, the COB-tree
(COntent B+-tree) and the STB-tree (STructure B+-tree). The search
keys of the COB-tree are a pair of text fragments in the XML document
and the identifiers of the leaf nodes that contain the text, whereas the
search keys of the STB-tree are the node identifiers. By using a node
identifier in the search keys, we can retrieve only the entries that match
the path information in the query. Our experimental results show the
efficiency of XICS in query processing.

1 Introduction

The efficient processing of XPath [1] or XQuery [2] queries is an important re-
search topic. Since the logical structure of XML is a tree, establishing a relation-
ship between nodes such as parent-child or ancestor-descendant is essential for
processing the structural part of queries. For this purpose, many proposals have
been made such as structural joins, indexing, and node labeling [3,4,5,6,7,8].

In the last few years, the XML full-text search has emerged as an important
new research topic [10,11]. However, efficient processing of XML queries that
contain both full-text and structural conditions has not been studied well. In
this paper, we propose XICS (XML Indices for Content and Structural search),
which aims at high-speed processing of both full-text and structural queries in
XML documents. An important design principle of our indices is the use of a
B+-tree. Because the B+-tree is widely used in many database systems, building
indices on a B+-tree rather than creating a new data structure from scratch is an
important design choice from a practical point of view. Several indices for XML

K.V. Andersen, J. Debenham, and R. Wagner (Eds.): DEXA 2005, LNCS 3588, pp. 451–460, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



452 T. Shimizu and M. Yoshikawa

documents using a B+-tree have already been proposed. For example, XISS [3] is
a node index approach on a B+-tree. XISS is flexible in that the basic unit to be
indexed is a node; however, to process a query, the query needs to be decomposed
to a node unit, and then intermediate results need to be joined. The XR-Tree
[4] is another tree-structured index for XML documents. In an XR-Tree, nodes
in XML documents are labeled and stored in an extended B+-tree index.

These indices efficiently preserve the ancestor-descendant or parent-child re-
lationship between nodes; however, they do not take full-text searches into con-
sideration. Recently, an indexing approach compatible with a full-text search
for XML documents that integrates structure indexes and inverted lists was
proposed in [14], which uses element names or keywords as a search key of in-
dices. In our approach, to accelerate both the structures and full-text searches
of XML documents, we constructed a B+-tree in which the search keys are a
pair of text fragment t and the node identifier of the leaf node which contains
t. The node identifiers consist of two parts: a path identifier that indicates the
path from the root node and the Dewey-order among sibling nodes sharing the
same path identifiers. Search keys are first sorted by text fragments; hence, the
index entries that contain the same text are clustered in the index. In such a
cluster, entries representing nodes that have the same structure are clustered
together. We call this type of index a COB-tree (COntent B+-tree). We can
answer XPath queries involving both structure and contents specifications such
as “//title[contains(.,’XML’)]” , which needs a join operation in the case of [14],
by traversing the COB-tree only once.

A COB-tree is not suitable for processing structural queries such as “//title”,
because entries in a COB-tree are first sorted by text. Therefore, we constructed
another type of B+-tree called an STB-tree (STructure B+-tree). In an STB-
tree, the above-mentioned node identifiers are used as search keys. An important
observation about an STB-tree is that entries are not clustered by element name.
This is because path identifiers do not, in general, cluster nodes having the
same element names. To manage this problem, we have developed a search-key
mapping technique in which index entries are sorted by the lexicographical order
of the reverse path (the element path from the node upward to the root node)
and not by the path identifier itself. Reverse paths are effective in processing
XPath queries that include “//”. When searching, the index is traversed by
mapping the reverse path to the path identifiers. By employing the search-key
mapping technique, entries relevant to the nodes that have the same tag name
are clustered in the index; hence, a query such as “//title” can be processed
efficiently.

XICS consists of a COB-tree and an STB-tree. In general, when processing
an XPath query having the contains() function, we can filter nodes using the
text conditions or the structural conditions in the query. The use of the XICS
can accelerate both types of filtering. We have implemented a COB-tree and an
STB-tree using GiST [12]. The experimental results show the effectiveness of
XICS.
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2 PSP: A Node Labeling Scheme

In this section, we explain our node labeling scheme using the XML document
shown in Figure 1. Figure 1 is a tree representation of an XML document. The
ovals, triangles, rhombi, and strings in the rectangles represent element nodes,
attribute nodes, text nodes, and text values, respectively.

document

title section section

title section sectionXML index

Nodes in the XML are labeled

Tree index We can get texts in the XML document

summary

lang

en

(1; 1.)

(2; 1.1.)

(5; 1.1.1.)

(4; 1.1.)
(4; 1.2.)

(6; 1.1.1.) (6; 1.1.2.)

(3; 1.1.1.)

n
3

n
2

n
1

Fig. 1. Tree representation
of sample XML document

Table 1. Correspondence of path
and path identifier

Path Path
Identifier

/document 1
/document/title 2
/document/title/@lang 3
/document/section 4
/document/section/title 5
/document/section/section 6

Node labeling schemes play an important role in XML query processing, and
thus many studies [3,8] of them have been made. A widely used node identifier
is a pair of preorder and postorder, which can uniquely reconstruct the topology
of an XML tree. However, such node identifiers do not convey element names or
path information. It is important to obtain such information easily from a node
identifier in order to quickly obtain the nodes corresponding to path expressions
in the query. Therefore, we have designed a node labeling scheme in which node
labels contain a path identifier. A path identifier identifies the path from the root
node to a node. Table 1 shows an instance of path identifiers assigned to the paths
in the XML document in Figure 1. In general, we cannot uniquely distinguish
the nodes in an XML document only by path identifier. For example, the two
nodes corresponding to “/document/section” in Figure 1 have the same path
identifier. Therefore, we have introduced the Sibling Dewey Order to preserve
order information among sibling nodes. The Sibling Dewey Order of the root
node is 1. The Sibling Dewey Order of a non-root node n is a concatenation of
the Sibling Dewey Order of the parent of n and the sibling order of n among
siblings assigned the same path identifiers.

We call a pair of a path identifier and a Sibling Dewey Order a PSP (Path Sib-
ling Pair). Nodes are uniquely identified by a PSP. For example, with reference
to the path identifiers in Table 1, each node in Figure 1 is labeled by a PSP (x; y),
where x denotes a path identifier, and y denotes a Sibling Dewey Order. For ex-
ample, the path from the root node to node n3 is “/document/section/section”,
so the path identifier is 6 Furthermore, node n3 is the second sibling among the
sibling nodes with the same element name. Therefore, the Sibling Dewey Order
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of the node n3 becomes 1.1.2. because the Sibling Dewey Order of the parent
node n2 is 1.1. and the sibling order of n3 is 2.

The nature of PSP makes it possible to identify the nodes at the instance
level and to easily verify the parent-child or ancestor-descendant relationship
between nodes. We can quickly obtain the path relationship between two nodes
by referring to the inclusive relationship of the paths corresponding to the path
identifiers. Note that the table storing the correspondence between paths and
path identifiers is small enough to be kept in the main memory. Once a path
relationship among nodes is verified, the instance level parent-child or ancestor-
descendant relationship is verified by the subsequence matching of the Sibling
Dewey Order. The PSP compactly conveys useful information for processing
queries efficiently.

3 Index Construction

We propose two kinds of indices on a B+-tree: A COB-tree (COntent B+-tree)
and an STB-tree (STructure B+-tree). The search keys in a COB-tree are the
pairs of the text fragment and the PSP of the node in which the text appears,
which is used for processing a query that involves both the text and structure of
the XML document. The search keys in an STB-tree are the PSP of all element
nodes and attribute nodes, which is used for processing queries that only involve
the structural information of the XML documents.

3.1 Text in COB-Tree

To answer full-text searches and keep phrase information, we use the suffix texts
of a text in an XML document as the text in the search key of a COB-tree. For
example, the suffix of “Nodes in the XML are labeled” are as follows:

Nodes in the XML are labeled XML are labeled
in the XML are labeled are labeled
the XML are labeled labeled

Pairs of each of the suffix texts and the PSP of the node that contains the
suffix text make up the search keys of a COB-tree. However, keeping all phrase
information in the index increases the index size. Therefore, we decided to keep
only the words that were needed to distinguish the phrase from other phrases.
For example, when we refer to Figure 1, for the suffix “the XML are labeled”
of the text “Nodes in the XML are labeled”, we keep only the first three words
“the XML are” as these are enough to be distinguished from the suffix “the
XML document” of the text “We can get texts in the XML document”. Even
if the search phrase is longer than a matching text in the index, we can narrow
down the candidate nodes to only one.

3.2 Search-Key Mapping

We must pay attention to the order of the keys, since the cost can be minimized
by retrieving adjacent leaf pages of a B+-tree. If we sort the path identifiers
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in Table 1 simply by their value, there is almost no meaning to the order. In
general, it is difficult to meaningfully assign a unique value to the path. For
example, when we process the query “//title”, the path identifiers corresponding
to the path are expected to be clustered in the B+-tree. However, if we sort the
path identifiers simply by value, the path identifiers corresponding to the path
“//title” , which are 2 and 5 in the running example, are generally dispersed in
one or more leaf pages in the B+-tree.

To overcome this problem, we propose search-key mapping, in which the key
order is determined not by the key itself but by the value transformed when using
information about the key (mapping information). Table 1 is used to retrieve the
correspondence between path and path identifier in the following example. When
we process a query that contains “//”, such as “//title”, the path identifiers 2
and 5 are expected to be clustered in the index. When such a case is considered,
it is appropriate to order the path identifiers based on the reverse path of the
corresponding path in the B+-tree. That is, in this example, when we use “\”
as a delimiter of the reverse path steps, we prepare mapping information such
as “document\” for 1, “title\document\” for 2, “@lang\title\document\” for 3,
and so on. Then, the order of the path identifiers is determined based on the
lexicographical order of the corresponding reverse path. In this example, the
order of the path identifier using the mapping information is 3 <1 <4 <6 <2
<5. Generally, the mapping information is small enough compared with XML
documents, and we can retain it in the main memory. Therefore, ordering with
mapping information can be done very fast.

Entries corresponding to the nodes with the same tag name are clustered in
one location in the index, so we can process the XPath query containing “//”
efficiently. Furthermore, since the Sibling Dewey Order is ordered by comparing
the value of sibling numbers from the root node, the ordering of the key in an
STB-tree is determined first by the path identifiers, using mapping information,
and then by the Sibling Dewey Order when the path identifiers are equal. The
ordering of the key in a COB-tree is determined first by the text and then by the
same method as in an STB-tree when the texts are equal. The above approaches
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permit the clustering of index entries corresponding to the nodes with the same
path in addition to the nodes that contain the same suffix text.

Figures 2 and 3 show an STB-tree and a COB-tree respectively, constructed
for the XML document in Figure 1. In these figures, the delimiter of the text and
the PSP is “,”, and the delimiter of the path identifier and the Sibling Dewey
Order is “;”. We set L = 3, which is a threshold for the maximum phrase length
of the text in a COB-tree to reduce the index size from a practical point of view.
For simplicity, the indices in Figures 2 and 3 are constructed so that one page
can contain a maximum of four entries; however, in actual indices, one page can
contain over 100 entries and in this way the height of the B+-tree is kept low.

3.3 Prefix-Diff COB-Tree

The size of a search key should be small in a B+-tree. The search key of a COB-
tree includes text, and if the phrase length of the text is long, the size of the
search key becomes large.

To cope with this problem, we pay attention to the fact that the texts in
the search keys contained within the leaf node pages of a COB-tree are ordered
lexicographically, and the texts that begin with the same phrase are clustered.
We compress the text in the search key by keeping only i) the length of the
common prefix with the previous search key; and ii) the following character string
after the common prefix. This compression can rebuild the text information in
a COB-tree losslessly and reduce the size of search keys. The first search key in
a leaf node page must keep the whole original text; however, the other search
keys can use the above-described compression technique.

When we search in a COB-tree, the entries are retrieved by a node page
block from a disk, and when we search a text in the leaf node page, texts in the
search keys are rebuilt first. On the other hand, in the internal node page of a
COB-tree, the search key can only be a text, or a text and a PSP pair that is
enough to determine which pointer to the child node page should be followed as
Prefix B-trees [15].

We call a COB-tree with the above compression a Prefix-Diff COB-tree. We
call a COB-tree without compression a Normal COB-tree when we need to dis-
tinguish them. Figure 4 shows a Prefix-Diff COB-tree. The texts of the search
keys in the leaf node pages in Figure 4 are compressed. For example, the com-
pressed text “[8]document” of the search key “[8]document,10;1.1.2.” indicates
that the original text is the same as the text in the previous search key up to
the eighth character followed by the different text “document”.

4 Query Processing

XPath queries [1] can be processed by traversing XICS and retrieving entries
relevant to the nodes corresponding to the query.

Those queries that consist of a path information only can be processed by
traversing an STB-tree only once. We call such queries simple path queries. On
the other hand, those queries that have a contains() function for the target node
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can be processed by traversing a COB-tree only once. We call these kinds of
queries full-text queries. Simple path queries and full-text queries are the basic
units of queries. Composite queries which have one or more predicates for the
nodes in the path of a query are first decomposed into these basic units. We
explain the query processing algorithms first for simple path queries and full-
text queries and then for composite queries.

In this section, we show some examples of processing XPath queries for the
XML document in Figure 1. We use Table 1 to retrieve the correspondence
between the path and the path identifier included in the PSP of a node.

4.1 Simple Path Queries

A simple path query has the form s1l1s2l2 . . . sklk, where each si is “/” or “//”
and li is a tag name. In this case, we first get the path identifiers that correspond
to this path. If either si is “//”, the multiple path identifiers are possibly re-
trieved. Then, we traverse the STB-tree with the path identifiers using search-key
mapping. An example of simple path query process is as follows:

– //title
The path identifiers corresponding to this path are 2 and 5. When traverse
in the STB-tree and retrieve entries that have a path identifier between 2
and 5, we can retrieve entries with search keys “2;1.1.” and “5;1.1.1.”. The
result of this query is the node positions of the “title” node included in each
entry. This query can be processed efficiently because the two entries are
clustered in the index by the search-key mapping technique.

4.2 Full-Text Queries

A full-text query has the form s1l1s2l2 . . . sklk[contains(.,′ text′)]. In this case,
we traverse the COB-tree using the text in the query. The structure information
of the query is also checked with the traversal. An example of full-text query
processing is as follows:

– //section/title[contains(., ’Tree’)]
We traverse the COB-tree using the text “Tree” and the structural infor-
mation “//section/title”, and retrieve the corresponding entries with search
key “Tree,5;1.1.1.”. We can get the position of the “title” node by following
the pointer of this search key.

4.3 Composite Queries

A composite query has the form s1l1[Pred1]s2l2[Pred2] . . . sklk[Predk], where
Predi is either a simple path query or a full-text query. In this case, the query can
be processed by first decomposing the query to “s1l1Pred1”, “s1l1s2l2Pred2”,
. . . , “s1l1s2l2 . . . sklkPredk”, and “s1l1s2l2 . . . sklk”, and then joining each result.
An example of composite query processing is as follows:
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– //section[title[contains(.,’Tree’)]]
We first decompose this query into q1=“//section/title[contains(.,’Tree’)]”
and q2=“//section”. Then the entry with the search key “Tree,5;1.1.1.” in
the COB-tree is retrieved as a result of the query q1, and the entries with
search keys “4;1.1.”, “4;1.2.”, “6;1.1.1.”, and “6;1.1.2.” in the STB-tree are
retrieved as a result of the query q2. By joining these PSP labels, we know
“5;1.1.1.” and “4;1.1.” are under a parent-child relationship, and we can get
the position of the target “section” node by following the pointer of “4;1.1.”.

5 Experiments

We implemented XICS and examined its effectiveness. We used GiST (Gener-
alized Search Tree) [12] for the implementation of B+-tree indices. We used the
XML documents provided by the INEX Project [13].

We compared XICS with the method proposed in [14], which is compatible
with full-text searches using inverted lists on tag names and keywords. We ex-
perimented with these inverted lists indexed by a B+-tree. In the rest of the
paper, we call the method proposed in [14] Integration. We applied a Prefix-Diff
approach to the indices except for the STB-tree, and we set L = 1 as the thresh-
old L for the maximum phrase length in the COB-tree, because Integration does
not support phrase searches.

5.1 Index Size

In the experiment on index size, we created and used four kinds of XML docu-
ment sets, changing the total size of the XML documents.

Figure 5 shows the size comparison of an STB-tree and an inverted list on
tag names of Integration, and Figure 6 shows the comparison of a COB-tree and
an inverted list on keywords. Each index size is nearly proportional to the size
of the XML document set. XICS is about 1.4 times larger than Integration.

5.2 Query Processing Time

We examined the query processing time with XICS and Integration using the
XPath queries in Table 2. We used the whole INEX document set (about 495
MB) in the experiment on query processing. Table 3 shows the processing time
of these queries.

A join operation between the query text position and the target node position
is needed in Integration (Q3, Q4, Q5 and Q6). Furthermore, a join operation for
specifying the sibling number in a query is needed in Integration (Q6). On the
other hand, in the case of XICS , we need a join operation when the query is
a composite query (Q4 and Q5). Since join processing is not the focus of our
current study, we did not use any special approach in the join operations. The
join operation time depends on the join algorithm. Table 4 shows the index
traversal time excluding the join operation time.
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Table 2. XPath queries for comparison with Integration

XPath
Q1 /books/journal/title
Q2 //sec/st
Q3 //article/fm/abs/p[contains(., ’software’)]
Q4 //article[contains(./fm/abs/p, ’software’)]
Q5 //sec[contains(./st, ’animation’)]
Q6 //bdy/sec[1]/st[contains(., ’XML’)]

Table 3. Execution time(time in millisec-
onds)

XICS Integration
Q1 78 65
Q2 410 1037
Q3 79 19040
Q4 278 21450
Q5 332 3649
Q6 68 46611

Table 4. Index traversal time(time in mil-
liseconds)

XICS Integration
Q1 78 65
Q2 410 1037
Q3 79 5137
Q4 188 446
Q5 321 510
Q6 68 1658

XICS achieved an execution time up to 685 times faster than Integration with
an exception for Q1. In the case of Q1, the “title” nodes in the XML document
set were very few, and the path information in the search keys of our indices was
not so significant. However, in general, we can traverse our indices efficiently by
using the path information in the search keys and only retrieve the entries that
match the path information in the query. For that reason, we can restrict nodes
in the join operation and reduce the whole processing time.

In XICS, we can use the Sibling Dewey Order to specify the sibling number,
and we don’t need any join operations for it. In general, we need costly join op-
erations to specify the sibling number in other approaches including Integration.
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6 Conclusions

In this paper, we proposed using XICS to accelerate the process of XPath queries.
XICS is based on a B+-tree and can efficiently process queries that involve struc-
tural and full-text searches of XML documents. We particularly concentrated on
texts in XML documents and constructed a COB-tree using PSP that contained
path information from the root node and the text fragments in the XML docu-
ment. In addition, we constructed an STB-tree for processing structural queries.
Search-key mapping enables the efficient processing of a query containing “//”.
We proposed a compression method in the COB-tree and built a Prefix-Diff
COB-tree. We then showed the processing steps for an XPath query using XICS.
The experiment results show that XICS is about 1.4 times larger than Integra-
tion. Paying this slight increase in the cost of the index size, XICS outperforms
Integration up to 685 times in terms of search time.

Future works include: a more appropriate choice of PSP, a pointer in the leaf
pages of the B+-tree, ordering that is not based on the reverse paths in search-
key mapping, improvement of the join operation, introduction of data statistics
and query workloads, and consideration of document updates.
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Abstract. A key function for any barter service is to detect circular ex-
changes in which all demands and supplies of a circle of users are satisfied.
We call the demand and supply of a user his queries and data, respec-
tively. The problem of finding a circular exchange is to detect directed
cycles in an exchange graph where an edge connects one user’s supply
to another user’s supply that satisfies the first user’s demand. Our con-
tributions to solving this problem are two-fold; 1) a process model of
constructing an exchange graph, and 2) two cycle detection algorithms
that can find all possible directed cycles. Our model processes an incom-
ing user’s queries and data across the stored users’ data and queries,
respectively, by combining database query processing and stream data
processing. The algorithms are extensions of depth-first search (DFS)
and Strongly-Connected-Component search (SCCS). Experiments show
that our enhanced version of SCCS outperforms the enhanced version of
DFS by factors ranging from 23 to 132.

1 Introduction

Real world matching services including barter[5] and job mediation have re-
cently been developed for Internet use. Barter involves the exchange of user’s
supplies without money payment. If user A’s supply matches user B’s demand
and vice versa, they can exchange their supplies. For example, user A’s supply
is a television made in Japan, and his demand is not more than three portable
music players, at the same time, user B’s supplies are five portable music players,
and his demand is an audio visual set made in Japan. We call this a two-party
exchange.

If trades are restricted to two-party exchanges, there will be few success-
ful candidates. Our challenge is to efficiently find all combinations that yield
multiple-party (circular) exchanges. Each combination consists of a set of users
whose supplies satisfy their demands. Consider, for example, the combination
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c© Springer-Verlag Berlin Heidelberg 2005
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Fig. 1. Circular supply exchange Fig. 2. Results of preliminary experiment

consisting of three users (A, B, C). The supplies are exchanged as follows. User
A gets user B’s supply, user B gets user C’s supply, and user C gets user A’s
supply. This exchange is called circular supply exchange in this paper, see Fig.1.

A barter system on the Internet (e-barter system) must manage a large and
complex set of information: data and queries. Data is the metadata of the supply
a user is willing to exchange. A query expresses what the user wants to swap his
supply for. The e-barter system processes the set to find a valid trade combina-
tion (VTC) when a new user inputs data and queries. The naive approach to
finding a VTC is as follows. First, the system executes database query processing
using the new queries, and outputs the data matches. For each match, the system
then evaluates the corresponding query against the new data. This approach is
impractical due to its excessive cost. Fig.2 shows a preliminary experiment of
the naive approach and of stream data processing. This experiment used 1.3
KB of data, and the result at each point in Fig.2 represents a performance of
processing the data against the stored queries resulting one query matches. The
x-axis in Fig.2 shows the number of stored queries, and the y-axis shows the re-
sponse time (msec). The dotted line shows the performance achieved by database
query processing, and indicates that the performance degrades with the number
of stored queries. By contrast, the solid line shows the performance achieved by
stream data processing, and indicates that the response time is almost constant
regardless of the number of stored queries. Therefore, stream data processing is
more efficient in evaluating stored queries than database query processing.

Our first contribution is an efficient process model for the e-barter system
that combines database query processing and stream data processing. It proceeds
as follows. When a user inputs data and queries, the e-barter system processes
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the incoming query on the stored data and gets the matched data (database
query processing). At the same time, the system processes the incoming data on
the stored queries and gets the matched queries (stream data processing). The
system then finds cycles among the matched data and queries. The method of
detecting cycles is considered to be an operation conducted on directed graph
G(V, E) that consists of vertices V and edges E. Each vertex corresponds to a
user’s supply, and an edge connects one user’s supply to another user’s supply
that satisfies the first user’s demand.

We design the e-barter system to output all the detected cycles so that a
user can choose his favourite one. Our second contribution is efficient methods
to detect all cycles in directed graph G. They are enhancements of depth-first
search (DFS) and Strongly-Connected-Component search. DFS maintains vertex
state using three values. Strongly-Connected-Component of directed graph G is
a maximal set of vertices U ⊆ V such that every pair of vertices u and v in U
are reachable from each other. This means that Strongly-Connected-Component
inherently includes cycles.

This paper is organized as follows. Sec.2 overviews XML-based e-barter sys-
tems and explains our process model. Sec.3 presents two methods that can detect
cycles in a directed graph. We implement the methods and compare their perfor-
mance in Sec.4. Sec.5 describes related work. Conclusions and future directions
are presented in Sec.6.

2 XML-Based e-Barter System

The procedure of e-barter consists of following functions: Registration of User,
Supplies and Demands, Match (detect VTC as depicted in Fig.1), Negotiation
(support negotiation among users after they have been selected as VTC members
by the system), Bill (charge for trade expense, user registration fee, service use
fee and transportation expense and so on), Ship (support supply delivery when
convenient), and Security (protect the private information of users through user
authentication at system log-in, the registration of supplies and supply trans-
portation). We focus on the Match function and use XML data (data described
using XML) and XPath expression as data and query, respectively.

Fig.3 shows the architecture of the proposed XML-based e-barter system. The
Match function is implemented by Cycle Detect Engine, XML Filter Engine and
XML Search Engine. Hereafter, we detail the data model and process model for
Cycle Detect Engine.

2.1 Data Model

We define the data model for Cycle Detect Engine as {(userk, {datal}, {querym})}
(1 ≤ k, l, m). This indicates that each user has a set of data and queries. Each
user, data and query has unique ID: uID, dID, qID. We use a two-layer data
model (Fig.4). The supply layer consists of vertices as data and set of queries,
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Fig. 3. Architecture of XML-
based e-barter system

Fig. 4. Data model

and directed edges as the results of evaluating the queries. The user layer con-
sists of vertices as users and directed edges projected from the supply layer. The
solid lines between the two layers indicate the relations of user and data.

In the case of Fig.4, the user layer manages four users (A, B, C, D), and
the supply layer manages five supplies (watch, TV, radio, stereo, cleaner). For
example, user B owns a radio and a TV. The vertices (radio and TV) in the
supply layer are associated with user B’s queries (QB). The directed edges in
the supply layer, from radio and TV to stereo, indicate the result of evaluating
QB. The directed edge in the user layer, from B to C, is projected from the two
directed edges in the supply layer.

2.2 Process Model

We propose an effective process model for Cycle Detect Engine. Here, we call the
following process incremental search (IncrementalSearch(uID, {dID}, {qID})).
Incremental search detects circular exchanges in the stored data and queries,
when a new user inputs data and queries. In detail, it processes the incoming
data and queries by database query processing and stream data processing. Next,
it inputs the results of the two processes to the supply layer in Fig.4, and then
detects VTCs. IncrementalSearch receives three inputs : uID indicates a new
user, {dID} indicates the set of his supplies, and {qID} indicates the set of his
queries. It returns the VTCs.

IncrementalSearch(uID, {dID}, {qID})
1 u = userLayer.createVertex (uID)
2 for each d ∈ {dID}
3 supplyLayer.createVertex (d, {qID}, u)
4 {dmatched} = getMatchedData ({qID}, D)
5 for each d ∈ {dID}
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6 supplyLayer.createEdges (d, {dmatched})
7 for each d ∈ {dID}
8 {qmatched} = getMatchedQuery (d, Q)
9 for each q ∈ {qmatched}
10 u′ = locateUser(q)
11 dreferred = getDataFromUser (u′)
12 supplyLayer.createEdge (dreferred, d)
13 cycles = supplyLayer.cycleDetect ()
14 results = userLayer.projectEdges (cycles)
15 return results

Line 1 constructs a new vertex u using uID to the user layer. Lines 2-3 cre-
ate each new vertex (d ∈ {dID}), which includes user’s demand ({qID}), in the
supply layer, and create a relation between user u in the user layer and data
d in the supply layer. Line 4 executes database query processing by evaluating
queries {qID} on stored data D and gets the results {dmatched}. Lines 5-6 create
new directed edges from data d to each data in {dmatched} in the supply layer.
Lines 7-12 execute stream data processing by passing each data d across stored
queries Q. In detail, line 8 gets the results ({qmatched}). Lines 9-11 locate user
u′ (who inputted qmatched) using each {qmatched}, and select data dreferred from
the u′. Line 12 creates a new directed edge from each data in {dreferred} to data
d. Line 13 detects cycles in the supply layer. Line 14 projects detected cycles
from the supply layer to the user layer. Line 15 returns the resulting VTCs.

In the case of Fig.4, user X inputs the data of bicycle and a set of queries
(Qx). The dotted directed edges from bicycle indicate the results of lines 4-6,
and the dotted referenced edge to bicycle indicates the result of lines 7-12. The
results at line 13 are three cycles : {bicycle, stereo, cleaner}, {bicycle, watch,
stereo, cleaner} and {bicycle, watch, TV, stereo, cleaner}. Finally, Cycle Detect
Engine projects the results to user layer and returns three VTCs : {X, C, D},
{X, A, C, D}, {X, A, B, C, D}.

3 Methods of Detecting Cycles

This section introduces two methods (Enhanced Depth-First Search and En-
hanced Strongly-Connected-Component Search) for Cycle Detect Engine. They
are extensions of two well-known algorithms[1]: Depth-First Search (DFS) and
Strongly-Connected-Component (SCC) Search. We start by listing the symbols
used in the algorithms in Table1.

3.1 Enhanced Depth-First Search(EDFS)

DFS, which maintains vertex state using three values : “empty”, “accessed” and
“search finished”, is not enough to locate all cycles because there can be plural
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Table 1. Nomenclature

symbol explanation
G(V, E) a directed graph G having vertices V and edges E

GT transpose of G
d[u] first time to discover u(∈ V )
f [u] search finish time involving all edges of u
π[v] predecessor of v(∈ V )
time a global variable for timestamping

status function to change vertex status
Adj[u] u’s adjacency list

cycles in a graph, such as in the supply layer in Fig.4 1. Therefore, we enhance
the access method of “backtracks” to allow the state of each vertex to have
another possible value, “once accessed”. When we backtrack to a vertex whose
state is “accessed”, we change it to “once accessed”. We call the enhanced algo-
rithm EDFS and describe it below.

EDFS(G)
1 for each u ∈ V [G]
2 do status[u] ← “empty”
3 π[u] ← NIL
4 time ← 0
5 for each u ∈ V [G]
6 if status[u] = “empty”
7 then DFS-V isit′(u)

DFS-V isit′(u)
1 status[u] ← “accessed”
2 time ← time + 1
3 d[u] ← time
4 for each v ∈ Adj[u]
5 if status[v] = “empty” or “once accessed”
6 then π[v] ← u
7 DFS-V isit′(v)
8 status[u] ← “once accessed”
9 status[u] ← “search finished”
10 f [u] ← time ← time + 1

Lines 1-3 set the state of all vertices to “empty” and initialize their π fields to
NIL. Line 4 resets the global time counter. Lines 5-7 check each vertex in V in
turn and, when an “empty” vertex is found, visit it using DFS-V isit′. Every
time DFS-V isit′ is called in line 7, vertex u becomes the root of a new track.
When DFS-V isit′ returns, each vertex u has been assigned discovery time d[u]
and finishing time f [u].

For each call of DFS-V isit′(u), line 1 changes the status of u to “accessed”,
and line 2 increments the global variable time. Line 3 sets the discovery time
d[u] to the current time. Lines under 4 examine each vertex v adjacent to u.
Lines 5-7 recursively visit v if its status is “empty” or “’once accessed’. Line
8 changes the status of u to “once accessed” to show that backtrack has been
executed. Finally, after all edges from u have been explored, lines 9-10 change
the status of u to “search finished”, increment the global timer, and record the
finish time in f [u].

1 DFS can search for a cycle that includes the first accessed vertex from a directed
graph, but it can’t search for all cycles from the directed graph in the supply layer
of Fig.4.
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If vertex bicycle is added in Fig.4, the result of EDFS contains three cycles
: {bicycle, watch, TV, stereo, cleaner}, {bicycle, watch, stereo, cleaner} and
{bicycle, stereo, cleaner}. A part of the access track is as follows. Starting from
vertex bicycle, when we explore the edge from vertex cleaner to bicycle, we find
the state of bicycle is “accessed”, and detect the first cycle {bicycle, watch, TV,
stereo, cleaner}. Next, we execute backtrack from cleaner until the accessed
vertex becomes bicycle. When the vertex watch is accessed in backtrack, we find
it has an another edge : watch → stereo. We then temporarily stop processing
backtrack and execute DFS-V isit′. If vertex bicycle is accessed from cleaner, we
detect the second cycle {bicycle, watch, stereo, cleaner}. Similarly, we execute
DFS-V isit′ again, and access vertex bicycle through backtrack. This yields the
third cycle {bicycle, stereo, cleaner}.

3.2 Enhanced Strongly-Connected-Component Search(ESCCS)

ESCCS detects cycles by finding SCCs then detecting all cycles from SCCs.
According to the SCC definition, any vertex, u or v, in the SCC that is reachable
from any other means that SCC contains more than one cycle. [1] proves that
SCCS(G) correctly computes the strongly connected components of a directed
graph. Therefore, the problem of detecting all cycles in G is reduced to the one
of detecting those in the SCCs of G. That is, when all SCCs are computed, the
scope of the process of detecting all cycles lies inside each SCC, which has fewer
vertices than G. Our proposed method uses this characteristic.

The algorithms of Strongly-Connected-Component Search (SCCS(G)) and
Enhanced Strongly-Connected-Component Search(ESCCS(G)) are as follows.

SCCS(G)
step1 call DFS(G) to compute finish

time f [u] for each vertex u
step2 compute GT

step3 call DFS(GT ), but in the main
loop of DFS, consider the vertices in
order of decreasing f [u] (as computed
in step1)

step4 output the vertices of each group
in step 3 as a separate strongly
connected component

ESCCS(G)
step1 call SCCS(G) to compute all

SCCs in G
step2 detect cycles from each SCC which

has more than one vertex
step3 output the cycles in step 2

Procedure SCCS(G) works as follows[1]. Step1 processes DFS(G), and creates
a list of vertices in ascending order of f [u]. DFS(G) indicates that we input di-
rected graph G to the Depth-First Search algorithm. Step2 calculates the trans-
pose of G. Step3 processes DFS(GT ) using the last vertex in the list calculated
in step1 of SCCS(G). Step4 outputs the group consisting of the vertices whose
status is “search finished”. Each group in step3 is an SCC.

Procedure ESCCS(G) works as follows. Step1 searches all SCCs in G. Step2
detects all cycles in each SCC calculated in step1. In detail, step2 checks the
number of vertices in each SCC. When it is more than one, step2 detects all
cycles. The entire process is repeated until each SCC has been examined.
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When we apply the above-mentioned ESCCS(G) to the graph of the supply
layer of Fig.4, the result of step 1 at ESCCS(G) contains one SCC, which has
all vertices except the radio vertex. Therefore, the computational complexity
of step2 at ESCCS(G) is almost as the same as that of EDFS except for the
omission of the vertex radio access. In general, the difference in the number of
accessed vertices between EDFS and ESCCS depends on the number of vertices
in SCC. If SCC has fewer vertices than G, it is more effective in detecting cycles.

3.3 Implementation

For both algorithms (EDFS and ESCCS), we found it was expensive to compute
distinct cycles. Therefore, we implement this function by clustering the cycles
according to their length first and then the set signature[2,3]. For implementation
efficiency, we used a nested hash map: (key : Length, object : (key : Signature,
object : cycles)). For each cycle, the signature is calculated by the exclusive
disjunction of vertex ID.

4 Evaluation

This section describes the test data (graph) used in the evaluation and assesses
the performance of our cycle detecting algorithms for incremental search at the
supply layer.

4.1 Setup

We created two sets of graphs: graph set1 and graph set2. Both sets assume
that the number of users equals the number of vertices (8000 - 10000). That is
each user registers one supply. While both sets have the same number of edges
(10000), they differ in terms of the number of edges from each vertex. In detail,
each vertex of graph set1 has either one or two referencing edges, while graph
set2 has a randomly set number of edges. In other words, the result of evaluated
XPath expressions contains one or two matches (graph set1) or a random number
(graph set2).

4.2 Experiments

We implemented EDFS and ESCCS using Java (J2SE 1.5.0). The environment
of the experiments was [CPU]: Pentium III 1.2G Hz, [RAM]: 1.0GB and [OS]:
Windows 2000 Professional.

We measured the number of edge traverses and the response time of detecting
cycles (line 13 at IncrementalSearch) when we inputted the trial data to each
graph set and detected the cycles. In detail, the trial data consisted of one vertex,
representing data, with several referencing and referenced edges, representing
queries results. We randomly generated thirty trial data and entered them into
the system ten times for each data. We counted the number of edge traverses and
measured the averaged time taken over the ten trials. The results are shown in
Fig.5 (EDFS) and Fig.6 (ESCCS). In both figures, the x-axis shows the number
of edge traverses and the y-axis shows the response time [sec].
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Fig. 5. EDFS results Fig. 6. ESCCS results

4.3 Discussion

We draw two interesting observations from Fig.5 and Fig.6.
The first is that ESCCS is faster than EDFS, between 23 times and 132

times faster. This characteristic is due to the difference in the number of vertices
accessed (edge traverses) between EDFS and ESCCS. EDFS recursively accesses
all vertices and edges (G), whether they compose cycles or not. ESCCS accesses
each vertex and edge twice for searching SCC (⊆ G), and then accesses all
vertices and edges in each SCC. The experimental results show that ESCCS is
more efficient than EDFS, because ESCCS effectively reduced the redundant
accesses to vertices and edges.

The second is that the response times of ESCCS and EDFS scale against
the number of edge traverses, regardless of the kind of graphs. We note that
Fig.6 exhibits some exceptional points that don’t depend on the number of edge
traverses. These are because they have so many cycle candidates that it takes
some time to differentiate them. For example, at point A in Fig.6, there are
nineteen times more detected cycles (13645) than at point B (691).

5 Related Work

[5] proposes a process algebra for e-barter based on microeconomic theory. It
restricts the search domain to the region a user belongs to. When no candidate
is detected, the search domain is expanded stepwise. Focusing on the search step,
[5] doesn’t describe any methods for implementation.

[6] proposes a process algebra that can handle both transaction and shipping
costs. We will design a complete e-barter system by employing these costs.

[4] proposes an algorithm to search for cycles in a graph that consists of
more than k vertices. It assumes a static graph which is quite different from the
assumption of dynamic graphs presented in this paper for incremental search.
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6 Conclusions

This paper has proposed a process model for XML-based e-barter systems and
methods of detecting cycles. Our process model combines database query pro-
cessing with stream data processing, and constructs an exchange graph. We in-
troduced two methods, ESCCS and EDFS, for detecting all possible cycles. Both
employ a model that uses directed graphs where an edge connects one user’s sup-
ply to another user’s supply that satisfies the first user’s demand. Our methods
are enhancements of the algorithms, DFS and Strongly-Connected-Component.
We also measured their response times, and the results showed the effectiveness
of ESCCS.

Our future tasks include the following: further evaluating the enhanced
Strongly-Connected-Component search method using different data sets, and
considering other methods of detecting cycles after searching SCCs.
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Abstract. With constant advances in information technology, more and more in-
formation is available and users’ information needs are becoming more diverse.
Most conventional information systems only attempt to provide information that
meets users’ specific interests. In contrast, we are working on ways of discover-
ing information from the viewpoints of both interest and necessity. For example,
we are trying to discover complementary information that provides additional
knowledge on the users’ topics of interest, not just information that is similar
to the topic. In previous work, which was based on extracting topic structures
from closed-caption data, we proposed methods of searching for information to
complement TV program content; that is, to provide users with more detailed in-
formation or different viewpoints. In this paper, we focus on the features of text
streams (closed-caption data, etc.) and propose a method for context-sensitive re-
trieval of complementary information. We modified our topic-structure model for
content representation and consider the ”context” of a text stream in searching for
complementary information. The ”context” of the text stream is considered to be
a series of topic structures. Based on such kind of context, we propose methods of
searching for complementary information for TV programs, including query-type
selection, query modification, and computation of the degree of complementar-
ity. The experiment results showed that, comparing to our previous methods, the
context-sensitive method could provide more additional information and avoid
information overlap.

1 Introduction

Increasing amounts of information are available and our information needs and means
of gathering information are becoming more diverse and differentiated than in the past.
We can acquire information from different viewpoints or detailed information by inte-
grating information derived from different types of media.

To find similar information to a given example, QBE (Query By Example)[7] and its
variants are effective and well-known methods. Unlike the conventional QBE method,
which requires the user to specify an example in explicit detail, Henzinger et al. [1]
proposed a method for finding similar information to a TV program by dividing closed-
caption data into segments according to a fixed duration, and using each segment as an
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Fig. 1. Complementary information retrieval

example to form a query. These methods are very efficient for searching for informa-
tion that is similar to the given example. However, in many cases, we want additional
information or information from different viewpoints. Although similar information re-
trieved by conventional methods may contain some additional information, the goal
of these methods, i.e., searching for similar information, limits their effectiveness in
finding complementary information.

The issue of information complementation is important for acquiring balanced and
detailed information. To use an analogy, we need information from different viewpoints
to provide a balanced diet, and we also want to enjoy a delicious banquet of detailed
information on topics that interest us. In our previous work[2, 3, 4], as one approach
to information complementation, we proposed a novel method of providing comple-
mentary information based on searching for complementary Web pages to augment the
content of a TV program.

Figure 1 shows the processing flow of our method for retrieving complementary
information. First, we analyze the closed captions of a TV program to extract the topic
structure (keyword graph). The TV program is segmented using the closed captions and
a pre-constructed co-occurrence relationship dictionary. Then we conduct an Internet-
based search for (candidate) complementary Web pages using structured queries gener-
ated on the basis of the topic structure. The Web pages that are retrieved are re-ranked
according to their degree of complementarity; this concept is used to estimate the extent
to which each page complements the TV program.

In this paper, we propose a context-sensitive method for retrieving complementary
information that is an improvement on our previous method. Here, ”context” denotes
the stream of previous topic structures. Based on comparisons between the context and
the current topic structure, we propose methods for forming structured queries auto-
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matically, including query-type selection and query modification. We also propose a
method of computing the degree of complementarity according to the results of this
comparison. Basically, the degree of complementarity is computed based on the com-
parison of two topic structures, which are represented as a weighted DAG (directed
acyclic graph). As the experiment results showed, the context-sensitive method is capa-
ble of providing additional information and avoiding information overlap.

The remainder of this paper is organized as follows. Section 2 describes the topic-
structure model. In Section 3, we describe our method for retrieving complementary
information, including selecting the query type, modifying queries, and computing the
degree of complementarity. The results of an evaluation of the method are shown in
Section 4 and in Section 5 we present our conclusion and plans for future work.

2 Topic Structure

2.1 Topic Structure

We call an event or activity a ”topic”. To represent the ”topics” described in a video
or a Web page, this study uses the concept of topic structure. In contrast to TDT[6]
and TopicMap[5], which use ”topic structure” (or ”topic”) to denote the relationship
between information resources, we use the topic structure (keyword graph) to represent
the content of Web pages, TV programs, etc.

Intuitively, a topic structure consists of a pair of subject and content terms. The
subject terms are centric keywords that play a title role on a Web page (or video) and
the content terms play a supporting (or describing) role. Both subject and content terms
appear in Web pages or videos. Our concept of topic structure is defined as follows:

topic := ′(′ S, C ′)′

S := ′{′ (subject−term|topic)+ ′}′

C := ′{′ (content−term|topic)+ ′}′

subject−term := keyword

content−term := keyword (1)

where ”|” stands for ”or” and ”+” means that the element(s) appears more than once.
A keyword should only occur once in a topic structure.

The subject and content terms are extracted by using tf (term frequency) and the
co-occurrence relationship between two terms. In short, if a keyword has high rates of
co-occurrence with other keywords and its term frequency is higher than that of other
keywords, it is considered to be the subject term. Of the remaining keywords, those that
have a high co-occurrence relationship with the subject terms have a high probability
of being content terms.

When the words w1 and w2 co-occur frequently within a topic corpus, we say that
the two words have a strong co-occurrence relationship and that their co-occurrence
rate is high. In this paper, we estimate the co-occurrence rate cooc(wi, wj) between the
words wi and wj using the following function.
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Fig. 2. Example of topic graph

cooc(wi, wj) =
df({wi, wj})

df({wi}) + df({wj}) − df({wi, wj})
(2)

where df({wi}) is the number of topics containing the word wi within a pre-specified
topic corpus, and df({wi, wj}) is the number of topics containing both wi and wj .

2.2 Topic Graph

A topic structure can be represented as a weighted connected DAG that has at least two
vertices, one standing for the subject term and one for the content term. Here, we call
this type of graph a topic graph.

The topic graph G(t) of the topic structure, t, is defined as follows:

G(t) = (V, E) (3)

where V is a vertex set which represents the keywords within t. E(⊆ V × V ) is a
directed-edge set. The directed edge e = (u, v) represents the subject-content rela-
tionship between the keywords u and v. ‖V ‖ ≥ 2, E 	= ∅. The weight of the edge is
computed by the weight function, w : E → R. Figure 2 shows an example of a topic
graph.

In our current work, we use the height and width of a topic graph to represent the
level of detail and breadth of the information. That is, if the topic graph is very high, it
may describe the topic in detail. Similarly, if it is very wide, it may describe the topic
from many perspectives with a high content coverage. From this viewpoint, we define
the distance between two vertices as follows:

d(u, v) = (1 − cooc(u, v)) · min(tf(u), tf(v))
max(tf(u), tf(v))

(4)

where tf(u) stands for the term frequency of u and cooc(u, v) denotes the co-occurrence
relationship of u and v. Moreover, if e = (u, v) ∈ E, d(u, v) is the weight of e.

Based on the distance between the two vertices, we compute the height of a topic
graph to be the shortest path from the root node to the leaf node. Here, the root node
and leaf node denote nodes that have no parent and child nodes, respectively.

We assume that the distance of root (leaf) nodes stands for the broadness of the
topic and the breadth of perspectives (or viewpoints). Hence, at first, we compute the
distances of root nodes, and leaf nodes, respectively. Then, we select the bigger one as
the width of that topic graph. Below are details of the procedure used to compute the
distance, D, of root nodes (or leaf nodes) N .
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Fig. 3. Example of joining

1. Let a temporal node set M = ∅; D = 0.
2. Select a node n from N ; N = N − {n}, M = M + {n}.
3. Compute and select the smallest distance d(m, n′), where m ∈ M and n′ ∈ N .
4. M = M + {n′}, N = N − {n′}, D = D + d(m, n′).
5. If N = ∅, go to 9.
6. Compute and select the smallest distance d(m′, n′′), where m′ ∈ M and n′′ ∈ N .
7. M = M − {m′} + {n′′}, N = N − {n′′}, D = D + d(m′, n′′).
8. Go to 5.
9. Output D and then stop.

2.3 Topic-Structure-Based Joining

To represent the integration of related content, we define the joining of two topic struc-
tures. The joining of the two topic structures, t and t′, means that their topic graphs are
united, producing a connected DAG.

t � t′ =
{

G(t) ∪ G(t′), if G(t) ∪ G(t′) is a connected DAG.
φ, others

(5)

where G(t) and G(t′) stand for the respective topic graphs of t and t′, and φ stands for
null. In addition, t � φ = φ. The weight of each edge is re-computed by its weight
function. An example of joining is shown in Figure 3.

In this definition, we restricted the result of joining to a connected DAG. That is,
the result of joining two topic structures is also a single topic structure. The ”con-
nected” condition restricts the two topic graphs to having the same vertex (keyword).
The ”DAG” condition prevents the introduction of cycles to avoid confusion between
keyword roles. If the joining of two topic structures is not φ, we say that the two topic
structures are joinable. Two Web pages that include joinable topic structures comple-
ment each other.

3 Context-Sensitive Retrieval of Complementary Information

Complementary information retrieval consists of three phases:

1. Topic Structure Extraction
As mentioned above, we extract the topic structure based on tf and the co-occurrence
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relationship between keywords. However, a video or Web page may describe more
than one topic. Therefore, we need to segment these examples and then extract the
topic structure from each segment. Details of extracting the topic structure from a
video or Web page have been reported in [4].

2. Query Generation
In our previous work, we assumed that topic structures extracted from a given ex-
ample were independent of each other and queries were formed by using each ex-
tracted topic structure directly. Since there are four types of queries[3], users must
specify their preferred query type in advance.
If the given example is a video such as a TV news program, the extracted topic
structures may be related to each other and we need to take into account their co-
relationships when forming a query. That is to say, we consider the topic structures
extracted from the video as a topic-structure stream and assume that the previous
related topic structures provide the context for the current one. Here, the related
topic structures denote a sub-stream of topic structures whose members can be
joined with the current topic structure. Based on using this kind of context, we
propose a method for automatically forming queries including query-type selection
and query modification.

3. Web Retrieval and Re-ranking Based on Degree of Complementarity
We search for complementary Web pages by issuing a query to a search engine
(Google, etc.) and then re-rank the search results based on the degree of comple-
mentarity. Basically, we compute the degree of complementarity based on a com-
parison between the topic graphs of a retrieved Web page and the given example.
However, depending on the type of query, we use different methods for comput-
ing the degree of complementarity; that is, the degree of complementarity is also
context-sensitive. The details are described later.

3.1 Context of Topic-Structure Streams

As mentioned before, we regard the topic structures extracted from a video as a stream
and extract previous related topic structures (sub-stream) to provide the context of the
current topic structure. That is, the previous related topic-structure stream, which is the
context for the current topic structure, consists of joinable topic structures of the current
one. In fact, the context is also a topic structure and can be represented by a topic graph,
which we call a context graph.

Suppose that the topic structure stream is T = t0t1t2 · · · ti−1ti and the current topic
structure is t, the context graph C(ti) of ti is therefore defined as follows:

C(ti) = ti � ti−1 � ... � tj 	= φ (6)

where, ti � ti−1 � ... � tj � tj−1 = φ; j ≥ 1; t0 = φ.

3.2 Query Generation

In our current work, since the result of joining two joinable topic structures may provide
supplementary information on the original ones, we assumed that the complementary
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information for a given example should contain some topic structures that could be
joined with the one given. From this viewpoint, we defined four kinds of queries called
CD (Content Dependent), SD (Subject Dependent), CB (Content Broadening), and SB
(Subject Broadening), respectively.

CD and SD queries are based on a joining where the subject terms in one topic
structure appear as the content terms in the other. This type of joining adds more details
to the original information. SB and CB queries are based on a joining where two topic
structures have the same subject or content terms. This type of joining can broaden the
coverage of information.

Suppose the topic structure t of a given example is ({s1, s2, c1, c2, c3},
{(s1, c1), (s1, c2), (s1, c3), (s2, c1), (s2, c2), (s2, c3)}). ”intitle” and ”intext” mean the
following terms are the respective subject and content terms of a topic structure con-
tained in a retrieved Web page. ”∧” and ”∨” stand for ”logical AND” and ”logical OR”,
respectively. ”¬” means ”logical NOT”. CD, SD, CB, and SB queries are defined as fol-
lows:

1. CD Query: (intitle :c1 ∧ c2 ∧ c3) ∧ (¬(intext :s1 ∨ s2))
2. SD Query: (intext :s1 ∧ s2) ∧ (¬(intitle :c1 ∨ c2 ∨ c3))
3. SB Query: (intext :c1 ∧ c2 ∧ c3) ∧ (¬(intitle :s1 ∧ s2))
4. CB Query: (intitle :s1 ∧ s2) ∧ (¬(intext :c1 ∧ c2 ∧ c3))

For each query, we call the latter part starting from ¬ (e.g., ¬(intext :s1 ∨ s2)) the
negative condition part and the former (e.g., (intitle :c1∧c2∧c3)) the positive condition
part. For CB and SB queries, using the negative condition enables us to exclude Web
pages containing the same topic structure as the one given. Similarly, for CD and SD
queries, the negative condition excludes Web pages containing a topic structure that
would result in φ if they were joined.

The positive (negative) condition parts of CD, SD, CB, and SB queries consist of
only subject terms (or content terms) for a given topic structure. Therefore, these queries
are called node-type queries. In contrast, we also define an edge-type query in which
the positive (or negative) condition part consists of pair of subject and content terms,
i.e., edge of topic graph. An edge-type query is formed as follows:

(intitle :s1 intext :c1) ∧ (¬(intitle :s2 intext :c3))

where, s1, c1, s2, c3 are slected with the following conditions.

3∑
i=1

(cooc(s1, ci) − cooc(s2, ci)) ≥ 0

cooc(s1, c1) = max(cooc(s1, c1), cooc(s1, c2), cooc(s1, c3))
cooc(s2, c3) = max(cooc(s2, c2), cooc(s2, c3))

Using an edge-type query, we can search a Web page that contains the same subtopic
as the given example but is not the same as the given example. The Web page may
describe a different story[6] about an event and may provide contextual information
for the given example[4]. Often, Web pages searched for using edge-type queries may
provide detailed information from different perspectives. Hence, we call an edge-type
query DB query, i.e., a detailing and broadening query.
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3.3 Forming a Query

Generally, we use current topic graphs to form queries. However, as we mentioned be-
fore, since a topic structure may appear more than once in the stream, we may generate
the same query and get the same search results. This may provide overlapping infor-
mation and conflict with our goal of searching for additional information. To resolve
this situation, we propose a mechanism for deciding the query type and modifying the
query using the context graph.

In contrast to our previous work in which a user needed to pre-specify the query
type, we now select the query type by comparing the current topic graph with its context
graph.

– (H(C(ti)) − H(ti)) − (W (C(ti)) − W (ti)) > θ, i.e., the difference in height is
greater than the difference in width. Because the context (previous content) pro-
vided more detailed information, we generate SB and CB queries to search for
information that broadens the viewpoint of the example given. Here, ti and C(ti)
denote the current topic graph and its context graph, respectively, and H and W
stand for the height and width of the topic graph, respectively. θ(> 0) is a pre-
specified threshold.

– if (W (Cti ) − W (ti)) − (H(Cti) − H(ti)) > θ, we form CD and SD queries to
search for more detailed information.

– if −θ ≤ (H(Cti) − H(ti)) − (W (Cti ) − W (ti)) ≤ θ, we form a DB (edge-type)
query.

If we still get the same result after selecting the query type based on the context
graph, we can try using the context graph to form the query instead of the current one.
However, intuitively, the context graph may contain more nodes than the current one.
Therefore, we need to extract the query graph used to form the query from the context
graph. Like our topic structure extraction method[2], a keyword that has high term
frequency and co-occurrence relationships with the other terms, will be selected as the
subject term of the query graph. Of the remaining keywords, those that have a strong
co-occurrence relationship with the pre-extracted subject terms will be selected as the
content terms of the query graph.

3.4 Degree of Complementarity

For a given topic structure, we can formulate five types of queries as described above,
and for each query, we may acquire more than one Web page. To select the one that is
most complementary, we use the notion called complementarity degree to re-rank the
retrieved Web pages. Basically, the degree of complementarity is computed by compar-
ing topic graphs. Depending on the query type, there are three different methods for
computing the degree of complementarity. Here, we suppose the current topic graph is
t and the topic graph of the retrieved page is t′.

– If the query type consists of CD and SD queries, the degree of complementarity is
computed as follows to estimate the level of detail provided by the retrieved Web
page.

comple(t, t′) = H(t � t′) − H(t)
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     Diet debate 
(political donation graft)

NHK
TV News

Web Page

Details of the political donation graft

Fig. 4. Example of search result

– If the query is a CB or SB query, the degree of complementarity is computed as
the difference in width, which denotes the broadness.

comple(t, t′) = W (t � t′) − W (t)

– If the query is a BD query, we compute the degree of complementarity as the
difference in area, which represents both broadness and level of detail.

comple(t, t′) = H(t � t′) ∗ W (t � t′) − H(t) ∗ W (t)

As mentioned above, a Web page may describe more than one topic. In other words,
a Web page can be represented as a set of topic structures. Let the topic-structure set of
a retrieved Web page p be {t1, t2, ..., tn}. Let the current topic structure extracted from
the text stream be t. The degree of complementarity of p is then computed as follows:

com(p) =
i=n∑
i=1

comple(t, ti) (7)

where com(p) stands for the degree to which page p complements t.
The Web page p that has the highest degree of complementarity (com(p)) within

the search results is selected as the complementary Web page for the current topic. In
addition, we also take into account the rankings returned by Google. For instance, if
two Web pages have the same degree of complementarity, we will select the one ranked
higher by Google as the complementary Web page.

4 Experiment

We used closed-caption data for one day of NHK News 7 to test our method of retriev-
ing context-sensitive complementary information and compared it with our previous
method, which does not consider the context of topic-structure streams.
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Table 1. Results of experiment

Experiment Method Precision Ratio Number of similar queries
Non-Context Mode CD 0.452 6

SD 0.50 3
CB 0.474 3
SB 0.528 6

Context-Sensitive Mode O2C 0.529 1
C2O 0.583 2

We built a co-occurrence relationship dictionary on a collection of topics con-
structed from closed captions (in Japanese) from NHK News 7 programs from Sep.
2002 to Dec. 2004. We used ChaSen (http://chasen.aist-nara.ac.jp/) for Japanese mor-
phological analysis and used only nouns as keywords for further processing. To exclude
stop words, we built a stop-words dictionary that contains 593 terms in English and 347
terms in Japanese.

We extracted 39 topic structures from the closed-caption data using the method
described previously [3]. Each extracted topic structure contained two subject and three
content terms, such as ({s1, s2, c1, c2, c3}, {(s1, c1), (s1, c2), (s1, c3), (s2, c1), (s2, c2),
(s2, c3)}). We implemented the queries defined above using Google’s structured search
options, such as ”intitle”, ”intext”, ”allintitle”, and ”allintext”.

We carried out the following two experiments.

1. Context-sensitive complementary information retrieval: We formed a query for
each extracted topic structure according to its context, and ranked the retrieved
Web pages based on the degree of complementarity. The top-ranked Web page was
considered the most complementary Web page.
We generated queries in the following two ways.

– O2C (Origin to Context) method: Generally, we formed a query by using the
current topic structure extracted from the closed captions. However, if the same
query had appeared before, we used its context to form the query instead of the
original topic structure.

– C2O (Context to Origin) method: We formed a query by using the context of
the current topic structure. We modified the query by using the current topic
structure if the same query had appeared before.

2. Non-context complementary information retrieval: For each topic structure, we
formed CD, SD, CB, and SB queries and searched for potentially complemen-
tary Web pages using Google. Then, we ranked the Web pages returned by Google
based on their degree of complementarity and selected the top-ranked one as the
most complementary Web page.

We selected the relevant results from the search results of the above methods from
two points of view: a relevant page should provide detailed information on the TV
program or describe it from a different perspective. Figure 4 shows an example of a
relevant result (complementary Web page). On the left is a TV program reporting a Diet
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debate on graft relating to political donations and on the right is a Web page describing
the issue in detail.

As shown in Table 1, compared to our previous method, using the context-sensitive
method improved the precision ratio. In particular, compared to using CD, SD, CB, and
SB queries in the non-context retrieval mode, the C2O method improved the precision
ratio by 13.1, 8.3, 10.9, and 5.5 points, respectively. In the non-context retrieval mode,
the CD, SD, CB, and SB methods produced six, three, three, and six queries that were
similar1, respectively. In contrast, the C2O and O2C methods produced one and two
queries that were similar, respectively. Overall, the context-sensitive method improved
the precision ratio for retrieval of complementary information and avoided overlapping
search results.

5 Conclusion

In this paper, we extended our topic structure model and proposed a context-sensitive
method for retrieving complementary information for text streams. The ”context” of
a text stream is the related topic-structure stream for the current content. By using this
kind of context, we proposed methods for selecting and modifying queries, and for com-
puting the degree of complementarity when searching for complementary information.
The experiment results showed that our context-sensitive method provided additional
information and avoided information overlap.

Further studies on mechanisms for complementary information retrieval and eval-
uation are necessary. For instance, although we consider the context of a text stream,
which is the input data, the same queries still appear. We plan to further investigate the
context of search results, i.e., output data, to improve our method of retrieving context-
sensitive complementary information.
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Abstract. Recent works in XML change detection have focused on de-
tecting changes to ordered or unordered XML documents. However, in
real life XML documents may not always be purely ordered or purely un-
ordered. It is indeed possible to have both ordered and unordered nodes
in the same XML document (such documents are called hybrid XML).
In this paper, we present a technique for detecting the changes to hybrid
XML documents. In our approach, old and new versions of XML docu-
ments are first stored in a relational database. Then, the order learning
module is used to determine the node types in hybrid XML. The change
detection module then uses the knowledge of node types to detect the
changes by issuing SQL queries. Our experimental results show that our
approach produces better result quality compared to existing approaches.

1 Introduction

Detecting changes to XML data is an important research problem. Recently, a
number of techniques for detecting the changes to XML data have been proposed.
XMLTreeDiff [3] and XyDiff [2] are main-memory algorithms for detecting the
changes in ordered XML documents. In an ordered XML, both the parent-child
relationship and the left-to-right order among siblings are important. Wang et al.
proposed X-Diff [10] for computing the changes to unordered XML documents.
In unordered XML, the parent-child relationship is significant, while the left-
to-right order among siblings is not important. All these algorithms suffer from
scalability problem as they fail to detect changes to large XML documents due
to lack of memory. In [1,4,5], we have addressed this scalability problem by
detecting changes to ordered and unordered XML using the relational database
system. Note that all these techniques assume that the ordered or unordered
characteristics of XML documents are known ahead of time and they can either
be purely ordered or purely unordered but not both.

Our analysis of different real life XML documents has revealed that XML
documents may not always be purely ordered or purely unordered. It is indeed
possible to have both ordered and unordered nodes in the same XML document.
We call such documents as hybrid XML. Let us illustrate this with an example.
Suppose we have two versions of an XML document represented as a tree as
depicted in Figure 1. Observe that the nodes “authors” and “chapters” are or-
dered and nodes “books” and “book” are unordered. In one hand, if we consider
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Fig. 1. Two Versions of Hybrid XML

this document as purely ordered XML, then movement of “book” or “books”
nodes in different versions will be inaccurately detected as changes by XyDiff
and XMLTreeDiff. On the other hand, if we consider this XML document as
unordered XML, then we will not be able to detect movement among siblings of
the nodes in the subtrees rooted at “authors” node or “chapters” node using
X-Diff. For example, we will fail to detect the movement of the child nodes of
node 113. Consequently, we need an approach to accurately detect the changes
to such hybrid XML documents.

In this paper, we present a technique for detecting the changes to hybrid
XML documents. This is part of our change detection system called Xandy
(Xml enAbled chaNge Detection sYstem) that we are currently building. The
main difference between our approach and the previous approaches is that our
approach is able to detect the changes accurately on hybrid XML documents,
while other approaches focus either on ordered or unordered XML documents. To
the best of our knowledge, currently, there is no published approach for detecting
the changes to hybrid XML documents.

2 Order Learning Module

In order to detect the changes to hybrid XML, we first must determine auto-
matically the ordered and unordered nodes by analyzing the changes to a set
of consecutive versions of a hybrid XML document. We use the following two
heuristics to facilitate identification of ordered nodes: (1) Let node x be the ith
child of node p in version v1. Then, if x is moved from the ith to the jth position
in version v2 where j 	= i then p is an ordered node. (2) Let x1, x2, . . ., xk be
a set nodes inserted as children of node p in versions v1, v2, . . ., vm. Let n be
the number of nodes that are not inserted as right-most or left-most child of p
where 0 < n ≤ k. Then p is an ordered node if n/k ≥ τ where τ is called the
order threshold.

Figure 2(a) depicts the algorithm that is used to find the type of the nodes in
the hybrid XML documents. Given a sequence of consecutive versions of a hybrid
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Fig. 2. Algorithm findingNodeType, SUCXENT Schemas, and XML data in RDBMS

XML document stored in RDBMS and the order threshold, the findingNodeType
algorithm first detect the changes to these XML documents (line 1). As we need
to know whether there are moved nodes, the algorithm uses an ordered change
detection algorithm [7] to detect the changes. Next, the algorithm analyzes the
moved nodes that are moved among their siblings from the changes (Rule 1,
lines 2-4). If node m is moved among it siblings, then the parent(m) is marked
as ordered nodes. Next, the algorithm starts analyzing the inserted nodes (Rule
2, lines 5-20). The algorithm calculates the number of child nodes of the internal
nodes (line 5). Note that it also considers the deletions. Hence, a deletion of
a child node shall reduce the number of child nodes by one. The next step
is calculating the number of inserted nodes that are not inserted as last child
nodes (lines 6-20). The parent nodes of the inserted nodes are grouped by their
node names (line 12). Then, the algorithm calculates the proportion of number
of insertions occurred at the positions other than the last position and total
number of insertions to a particular internal node (lines 13-20). If this proportion
is greater than order threshold, then all internal nodes that have the same path
as the path of this particular node are considered as ordered nodes. Finally, the
result will be stored in the nodeType table (Figure 2(b)).

3 Finding Best Matching Subtrees

In this section, we discuss how to find the most similar subtrees in tree rep-
resentations of the two versions. Given the old and new versions of a hybrid
XML document and the node type information (output from the order learning
module), we store both documents in the relational database by using extended
version of the SUCXENT schema [8]. The schema is depicted in Figure 2(c).
The extended SUCXENT schema is depicted in Figure 2(d). Figure 2(e) depicts
the semantics of the attributes. Figure 2(f) depicts the relations containing two
shredded XML documents in Figure 1 (partial view only).
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We now introduce some definitions that we shall be using to explain algorithm
for detecting the best matching subtrees. Let L(T1) and L(T2) be two sets of
the leaf nodes in T1 and T2 respectively. Let name(�), level(�), and value(�) be
the node name, node level, and textual content of a leaf node � respectively.
Then �1 and �2 are matching leaf nodes (denoted as �1 ↔ �2) if name(�1) =
name(�2), level(�1) = level(�2), and value(�1) = value(�2), where �1 ∈ L(T1) and
�2 ∈ L(T2). The matching leaf nodes are classified into two types: fixed matching
leaf nodes and shifted matching leaf nodes. The fixed matching leaf nodes are
ones whose positions among their siblings are not changed. The shifted matching
leaf nodes are ones whose positions among their siblings are changed due to the
insertions or deletions of their siblings, and changes of their positions among
theirs siblings. Note that only the leaf nodes that are the child nodes of the
ordered nodes can be classified into these two types of matching leaf nodes.
Next, we define matching sibling orders.

Let so1 and so2 be two sibling orders in T1 and T2 respectively. Let P = {p1,
p2, . . . , px} and Q = {q1, q2,. . . , qy} be two sets of leaf nodes, where ∀pi ∈ P
have the same sibling order so1, and ∀qj ∈ Q have the same sibling order so2.
Then so1 and so2 are the matching sibling orders (denoted by so1 ⇔ so2)
if ∃pi ∃qj such that pi ↔ qj where pi ∈ P and qj ∈ Q. After determining
the matching sibling orders, we are able to find the possible matching internal
nodes at which the possible matching subtrees are rooted. Informally, the possible
matching subtrees are the subtrees in which they have at least one matching
sibling orders. Note that the subtrees in T1 are possible to be matched to more
than one subtrees in T2.

Formally, let I(T1) and I(T2) be two sets of the internal nodes in T1 and
T2 respectively. Let S1 and S2 be two subtrees rooted at nodes i1 ∈ I(T1) and
i2 ∈ I(T2) respectively. Let name(i) and level(i) be the node name and node
level of an internal node i respectively. S1 and S2 are the possible matching
subtrees if the following conditions are satisfied: 1) name(i1) = name(i2), 2)
level(i1) = level(i2), and 3) ∃P ∃Q such that P ⇔ Q where P ∈ S1 and Q ∈ S2.
We only consider matching subtrees in the same level for the same reason as
in [10]. Next, we determine the best matching subtrees from a set of possible
matching subtrees. Consequently, we have to measure how similar two possible
matching subtrees are. This is done by similarity score.

The similarity score ( of two subtrees t1 and t2 as follows. (a) If t1 and t2
are the unordered nodes, then ((t1, t2) = 2|t1∩t2|

|t1∪t2| . (b) If t1 and t2 are the ordered

nodes, then ((t1, t2) = 2|A|+|B|
|t1∪t2| where |t1 ∪ t2| is the total number of leaf nodes

of subtrees t1 and t2, |t1 ∩ t2| is number of matching leaf nodes, and |A| and
|B| are numbers of nodes of fixed and shifted matching leaf nodes in t1 and t2
respectively (A∩B = ∅). The similarity score has a value between 0 and 1. Based
on the similarity score, we are able to classify the matching subtree into three
types: 1)((t1, t2) = 1. This happens if they are identical except for the orders
among siblings (for the child nodes of unordered nodes), and identical (for the
child nodes of ordered nodes). 2)Unmatching Subtrees (((t1, t2) = 0). We say
two subtrees are unmatching if they are totally different. 3)Matching Subtrees
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(0 < ((t1, t2) < 1). The matching subtrees have some parts in the trees that are
corresponded each other.

Definition 1. Let t ∈ T1 be a subtree in T1 and P ⊆ T2 be a set of subtrees in
T2. Also t and ti ∈ P are possible matching subtrees ∀ 0 < i ≤ |P |. Then t and
ti are the best matching subtrees (denoted by t � ti) iff (((t, ti) > ((t, tj)) ∀
0 < j ≤ |P | and i 	= j.

3.1 Algorithm

The algorithm for determining the best matching subtrees is depicted in Fig-
ure 3(a). Given two XML trees T1 and T2 shredded in a relational database as
shown in Figure 2(f), the similarity score threshold (say θ=0.2000), and the or-
deredNodes set (say “/books/book/authors” and “/books/book/chapters”),
the findBestMatchingSubtree algorithm starts finding the matching best subtrees
by checking the root nodes of T1 and T2 (lines 1-3, Figure 3(a)). If they have
different names, then both XML documents are considered as different. Con-
sequently, the delta only consists of a deletion of T1 and an insertion of T2.
Otherwise, the algorithm finds the matching sibling orders (line 4, Figure 3(a)).
The SQL query for retrieving the matching sibling order can be found in [6].
The results are stored in the TempSO table (Figure 4(b)) whose attributes are
depicted in Figure 4(a).

Next, the findBestMatchingSubtree algorithm determines the deepest level
max-Level of the root nodes of subtrees in T1 and T2 (line 5, Figure 3(a)).
For each level curLevel starting from level maxLevel to the level of the root
nodes of the trees (level=1), the algorithm starts by finding the best matching
subtrees (lines 6-10, Figure 3(a)). First, the algorithm finds the possible matching
internal nodes (line 7, Figure 3(a)). The SQL query shown in Figure 3(b) is used
to retrieve the possible matching internal nodes. NodeType is used to indicate
whether an internal nodes is an ordered node (NodeType=“1”) or an unordered
node (NodeType=“0”). Figure 3(c) depicts the SQL query to set the node type
for ordered nodes. “ORDEREDNODES” in lines 7 and 11 are a set of ordered nodes.
We store the results in the Matching table whose attributes are depicted in
Figure 4(a). The Matching table of T1 and T2 is depicted in Figure 4(c).

The next step is to maximize the similarity scores of the possible matching
internal nodes at level curLevel at which the possible matching subtrees are
rooted (line 8, Figure 3(a)) since we may have some subtrees and sibling orders
at (curLevel+1) in T1 that can be matched to more than one subtrees and sibling
orders in T2 respectively, and vice versa. The maximizeSimilarityScore algorithm
is similar to the Smith-Waterman algorithm [9] for sequence alignments. Due to
the space constraints, we do not present the maximizeSimilarityScore algorithm
here. The readers may refer to [6]. Next, the algorithm shall delete the corre-
sponding tuples of the best matching subtrees if their similarity score is less than
the specified threshold θ.
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Input: 
did1 : document id of first 

                 version of document
did2 : document id of second 

                 version of document
  theta : similarity threshold
orderedNodes : a set of ordered nodes

Output:
  the MATCHING table

1  if (!isRootNodeMatched(did1, did2)) 
2     return;
3  end if
4  findMatchingSiblingOrder(did1, did2, 
                            orderedNodes); 
5  maxLevel = getInternalNodeMaxLevel(did1, did2);
   // the level of root node is equal to 1
6  for (curLevel=maxLevel; curLevel>=1; curLevel--) 
7     findPMatchingIntNodes(did1, did2, curLevel);
8     maximizeSimilarityScore(did1, did2, curLevel);
9     deleteUnMacthingNodes(did1, did2, curLevel, 
                            theta);
10 end for

(a) Algorithm findBestMatchingSubtree

1 SELECT
2     did1, did2, A1.NODELEVEL, A1.MINSIBORDER AS MINSO1, 
3     A1.MAXSIBORDER AS MAXSO1, A2.MINSIBORDER AS MINSO2, 
4     A2.MAXSIBORDER AS MAXSO2, A1.LOCALORDER AS LO1, 
5     A2.LOCALORDER AS LO2, 
6     SUM(T.COUNTER) AS COUNTER, SUM(T.TOTAL) AS TOTAL,
7     DEC(T.COUNTER,5)/DEC(T.TOTAL,5) AS SCORE, 
8 0 AS NODETYPE 
9 FROM
10    ANCESTORINFO AS A1, ANCESTORINFO AS A2, 
11    TEMPSO AS T 
12 WHERE
13    A1.DOC_ID = did1 AND
14    A2.DOC_ID = did2 AND
15    T.SO1 BETWEEN A1.MINSIBORDER AND A1.MAXSIBORDER AND
16    T.SO2 BETWEEN A2.MINSIBORDER AND A2.MAXSIBORDER AND
17    A1.NODELEVEL = A2.NODELEVEL AND 
18    A1.NODENAME = A2.NODENAME AND
19    A1.NODELEVEL = level
20 GROUP BY A1.NODELEVEL, 
     A1.MINSIBORDER, A1.MAXSIBORDER, A2.MINSIBORDER,
     A2.MAXSIBORDER 

(b) Finding Possible Matching Internal Node

1  UPDATE MATCHING
2  SET NODETYPE = 1
3  WHERE
4    DID1 = did1 AND 
5    DID2 = did2 AND
6    (LEVEL, MINSO1, MAXSO1) IN
7      (SELECT NODELEVEL, 
               MINSIBORDER, 
               MAXSIBORDER
8       FROM ORDEREDNODES
9       WHERE DOC_ID = did1 ) AND
10   (LEVEL, MINSO2, MAXSO2) IN
11     (SELECT NODELEVEL, 
               MINSIBORDER, 
               MAXSIBORDER
12      FROM ORDEREDNODES
13      WHERE DOC_ID = did2 )

(c) Update Node Type

Fig. 3. Algorithms and SQL Queries

4 Detecting the Changes

We are now ready to detect different types of changes in the hybrid XML by
issuing a set of SQL queries. The types of changes are detected sequentially as
in the discussion. The formal definitions of types of changes can be found in [6].
Insertion of Internal Nodes. Intuitively, the inserted internal nodes are the in-
ternal nodes that are in thenewversion,butnot in theoldversion.Hence, theymust
not be the root nodes of the best matching subtrees as they are in both versions.
The SQL query depicted in Figure 5(a) (did1 and did2 refer to the first and second
versions of the document respectively) detects the set of newly inserted internal
nodes. Consider the example in Figure 1. We notice that the subtree rooted at node
102 in T2 is inserted. The inserted internal nodes are retrieved by the SQL query
depicted in Figure 5(a) and are stored in the INS INT table as shown in Figure 6(a).
The semantics of attributes of the INS INT table are depicted in Figure 7(a).
Deletion of Internal Nodes. We can use the same intuition to find the deleted
internal nodes that are in T1, but not in T2. The deleted internal nodes can
be detected by slightly modifying the SQL query depicted in Figure 5(a). We
replace the “did2” in line 7 with “did1”. The “MINSO2” and “MAXSO2” in line 9
are replaced by “MINSO1” and “MAXSO1” respectively. In the example shown in
Figure 1, we observe that the subtree rooted at node 11 in T1 is deleted. The
deleted internal nodes are stored in the DEL INT table as shown in Figure 6(b).
Insertion of Leaf Nodes. The new leaf nodes are only available in the second
version of an XML tree. These new nodes should be either in the best matching
subtrees or in the newly inserted subtrees. Consider the Figure 1. The leaf nodes
103, 105, 107, 108, 109, and 110 belong to the newly inserted subtree rooted at
node 102. The leaf node 119 is also inserted in the new version but it is contained
in the best matching subtree rooted at node 116. Note that this subtree is not
newly inserted one. The SQL query shown in Figure 5(b) is used to detect the
inserted leaf nodes that are in the newly inserted subtrees. The inserted leaf
nodes that are in the matching subtrees are detected by using the SQL query
shown in Figure 5(c). The result of the queries is stored in the INS LEAF table as
shown in Figure 6(c). Note that the highlighted tuples in Figure 6(c) are actually
updated leaf nodes. However, they are detected as inserted nodes.
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TempSO (Level, SO1, SO2, Counter, Total)

(a) Attributes of Tables

4 2 5 2 4
4 3 6 3 7

(b) TempSO Table

Matching (DID1, DID2, MinSO1, MaxSO1, MinSO2, 

    MaxSO2, Level, LO1, LO2, Counter, Total, Score, 

    NodeType)

3 3 3 3 73 3 6 6 0.4285
3 2 2 2 52 2 5 5 0.5000
2 1 2 5 131 3 4 6 0.3846
1 1 1 5 241 6 1 6 0.2083

(c) Matching Table

2
2
2
2

1
1
1
1

Level SO1 SO2 Counter Total

1
1

Level LO1 LO2 Counter TotalMinSO1 MaxSO1 MinSO2 MaxSO2 ScoreDID2DID1
Node
Type

0
0

Fig. 4. The TempSO and Matching Tables, and Table Description

Deletion of LeafNodes. The deleted leaf nodes are only available in the first ver-
sion of an XML tree. These deleted nodes should also be either in the best match-
ing subtrees or in the deleted subtrees. Consider the Figure 1. The leaf nodes 12,
14, 16, 17, and 18 belong to the deleted subtree rooted at node 11. We also use
two SQL queries for detecting these two types of deleted leaf nodes. These SQL
queries are generated by slightly modifying the queries in the Figures 5(b) and (c).
We replace “INS INT” in line 4 in Figure 5(b) with “DEL INT”. We also replace the
“did2” in line 6 in Figure 5(b) and in lines 8 and 20 in Figure 5(c) with “did1”. The
“did1” in line 16 in Figure 5(c) is replaced by “did2”. We also replace “MINSO2”
and “MAXSO2” in lines 10 and 21 in Figure 5(c) with “MINSO1” and “MAXSO1” re-
spectively. The “MINSO1” and “MAXSO1” in line 18 in Figure 5(c) are replaced by
“MINSO2” and “MAXSO2” respectively. Figure 6(d) depicts the result of the queries
which is stored in the DEL LEAF table. Note that the highlighted rows are actually
updated leaf nodes which are detected as deleted leaf nodes.
Content Update of Leaf Nodes. Intuitively, an updated node is available in
the first and second versions, but its value is different. Update operations on
the leaf nodes depend on the node types of their parents. If the parent nodes
are ordered nodes, then update operations on the leaf nodes can be classified
into absolute updates and relative updates. In the absolute update, the node’s
position in the DOM tree is not changed, but the value has changed. In the
relative update operation, the absolute position as well as the value of the node
has changed due to insert/delete/move operations on other nodes. Otherwise,
we only have one kind of update operation. We detect the updated leaf nodes
by using the INS LEAF and DEL LEAF tables in which the inserted and deleted
leaf nodes are stored respectively. In addition, we also need to use the Matching
table in order to guarantee that the updated leaf nodes are in the matching
subtrees. Note that we only consider the update of the content of the leaf nodes.
Similar to [10], the modification of the name of an internal node is detected as
a pair of deletion and insertion.

We are able to detect the absolute update operations by using the DID1,
DID2, Level, SiblingOrder, LocalOrder, Path Id, and Value attributes of the
INS LEAF and DEL LEAF tables. For the matching internal nodes in the Matching
table, we use DID1, DID2, Level, MinSO1, MaxSO1, MinSO2, and MaxSO2 attributes.
The SQL query for detecting the absolute update operations is shown in Fig-
ure 5(d). The relative update operations can be detected by modifying the SQL
query in Figure 5(d). “D.LOCALORDER = I.LOCALORDER” in line 13 is replaced
by “D.LOCALORDER != I.LOCALORDER”. The updated nodes that are the child
nodes of the unordered nodes can be found by using the SQL query in Figure 5(e).
Note that after each type of update operation detected, we need to delete the
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1  SELECT
2   did1, did2, A.NODENAME, A.NODELEVEL,
3   A.MINSIBORDER, A.MAXSIBORDER,
4   A.LOCALORDER 
5  FROM ANCESTORINFO AS A 
6  WHERE
7   A.DOC_ID = did2 AND
8   (A.NODELEVEL,A.MINSIBORDER,

  A.MAXSIBORDER) NOT IN
9     (SELECT LEVEL, MINSO2, MAXSO2 
10 FROM MATCHING 
11     WHERE DID1 = did1 AND DID2 = did2 )

(a) Insertion of Internal Nodes

1 SELECT DISTINCT
2    did1, did2, L.LEVEL, L.SIBLINGORDER,

L.PATH_ID, L.LEAFVALUE,  L.LOCALORDER 
3 FROM LEAFVALUE AS L, 
4  (SELECT DISTINCT
5      M.MINSO1, M.MAXSO1, M.MINSO2, M.MAXSO2, 

  L.PATH_ID, L.LEAFVALUE 
6    FROM MATCHING AS M, LEAFVALUE AS L 
7    WHERE M.DID1 = did1 AND M.DID2 = did2 AND
8      L.DOC_ID = did2 AND
9      L.LEVEL = M.LEVEL+1 AND
10     L.SIBLINGORDER BETWEEN M.MINSO2 
                          AND M.MAXSO2 
11   EXCEPT ALL
12   SELECT DISTINCT
13     M.MINSO1, M.MAXSO1, M.MINSO2, M.MAXSO2, 

  L.PATH_ID, L.LEAFVALUE 
14   FROM MATCHING AS M, LEAFVALUE AS L 
15   WHERE M.DID1 = did1 AND M.DID2 = did2 AND
16     L.DOC_ID = did1 AND
17     L.LEVEL = M.LEVEL+1 AND
18     L.SIBLINGORDER BETWEEN M.MINSO1 
                         AND M.MAXSO1) AS D 
19  WHERE
20   L.DOC_ID = did2 AND
21   L.SIBLINGORDER BETWEEN D.MINSO2 
                        AND D.MAXSO2 AND
22   L.PATH_ID = D.PATH_ID AND
23   L.LEAFVALUE = D.LEAFVALUE 

(c) Insertion of Leaf Nodes (2)

1  SELECT DISTINCT
2     did1, did2, L.LEVEL, L.SIBLINGORDER,
3     L.PATH_ID, L.LEAFVALUE, L.LOCALORDER
4  FROM LEAFVALUE AS L, INS_INT AS I 
5  WHERE
6     L.DOC_ID = did2 AND
7     I.DID1 =  did1 AND
8     I.DID2 = did2 AND
9     L.SIBLINGORDER BETWEEN I.MINSO AND 
                             I.MAXSO
10   AND L.LEVEL = I.LEVEL+1 

(b) Insertion of Leaf Nodes (1)

1  SELECT
2    D.DID1, D.DID2, D.LEVEL, D.SIBLINGORDER, 
3    I.SIBLINGORDER, D.PATH_ID, D.LOCALORDER, 
4    I.LOCALORDER, D.VALUE, I.VALUE
5  FROM DEL_LEAF AS D, INS_LEAF AS I, MATCHING AS M
6  WHERE
7    M.NODETYPE = 1 AND
8    D.DID1 = did1  AND D.DID2 = did2  AND
9    I.DID1 = did1  AND I.DID2 = did2  AND
10   D.PATH_ID = I.PATH_ID AND D.VALUE != I.VALUE AND
11   D.SIBLINGORDER BETWEEN M.MINSO1 AND M.MAXSO1 AND
12   I.SIBLINGORDER BETWEEN M.MINSO2 AND M.MAXSO2 AND
13   D.LOCALORDER = I.LOCALORDER AND
14   D.LEVEL = M.LEVEL+1 AND I.LEVEL = M.LEVEL+1

(d) Absolute Update

1  SELECT
2    D.DID1, D.DID2, D.LEVEL, D.SIBLINGORDER, 
3    I.SIBLINGORDER, D.PATH_ID, D.LOCALORDER, 
4    I.LOCALORDER, D.VALUE, I.VALUE
5  FROM DEL_LEAF AS D, INS_LEAF AS I, MATCHING AS M
6  WHERE
7    M.NODETYPE = 0 AND
8    D.DID1 = did1  AND D.DID2 = did2  AND
9    I.DID1 = did1  AND I.DID2 = did2  AND
10   D.PATH_ID = I.PATH_ID AND D.VALUE != I.VALUE AND
11   D.SIBLINGORDER BETWEEN M.MINSO1 AND M.MAXSO1 AND
12   I.SIBLINGORDER BETWEEN M.MINSO2 AND M.MAXSO2 AND
13   D.LEVEL = M.LEVEL+1 AND I.LEVEL = M.LEVEL+1

(e) Update of The Child Nodes of Unordered Nodes

Fig. 5. SQL Queries for detecting the changes

updated nodes detected as deleted and inserted leaf nodes. The updated leaf
nodes of the example in Figure 1 are shown in Figure 6(e) (the UPD LEAF table).

We observe that the result of the SQL queries for detecting the relative
updated nodes and the updated child nodes of the unordered nodes may not
be correct result in some conditions as follows. First, there are more than one
updated leaf child nodes under the same unordered nodes. Second, there are
the deleted/inserted and updated leaf nodes occurred under the same unordered
nodes. Therefore, we need to correct the result by using the updateCorrector
algorithm. The algorithm of the updateCorrector function is similar to the one
in [5]. Due to the space constraint, we do not present the algorithm in this paper.
The readers may refer to [6].
Move Among Siblings. The naive approach of detecting the movement is to
check whether or not the local order of the node has changed. However, this ap-
proach may lead to the detection of non-optimal deltas in certain situations. We
illustrate this with a simple example. Suppose we have two versions of XML trees
as depicted in Figure 7(b). The node e2 with value “New” is a newly inserted node.
If we do not consider this newly inserted node during the move detection process,
then we may detect that the nodes e2 with values “C” and “D” are moved among
their siblings since they have different local order values in the old and new ver-
sions. Hence, the detected delta consists of two move operations and an insert op-
eration. To overcome this problem, we simulate the insertions and deletions occur-
ring under the same parent before detecting the moved nodes.

We observed that a deletion of node a, that has local order equal to k, will
decrease the local orders of its siblings, that have local order greater than k,
by one. Another observation is that an insertion of node b to be the k-th child
of a parent node p will increase the local orders of the child nodes of node p,
that have local order greater than or equal to k, by one. Note that we are not
interested in the changes on the local orders because of insertions/deletions of
its sibling nodes. Hence, we need to determine the nodes that are really moved
among their siblings. We are able to determine these moved nodes by using the
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NAME

book

(a) Inserted Internal Nodes  (INS_INT table)

(b) Deleted Internal Nodes (DEL_INT table)

DID1

1

DID2

2

LEVEL

2

MINSO

1

MAXSO

3

book1 2 2 4 6

DID1

1

DID2

2

LEVEL

3

SIBLING
ORDER

1
1 2 4 2
1 2 4 3
1 2 4 3
1 2 4 3

(c) Inserted Leaf Nodes (INS_LEAF table)

DID1

1

DID2

2

LEVEL

4

SIBLING
ORDER

3
1 2 3 4
1 2 4 5
1 2 4 6
1 2 4 6
1 2 4 6

(d) Deleted Leaf Nodes (DEL_LEAF table)

VALUE1

(e) Updated Leaf Nodes (UPD_LEAF table)

PATH_ID

1
2
3
3
3

PATH_ID

3
1
2
3
3
3

PATH_ID

Unexpected Evening3

DID1 DID2 LEVEL SO1 SO2

1 2 4 3 6

LOCAL
ORDER

1
1
1
2
3

1 2 4 3 3 4
1 2 4 5 3 2

LOCAL
ORDER

2
1
1
1
2
3

1 2 4 6 3 3

VALUE

The Wizard
Mark Lee
Magical Spell
Helper
Poison Powder
Healer
Unexpected Night
Next Day

VALUE

Unexpected Evening
The Two Dwarfs
Eric Chapter
The Beautiful Forest
Where are we?
Back to life

LO1 LO2

2 2

VALUE2

Unexpected Night

authors1 2 3 2 2

LOCAL
ORDER

1
2

chapters1 2 3 3 3 3

NAMEDID1 DID2 LEVEL MINSO MAXSO
LOCAL
ORDER

2
authors1 2 3 5 5 2
chapters1 2 3 6 6 3

(f) Move Among Siblings (MOVE table)

PATH_ID

3

DID1 DID2 LEVEL MINSO1 MINSO2

1 2 4 2 5

LO1 LO2

1 2

MAXSO1

-

MAXSO2

-
31 2 4 2 5 2 1- -

Fig. 6. Detected Delta

above observations for simulating the insertions/deletions of sibling nodes that
affect on the local orders. Due to the limitation of space, we do not present the
algorithm in this paper. The algorithm can be found in [6]. The moved nodes of
the example in Figure 1 are shown in Figure 6(f) (the MOVE table).

5 Performance Study

We have implemented Xandy-H entirely in Java. The implementation and the
database engine were run on a MS Windows 2000 Professional machine having
Pentium 4 1.7 GHz processor with 512 MB of memory. The database system was
IBM DB2 UDB 8.1. Appropriate indexes on the relations are created. We used a
set of synthetic XML documents based on SIGMOD DTD (Figure 7(c)). We gen-
erated the second version of each XML document by using our own change gen-
erator. We distributed the percentage changes equally for each type of changes.
Xandy has three variants: Xandy-U [5] for unordered XML, Xandy-O [7] for
ordered XML, and Xandy-H for hybrid XML. We compared the performance of
these three variants. We also compared our approach to X-Diff[10] and X-Diff-
O (The option “-o” of X-Diff is activated so it calculates the minimum editing
distance in finding the matchings.). Note that despite our best efforts (including
contacting the authors), we could not get the Java version of XyDiff [2].
Result Quality. In this experiment, we study the effect of the percentage of
changes on the result quality by using “Sigmod-03” data set. We set “authors”
as the ordered node. A series of new versions are generated by varying the
percentage of the changes from “3%” to “30%”. The number of nodes involved
in the deltas is counted for each approach. The number of nodes in the optimal
XDeltas is compared to the one detected by the different approaches. The ratios
are plotted in Figure 8(a). We observed that Xandy-H is able to detect the

(b) Example

e1

e2 e2 e2 e2

A B C D

e1

e2 e2 e2 e2

A B C D

e2

New

(i) T1 (ii) T2

Dataset
Code

Sigmod-01
Sigmod-02
Sigmod-03
Sigmod-04
Sigmod-05
Sigmod-06
Sigmod-07
Sigmod-08
Sigmod-09
Sigmod-10

Nodes

331
554
890

1,826
2,718
4,717
8,794

18,866
37,725
89,323

(c) Sigmod Dataset

Filesize 
(KB)

13
21
34
70

104
180
337
721

1,444
3,431

Attribute
DID1
DID2

MINSO
MAXSO

LO1
LO2
SO1
SO2

(a) Attributes and Desctiptions

Description
document id of the first document
document id of the second document
minimum sibling order
maximum sibling order
local order of a node in the first version
local order of a node in the second version
sibling order of a node in the first version
sibling order of a node in the first version

Fig. 7. Example Move among Siblings and Data sets
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Fig. 8. Experimental Results

optimal or near optimal deltas. The ratios of Xandy-O and XyDiff are always
greater than 1. This is because the movements among siblings of the child nodes
of unordered nodes are detected as changes. In Xandy-H, such changes are not
detected. The ratios of Xandy-U and X-Diff-O are always less than 1. This is
because the unordered approaches do not detect the movements among siblings
of the child nodes of ordered nodes. The ratio of X-Diff is less than 1 if the
percentage of changes is less than “20%”. Otherwise, it is greater than 1. This
is because X-Diff does not calculate the minimum editing distance. Therefore,
X-Diff may detect as a deletion of a subtree if it is changed significantly.
Accuracy of Learning Module. We generate 30 versions of a hybrid XML
document based on SIGMOD DTD. The first version has 645 nodes. We set nodes
“articles” and “authors” as ordered nodes, and τ is set to “0.75”. Figure 8(b)
depicts the accuracy of the learning module. The ordered proportion of “articles”
is equal to 1 and detected as ordered nodes for the first 6 versions. The insertion
of node “article” only occurs once. This insertion does not happen at the last
position. After analyzing more than 18 versions, the learning module determines
nodes “articles” and “authors” as ordered nodes as the ratios are greater
than τ . The accuracy of the learning module depends on the changes occur in
the XML documents. The learning module may fail to detect the ordered nodes
in certain cases. For example, node “authors” is not detected as an ordered
node if there is no occurrence of the move operation and the insertions occurred
at the positions other than the last position rarely happen.
Execution Time vs. Number of Nodes. The percentages of changes are set to
“3%” and “9%” and the threshold θ is set to “0.0” which shall give us the upper
bound of the execution time. We set “authors” as the ordered node. Note that
X-Diff is unable to detect the changes on the XML documents that have over 5000
nodes due to lack of the main memory. Figures 8(c) and (d) depict the overall per-
formance of our approach.Xandy-U is faster thanXandy-H andXandy-O. This
is because Xandy-U does not distinguish between fixed and shifted leaf nodes.
That is, Xandy-U uses a simple SQL query to find the matching leaf nodes, while
Xandy-H and Xandy-O use two SQL queries that are more complex than the
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one used by Xandy-U. Xandy-H is slightly faster than Xandy-O in most cases.
This is because Xandy-O detects the movement to other parent nodes and the
movement among siblings of the child nodes of the unordered nodes. For smaller
data sets, X-Diff is faster than our approaches, but after the number of nodes is
greater than 2500 nodes, our approaches is faster than X-Diff (up to 40 times).

Next, we study the effect of number of ordered nodes on the performance of
Xandy-H. We use the first four data sets and set the percentage of changes to
“3%”. Figure 8(e) depicts the performance of Xandy-H for different numbers of
ordered nodes. The performance of Xandy-H is slightly affected by the number
of the ordered nodes as the difference of the execution time is only up to 5%.

6 Conclusions

This paper is motivated by the fact that real life XML documents may not al-
ways be purely ordered or purely unordered. It is indeed possible to have both
ordered and unordered nodes in the same XML document. We call such docu-
ments as hybrid XML. In this paper, we present a technique for detecting the
changes to hybrid XML documents using relational databases. Our experimental
results show that our approach generates better result quality compared to exist-
ing approaches. Also our approach is more scalable than existing main-memory
algorithms and up to 40 times faster than X-Diff.
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Abstract. This paper addresses the problem of timestamped event se-
quence matching, a new type of sequence matching that retrieves the
occurrences of interesting patterns from a timestamped event sequence.
Timestamped event sequence matching is useful for discovering temporal
causal relationships among timestamped events. In this paper, we first
point out the shortcomings of prior approaches to this problem and then
propose a novel method that employs an R∗-tree to overcome them. To
build an R∗-tree, it places a time window at every position of a times-
tamped event sequence and represents each window as an n-dimensional
rectangle by considering the first and last occurrence times of each event
type. Here, n is the total number of disparate event types that may occur
in a target application. When n is large, we apply a grouping technique
to reduce the dimensionality of an R∗-tree. To retrieve the occurrences
of a query pattern from a timestamped event sequence, the proposed
method first identifies a small number of candidates by searching an R∗-
tree and then picks out true answers from them. We prove its robustness
formally, and also show its effectiveness via extensive experiments.

Keywords: Event sequence, indexing, similarity search.

1 Introduction

A sequence database is a set of data sequences, each of which comprises an or-
dered list of symbols or numeric values [1]. Similar sequence matching is an
operation that finds sequences similar to a query sequence from a sequence
database [1,2,5,8]. During the past decades, many useful techniques have been
proposed for similar sequence matching [1,2,4,5,6,7,9,11,12,16].
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Fig. 1. Example of a timestamped event sequence in a network environment

Wang et al. [14] defined a new type of similar sequence matching that deals
with timestamped event sequences. To exemplify this type of matching, let us
examine an event management system in a network environment. Here, items,
each of which is a pair of (event type, timestamp), are sequentially added into a
log file in their chronological order whenever special events arise. Figure 1 shows
a sequence of items in a log file.

In such environment, the queries to identify temporal causal relationships
among events are frequently issued as follows [14]: “Find all occurrences of Cis-
coDCDLinkUp that are followed by MLMStatusUp within 20±2 seconds as well
as TCPConnectionClose within 40±3 seconds.”

In reference [14], they call a sequence of items as in Figure 1 a times-
tamped event sequence T , and regard the above query as a query sequence Q =
〈(CiscoDCDLinkUp, 0), (MLMStatusUp, 20), (TCPConnectionClose, 40)〉 with
2 as a tolerance for the interval between CiscoDCDLinkUp and MLMStatusUp
and 3 as a tolerance for the interval between CiscoDCDLinkUp and TCPCon-
nectionClose. Then, the above query is converted to the problem of timestamped
event sequence matching which is to retrieve from T all subsequences, possibly
non-contiguous , that are matched with Q. Since a non-contiguous subsequence
can be an answer in timestamped event sequence matching, previous methods
proposed for similar sequence matching are not appropriate for this new problem.

Reference [14] tackled the problem and proposed a method that employs a
new index structure called an iso-depth index . This method uses the concept
of a time window , a contiguous subsequence whose time interval is not larger
than ξ, a window size determined by a user for indexing. The method extracts a
time window from every possible position of a timestamped event sequence, and
builds a trie [13] from a set of time windows. Then, it creates iso-depth links ,
which connects all items equally apart from the first items of their time windows,
by referencing the trie via a depth-first traversal. This index structure enables
to directly jump to a qualified descendent node without traversing the tree,
and thus provides the capability to support efficient matching of non-contiguous
event subsequences. In this paper, however, we point out two problems of this
method as follows.
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1. This method performs well when a query specifies the exact values for the
time intervals between the first and the following events in a query sequence
(i.e., the tolerance of 0). When the tolerance is larger than 0, however, it
has to access multiple chains of iso-depth links for each event specified in a
query sequence. Thus, the performance of the method becomes worse as the
tolerance gets larger.

2. When constructing the iso-depth index from a trie, the method assigns a
sequential ID to each node of the trie in a depth-first fashion. Such IDs are
not changeable once the iso-depth index has been built [14]. Therefore, the
method is not appropriate for dynamic situations where events continuously
arrive into a sequence.

We identified that the above two problems are mainly due to the structural
characteristics of an iso-depth index. Based on this identification, we propose
a novel method that replaces it with a multidimensional index. Our method
places a time window on every item in a timestamped event sequence. Next, it
represents each time window as a rectangle over n-dimensional space by con-
sidering the first and last occurrence times of each event type. Here, n is the
total number of disparate event types that may occur in a given application. Be-
cause there may be a quite large number of rectangles extracted from an event
sequence, it builds an R∗-tree [3], a widely-accepted multidimensional index, for
indexing them. When n is large, we apply a grouping technique to reduce the
dimensionality of an index. To retrieve the occurrences of a query pattern from a
timestamped event sequence, the proposed method first identifies a small num-
ber of candidates by searching an R∗-tree and then picks out true answers from
them. We verify the robustness and effectiveness of the proposed method.

2 Problem Definition

In this section, we define the notations necessary for further presentation and
formulate the problem of timestamped event sequence matching.

Definition 1: Timestamped event sequence T

T , a timestamped event sequence, is a list of pairs of (ei, ti) (1 ≤ i ≤ n)
defined as follows.

T = 〈(e1, t1), (e2, t2), ..., (en, tn)〉
where ei is an event type and ti is the timestamp at which ei has occurred. Also,
a pair of (ei, ti) is referred to as the ith item of T . The number of items in T
is denoted as |T |. The time interval between the first and the last events, i.e.,
tn − t1, is denoted as ‖T ‖. The ith item of T is denoted as Ti, and its event type
and timestamp are denoted as e(Ti) and ts(Ti), respectively. A non-contiguous
subsequence T ′ is obtained by eliminating some items from T . Hereafter, we
simply call a non-contiguous subsequence a subsequence. We also assume that
all the items are listed in the ascending order of their timestamps, i.e., ti ≤ tj
for i < j. �
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Definition 2: Query pattern QP

QP , a query pattern, consists of an event list EL and a range list RL defined
below.

QP.EL = 〈e1, e2, ..., ek〉
QP.RL = 〈[min1, max1], [min2, max2], ..., [mink, maxk]〉

Each element ei in EL expresses the ith event, and each element [mini, maxi]
in RL denotes the time range within which ei has to occur following the first
event. |QP.EL| is the number of events (=k) in QP.EL, and ‖QP‖ is the time
interval covered by QP , which is maxk − min1. Also, QP.ELi is the ith event
in QP.EL. �

Definition 3: Matching of subsequence T ′ and query pattern QP

Given T ′ and QP , they are considered to be matched if the following three
conditions are all satisfied.

– Condition 1: |T ′| = |QP.EL|
– Condition 2: e(T ′

i ) = QP.ELi for all i (=1, 2, ..., |T ′|)
– Condition 3: mini ≤ ts(T ′

i ) − ts(T ′
1) ≤ maxi for all i (=1, 2, ..., |T ′|)

�

Definition 4: Timestamped event sequence matching

Timestamped event sequence matching, shortly event sequence matching, is
the problem of retrieving from an event sequence T all subsequences T ′ that are
matched to a query pattern QP . �

3 Proposed Method

This section proposes a new indexing method that overcomes the problems of
aforementioned approaches, and suggests an algorithm that uses the proposed
indexing method for event sequence matching.

3.1 Indexing

The proposed index construction algorithm is given in Algorithm 1. To support
efficient event sequence matching, we first build an empty R∗-tree (Line 1). The
dimensionality of the tree is equal to the number of disparate event types that
can occur in a target application. Next, we extract a time window at every
possible position of an event sequence (Line 3). The maximum value of the time
intervals covered by query patterns of a target application is used as ξ, the size
of a time window. Let DW denote the time window extracted at the ith position
of T . Then, we construct a rectangle from DW (Line 4) and insert it into the
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Algorithm 1: Index construction.

Input : Event sequence T

Output : R∗-tree I

1 I := createEmptyRstarTree();
2 for (i=1; i ≤ |T |; i++) do

3 DW := extractTimeWindow(T , i);
4 DR := constructDataRectangle(DW );
5 insertRectangle(I , DR, i);
6 return I ;

R∗-tree using i as its identifier (Line 5). Finally, we return the R∗-tree containing
all rectangles (Line 6).

Let E = {E1, E2, ..., En} denote a set of n disparate event types. The rect-
angle from the time window DW is expressed as ([min1, max1], [min2, max2],
..., [minn, maxn]). Here, mini (i = 1, 2, ..., n) denotes the difference between
ts(DW1) and first ts(Ei) where ts(DW1) is the timestamp of the first item of
DW and first ts(Ei) is the timestamp of the first occurrence of event type Ei in
DW . Similarly, maxi denotes the difference between ts(DW1) and last ts(Ei)
where last ts(Ei) is the timestamp of the last occurrence of event type Ei in
DW . We assign ‖DW‖ to both mini and maxi when there are no instances of
event type Ei in DW .

In practice, we maintain multiple R∗-trees in order to reduce the search space
before starting an index search. More specifically, we insert the rectangle for the
time window DW into an R∗-tree Ij when the first item of DW is of event type
Ej . Therefore, the proposed index structure consists of n R∗-trees, I1, I2, ..., In,
and an index table. The index table consists of n entries, each of which points
to the root node of the corresponding R∗-tree. Since the index table is not large
in most cases, it is kept in main memory.

3.2 Event Sequence Matching

As explained in Section 2, a query pattern QP with k events has the follow-
ing format: QP.EL = 〈e1, e2, ..., ek〉, QP.RL = 〈[min1, max1], [min2, max2], ...,
[mink, maxk]〉. This query pattern requires that the events should occur in the
order of e1, e2, ..., ek, and there should be an event ei within the time range
of [mini, maxi] after the occurrence of the first event e1. The event sequence
matching algorithm that uses the proposed index structure is given in Algo-
rithm 2.

We first construct a query rectangle from a given query pattern (Line 2).
The minimum and maximum values of each dimension of a query rectangle are
obtained from the corresponding time ranges specified in a query pattern.
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Algorithm 2: Event sequence matching.

Input : Query pattern QP = (〈e1, ..., ek〉, 〈[min1, max1], ..., [mink, maxk]〉),
Target index I , Event sequence T

Output : Set of answers A

1 A := {};
2 QR := constructQueryRectangle(QP );
3 C := findOverlappingRectangles(I , QR);
4 for (each identifier id ∈ C) do

5 if (isTrueAnswer(T , id)) then

6 addAnswer(A, id);

7 return A;

1. If there are no time ranges specified for the event type Ei in a query pattern,
then the range of the ith dimension becomes [0, ξ].

2. If there is only one time range specified for the event type Ei in a query
pattern, then the minimum and maximum values on that time range become
the minimum and maximum values of the ith dimension, respectively.

3. If there are more than one time range specified for the event type Ei in a
query pattern, then the time range with the smallest interval determines the
range of the ith dimension.

After constructing the query rectangle from a query pattern, we search the
multi-dimensional index I for the rectangles overlapping with the query rectangle
(Line 3). As mentioned in Section 3.1, each query pattern has an associated R∗-
tree according to the type of its first event. Therefore, the search is performed
only on the R∗-tree dedicated to the type of e1. Its location is obtained by looking
up the index table. The post-processing step begins after obtaining a set of
candidate rectangles from the index search. Using the identifier of each candidate
rectangle, this step reads the event sequence to verify whether the candidate
actually matches the query pattern (Line 5). Only the candidate rectangles which
are actually matched with the query pattern are added into the result set (Line
6) and then returned to the user (Line 7). The theorem in [10] shows that
the proposed matching algorithm retrieves without false dismissal [1,5] all time
windows containing subsequences matched with a query pattern.

3.3 Dimensionality Reduction

The proposed index becomes very high dimensional when n is large. To prevent
the problem of dimensionality curse [15] in this case, we apply event type group-
ing that combines n event types into a smaller number, say m, of event type
groups. The composition of m groups from n event types enables the proposed
n-dimensional index to be m-dimensional. Such event type grouping, however,
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Algorithm 3: Event type grouping.

Input : Set of n event types E = {E1, E2, ..., En}, Event sequence T ,
Number of desired event type groups m

Output : Set of m event type groups G

1 Using T , compute the distance of every pair of event types;
2 Construct a complete graph with n nodes and n(n − 1)/2 edges;
3 Attach a unique label to each node using the integer values from 1 to n. The

node labeled with the integer i represents the event type Ei;
4 Attach a weight to each edge. The distance between Ei and Ej is used as a

weight of the edge connecting the node i and the node j;
5 while the number of components in the graph is greater than m do

Remove from the graph the edge with the largest weight;

6 Extract G, a set of m event type groups, from m components;
7 Return G;

tends to enlarge the rectangles to be stored in the index, lowering a filtering ratio
in searching. Therefore, in this paper, we suggest a systematic algorithm (See
Algorithm 3) that performs event type grouping with the least enlargement of
the rectangles. For this algorithm, we define a distance metric [10] that measures
the degree of enlargement incurred by merging each pair of event types.

4 Performance Evaluation

4.1 Experimental Environment

For the experiments, we generated synthetic event sequences with various |T | and
n values. The event types were generated uniformly within the range of [1, n],
and their interarrival times followed an exponential distribution. We used queries
with 3 event items as a standard query pattern. We submitted 100 queries for an
individual experiment and computed their average elapsed time. The machine
for the experiments was a personal computer with a Pentium-IV 2GHz CPU, the
main memory of 512 MB, and the operating system of Windows 2000 Server.

We compared the performances of the following three methods: (1) The first
one is the proposed method using a 5-dimensional R∗-tree with the page size of
1KB. (2) The second one is the sequential-scan-based method. (3) The third one
is the method based on an iso-depth index.

4.2 Results and Analyses

While fixing the size of the time window at 50, the first experiment compared the
proposed index and the iso-depth index in terms of the index size. Figure 2 shows
their sizes with increasing data set sizes and different numbers of event types.
The X-axis is for the number of items in the event sequence, and the Y-axis is
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for the index sizes when the event sequence has 2.5 million items (20M bytes),
5 million items (40M bytes), and 10 million items (80M bytes), respectively.

As clearly shown in the figure, both the proposed index and the iso-depth
index grow linearly as the data set increases. It is also evident that the number
of event types increases the size of the iso-depth index conspicuously but does
not affect much the size of the proposed index due to event type grouping.

The second experiment compared the query processing times of the three
methods with various tolerance values of query patterns. The data set had 20
event types and 5 million items, and the size of the time window was 50. The
tolerance values were set 0% (=0), 10% (=5), and 20% (=10) of the time window
size. The result is shown in Figure 3. The X-axis is for the tolerance values and
the Y-axis is for the query processing times.

Since the sequential-scan-based method reads the entire event sequence in
any cases, its query processing time does not change much with the tolerance
values. On the contrary, the query processing times of our method and the iso-
depth index increase conspicuously as the tolerance value grows. This is because
both methods have to access more portions of the indexes when the tolerance
value becomes larger. As compared with the sequential-scan-based method, our
method is about 11 and 8.6 times faster when the tolerance values are 5 and
10, respectively. As compared with the iso-depth index, our method is about 3.9
and 6.3 times faster when the tolerance values are 5 and 10, respectively.

The third experiment compared the query processing times of the three meth-
ods with various data set sizes. The size of the time window was 50, and the
tolerance value of query patterns was 5 (i.e., 10% of the time window size). The
number of event types was 20 at first and then 80. The result is shown in Fig-
ure 4. The X-axis is for the number of items in the event sequence and the Y-axis
is for the query processing times.

The result shows that the query processing times of all three methods increase
linearly with the data set sizes. The query processing time of the sequential-scan-
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based method does not change much with the number of event types. However,
the query processing times of our method and the iso-depth index decrease when
the number of event types increases from 20 to 80. This is because both methods
generate a smaller number of candidates as the number of event types grows. As
compared with the sequential-scan-based method and the iso-depth index, our
method performs about 40.9 times and 10.9 times faster, respectively, when the
data set has 10 million items and 80 event types.

The fourth experiment compared the query processing times of the three
methods with various numbers of event items in query patterns. The data set
had 20 event types and 5 million data items. The size of the time window was
50 and the tolerance value was 5. The result is shown in Figure 5.

The query processing time of the sequential-scan-based method does not
change much with the number of events in query patterns. However, the query
processing times of our method and the iso-depth index decrease when the num-
ber of events in query patterns increases. This is because both methods produce
a smaller number of candidates as query patterns have more events inside. Es-
pecially in our method, the query rectangles become smaller when the query
patterns have more events inside, which significantly reduces the number of can-
didates retrieved by the index search.

5 Conclusions

Timestamped event sequence matching is useful for discovering temporal causal
relationships among timestamped events. In this paper, we have proposed a
novel method for effective processing of timestamped event sequence matching.
According to the performance results, the proposed method shows a significant
speedup by up to a few orders of magnitude in comparison with the previous
ones. Furthermore, the performance improvement becomes bigger (1) as toler-
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ance ranges get larger, (2) as the number of event types increases, (3) as a data
set grows in size, and (4) a query sequence gets longer.
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Abstract. For tracing tag locations, the trajectories should be modeled and in-
dexed in a radio frequency identification (RFID) system. The trajectory of a tag 
is represented as a line that connects two spatiotemporal locations captured 
when the tag enters and leaves the vicinity of a reader. If a tag enters but does 
not leave a reader, its trajectory is represented only as a point captured at entry. 
Because the information that a tag stays in a reader is missing from the trajec-
tory represented only as a point, it is impossible to find the tag that remains in a 
reader. To solve this problem we propose the data model in which trajectories 
are defined as time-parameterized intervals and new index scheme called the 
Time Parameterized Interval R-tree. We also propose new insert and split algo-
rithms to enable efficient query processing. We evaluate the performance of the 
proposed index scheme and compare it with the R-tree and the R*-tree. Our ex-
periments show that the new index scheme outperforms the other two in proc-
essing queries of tags on various datasets. 

1   Introduction 

RFID is a labeling method in which electronic tags are attached to physical objects 
and identified when they enter and leave the vicinity of antenna connected to a device 
known as a reader. There are many applications for RFID systems, such as automated 
manufacturing, inventory tracking and supply chain management, that need to trace 
trajectories as well as monitor present locations of the tags[7].  

A spatiotemporal index can be constructed for tracing trajectories of tags because 
they move continuously like moving objects. As the moving objects report periodi-
cally their locations while moving, an index can be constructed with trajectories rep-
resented as the lines by connecting spatiotemporal locations[3][5][6]. A similar index 
for tags can be constructed with spatiotemporal locations captured when tags move 
between readers. 
                                                           
* This work was supported by the Regional Research Centers Program(Research Center for 

Logistics Information Technology), granted by the Korean Ministry of Education & Human 
Resources Development. 
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There are index methods, namely the 3D R-tree[3], the 2+3 R-tree[5] and the HR-
tree[6] for moving objects. The 3D R-tree is the 3-dimensional version of the R-
tree[1] in which the third dimension corresponds to time. 2+3 R-tree constructs two 
kinds of indexes; one presents positions as points and the other represents past trajec-
tories as lines. The HR-tree maintains R-trees for each timestamp; it performs well for 
objects that change locations infrequently. 

The problem with using any of the above index schemes for tags is that tags that 
enter a reader but do not leave cannot be found in the index. The trajectory of a tag is 
represented as a line by connecting two spatiotemporal locations captured when the 
tag enters and then leaves the vicinity of a reader. If a tag enters but does not leave a 
reader, its trajectory is represented only as a point captured at entry. Because the in-
formation that a tag stays in a reader is missing from the trajectory represented only as 
a point, it is impossible to find the tag that remains in a reader. Therefore, trajectory 
of the tag should be treated differently in the index.  

In this paper, we propose a data model of tag’s trajectory and an index scheme in 
order to solve the problem. Trajectories of tags are represented as time-parameterized 
intervals whose lengths are dependent on time. Although a tag may only be reported 
when entering a reader, it is still possible to process queries because its trajectory is 
represented not as a point but as a time-dependent line. For the time-parameterized 
intervals we propose a new index scheme called the TPIR-tree(Time Parameterized 
R-tree) and algorithms of insert and split for processing query efficiently. We also 
evaluate the performance of the proposed index scheme and compare it with the pre-
vious indexes.  

The remainder of the paper is structured as follows. The next section reviews previ-
ous research on indexing methods for moving objects. Section 3 identifies the problem 
with previous indexes. Section 4 proposes the data model using time-parameterized 
intervals for solving the problem. Section 5 suggests the new index scheme and the 
method of processing queries. We also propose new insert and split algorithms in order 
to process queries efficiently. Section 6 implements the TPIR-tree and shows its supe-
riority over the other indexes. Finally, section 7 presents a summary of this paper and 
indicates areas of possible future work.  

2   Related Work 

There are the index methods, namely the 3D R-tree[3], the 2+3 R-tree[5] and the HR-
tree[6] for the moving objects which have similarities to tags. The 3D R-tree is a sim-
ple extension of the original R-tree[1] and treats time as third dimension. Because 
particular applications, such as multimedia objects authoring, involve objects that do 
not change their location through time, no dead space is introduced by their three di-
mensional representation. However, this approach creates empty space and high over-
laps in the index when used for moving objects.  

The 2+3 R-tree uses two R-trees, one for two-dimensional points and the other for 
three-dimensional lines. The two-dimensional points represent the current spatial in-
formation about the data points and the three-dimensional lines would represent his-
torical information. It is important to note that both trees may need to be searched, 
depending on the time point with respect to which the queries are posed. Moreover, 
both trees require updating when new data is inserted. 
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The HR-tree maintains the R-trees for each timestamp. Different index instances 
are created for different transaction timestamps. However, common paths are stored 
only once, to save disk space, because they are shared between structures. The per-
formance in processing queries with this method is poor because large numbers of 
nodes are created for moving objects that frequently change their positions. 

3   Problem Definition 

We introduce the RFID system in this section and describe the events generated by 
tag movements. We also define the trajectory of the tag, and discuss problems with 
using previous index schemes. 

3.1   Environment  

The RFID system consists of tags, readers and a host server. Tags, which are attached 
to moving objects such as containers and pallets, move between readers in this sys-
tem. Readers, placed in specific positions, are able to identify tags within associated 
interrogation regions and record their spatiotemporal locations. As a tag enters the 
interrogation region, the Enter event occurs and the reader reports the event. When a 
tag leaves the region, the Leave event occurs and the reader reports the event [7].  

The tags in the RFID system have similar characteristics to the moving objects. 
Moving objects continuously change their positions. Tags also change their positions 
as they enter and leave the readers. Therefore, the index method for moving objects 
can be applied to trace the trajectories of tags.  

In previous indexes for moving objects, the trajectory is represented as a line by 
connecting two spatiotemporal locations. For example, the moving object reporting its 
location (xi , yi) at time ti and then (xi+1 , yi+1) at ti+1 has the trajectory presented as the 
line ),,(),,,( 111 +++ iiiiii tyxtyx  mapped in 3-dimensional space whose axes are spatial 

location, x, y and time, t. 

Fig. 1. Trajectory of tag 

Similarly, we can represent trajectories of tags as a line captured when tags enter 
and leave a reader. Notice that the spatial locations of moving objects are their actual 
locations, but for tags, the locations are those of readers that identify them. We define 
the trajectory of the tag as follows. We denote x, y, t as the axes of 3-dimensional 
space, xr and yr as spatial location of the tag’s reader, and tenter and tleave as the times of 
Enter and Leave events.  

t

x,y

xr,yr

xr,yr,tenter xr,yr,tleave
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Definition 1: a tag’s trajectory trtag = {(x,y,t)∈R3 |  x = xr , y = yr ,  tenter ≤ t≤ tleave}

For example, let us assume that the Enter event occurred at time tenter and the Leave 
event occurred at time tleave as shown in Fig 1. If the reader r is located at (xr , yr), a 
spatiotemporal location of (xr , yr , tenter) is captured at the Enter event, and (xr , yr , 
tleave) is captured at the Leave event. The trajectory of the tag is the line that connects 
these coordinates.  

3.2   The Problem of Representing the Trajectory 

If a tag enters but does not leave a reader, a spatiotemporal location is only reported 
for the entry. Because the information that a tag stays in a reader is missing from the 
trajectory represented only as a point, it is impossible to find that tag. Let tnow be the 
present time, tenter be time of the Enter event, and tleave be the time of the Leave event. 
If tenter  tnow < tleave, then the reader only reported the location of tag at its entry time. 
Since its trajectory is not complete, having only single point, the entry location, we 
cannot find the trajectory of a tag that remains within a reader’s interrogation region. 

This situation is illustrated in Fig 2. Assume that the tag entered the reader r1 at 
time t0 and left at t2. According to the Definition 1, the trajectory tr1 from t0 to t2 is 
generated as shown in Fig. 2-(b), and inserted into the index. However, if the tag 
entered r2 at time t1 but did not leave, the leave time of the tag is null in the r2. Since 
tleave is null, tr2 is inserted as a point. The region query, R1, is used to find trajectories 
in r1 and r2 at certain time as shown in Fig. 2-(b). The query processor in processing 
R1 searches the index and generates the candidate set. The candidate set of R1 could 
include tr1 but not tr2, since tr2 does not overlap with R1. It should be required to deal 
with trajectories that have only entry times. 

Fig. 2. Problem resulting from staying of a tag in a reader 

The basic idea to solve this problem is the time-parameterized intervals. The time-
parameterized interval means its time-length is dependent on time. Although a tag 
reported only Enter event, it is possible to process queries because its trajectory is 
represented as a time-dependent line. In this paper, we propose the data model of 
time-parameterized interval for trajectories of tags, and the index scheme. We also 
evaluate the performance of the proposed index scheme compared with the previous 
indexes. 

 

t 

x,y 
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4   Time-Parameterized Interval Data Model for Tags  

The time-parameterized interval, which we call tp-interval, is created when a tag enters 
a reader. As time changes, the tp-interval changes its value in the time-domain. In the 
following definitions, we denote tid, x, y, t as axes of 4-dimensional space, to as an 
identification of a tag, xr and yr as spatial location of the tag(reader), tenter as time of 
Enter event, and f(t) as a function of t.  

Definition 2: Time-parameterized interval = {(tid,x,y,t)∈R4 |  tid = to, x = xr , y = yr , 
tenter ≤ t ≤  f(t)}. 

When a tag enters a reader, the tp-interval is created and f(t) is tnow, present time that 
continuously changes. The time-length of the tp-interval is tenter ≤ t ≤ tnow, which also 
change continuously because of tnow. Since the trajectory of a tag which enters but does 
not leave is represented as a time-dependent line, it is possible to process queries when 
tenter ≤ tnow < tleave. When the tag leaves the reader, the f(t) is changed to tleave and time-
length of the tp-interval is tenter ≤ t ≤ tleave. It is also possible to process queries when tnow 

  tleave. 
An example using the tp-intervals is shown in Fig. 3. Assume that a tag enters a reader 

at tenter and leaves at tleave as shown in Fig. 3-(a).  For tenter ≤ tnow < tleave, the trajectory of 
the tag is the tp-interval whose time-length is [tenter, tnow] because it entered but did not 
leave, as shown in Fig. 3-(b). For tnow ≥ tleave, the trajectory of tag is the tp-interval whose 
time-length is [tenter, tleave] because it has left the reader in Fig. 3-(c). As we defined trajec-
tories of tags as the tp-interval, it is possible to process queries always. 

Fig. 3. An example illustrating the tp-interval 

The queries retrieve all tp-intervals within specific regions. There are several que-
ries in RFID systems. In the following, we denote [a  , a ] as a projection onto a 
coordinate axis. 

Type 1: FIND query: Q = (tid, [t  ,  t ]) returns the location(s) of tag tid at [t  , t ].  

Type 2: LOOK query: Q = ([x  , x ], [y  , y ], [t  , t ]) returns the set of tags in 
specific location [x  , x ], [y  , y ] at [t  , t ]. 

Type 3: HISTORY query: Q = (tid) returns all location(s) of tag tid. 

Type 4: WITH query: Q = (tid, [t  , t ]) returns identifiers of tags located in the same 
place with tag tid at [t  , t ]. 

t tleave

to 

tenter tleave 

tid,x,y

tenter
t 

tid,x,y

tenter

xr,yr

to,xr,yr,tenter to xr,yr,tleave
to,xr,yr,tenter to xr,yr,
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The tp-intervals are mapped in 4-dimensional space, unlike trajectories as defined in 
Definition 1. The representation of the tp-interval with tid as another axis allows more 
efficient processing of FIND, HISTORY and WITH queries. Because tid is required as 
another the parameter, we employ tid as the forth dimension of the data space.  

5   Time Parameterized Interval R-Tree 

In this section we describe the TPIR-tree(Time Parameterized Interval R-tree) for the 
trajectories of tags. We first define the data structure and the search algorithm used in 
the index for tp-intervals defined in section 4. We also propose new insert and split 
algorithms that take advantage of the characteristics of tp-intervals for efficient query 
processing. 

5.1   Data Structure 

A leaf node in the TPIR-tree contains entries that are tp-intervals of the form <MBB>. 
The MBB is a 4-dimensional minimal boundary box which is the form of <tid, x, y, [t , 
t ]>, instead of <[tid ,tid ],[x ,x ],[y ,y ],[t , t ]> because the identification and spa-
tial location cannot be changed at [t , t ]. If a tag enters a reader but does not leave, 
then the tp-interval of the form <tid, x, y, tenter, now> is inserted. We call it the now 
interval and denote it nowI. If a tag enters and leaves, the tp-interval of the form <tid, 
x, y, tenter, tleave> is inserted. We call it the fixed interval and denote it fixedI.  

A non-leaf node contains entries of the form <child-pointer, state, MBB>, where 
child-pointer is the pointer to a child node, state is the entry type and MBB is a 4-
dimensional minimal boundary box. The state of entry is classified as either fixedEntry 
or nowEntry.  

A fixedEntry is an entry whose child node contains only fixedEntrys or fixedIs. We 
construct the MBB of a fixedEntry in the same manner as previous schemes where it is 
represented as two 4-dimensional points that contain all the entries in the child node.  

A nowEntry is an entry whose child node contains more than one nowEntry or nowI 
. If we construct a MBB whose end-time is now because of a nowI or a nowEntry in its 
child node, the time-length of the MBB continues to increase. It leads to useless of 
insert and split polices based on area criterion. Therefore we construct the MBB of a 
nowEntry with the reported points in its child node. At the leaf-1 level, the reported 
points include both the entry and exit points of fixedI(s), but only entry point(s) of 
nowI(s). At the upper level of leaf-1, we construct MBBs which cover all entries in the 
child node. As we use this scheme, nowI and nowEntrys should be extended when 
processing queries. We will describe it in the next clause. 

Let us assume that there are the fixedIs and nowIs in 4-dimensional space in Fig. 4-
(a). The leaf node, R2, contains three fixedIs in its MBB, as shown in Fig. 4-(a). R2 is 
a fixedEntry in the parent node, R1, because its entries are all fixedIs in Fig. 4-(b). R3 
is a nowEntry because it contains one fixedI and two nowIs, and its MBB covers the 
fixedI and start points of each nowI. In the same manner, R4 and R1 are both nowEn-
trys in their respective parent nodes. 
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Fig. 4. An example of the TPIR-tree 

5.2   The Search Algorithm 

The search algorithm descends the tree from the root in the similar manner to the R-
tree search. However, the TPIR-tree examines differently dependent on types of 
nodes, unlike previous method. Until leaf nodes are found, we examine fixedEntrys 
whose MBB intersect a query region. In the case of nowEntrys, we extend its MBB to 
now, and then determine whether it intersects the query region because MBB is repre-
sented with the start point of nowI. After leaf nodes are found, we examine fixedI and 
nowI to obtain the query results. The search algorithm is as follows. 

endif          

)  , h(TPIR_Searc  then     AND    if else                     

)  , h(TPIR_Searc  then     AND      if                     
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else           

return    then     AND   if else                     
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Fig. 5. The search algorithm 

Assume that the TPIR-tree is constructed as shown in Fig. 6. The node R1 is exam-
ined because it intersects the query directly. R3 is then examined because it intersects 
the query region after its MBB is extended. Finally, all entries in R3 are examined and 
then the nowI is the result because it intersects the query after it is extended. 

tid,x,y 

t 
nowI 

fixedI / fixedEntry 

nowI / nowEntry 

(a) tp-intervals in 4-dimension space (b) Structure of the TPIR-tree

fixedI 
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Fig. 6. An example using the search algorithm 

5.3   The Insert Algorithm 

The insertion process is considerably different than the procedure in the R-trees[1][2]. 
The insertion strategy for the R-tree is based on the least area enlargement criterion. 
This leads to high overlap and inefficient query processing because it does not con-
sider that the nowEntry is extended when processing query. In the following, we de-
fine Local Fixed MBB(LFMBB) to calculate area enlargement in order to consider 
characteristic of nowEntry in the TPIR-tree.  

Definition 3:  LFMBB of the nowEntry is MBB whose end time is fixed to the maxi-
mum time of entries in the node. 

Table 1. Area enlargement for entries. Area( ) is a function to calculate area. MBB’ or LFMBB’ 
means MBB or LFMBB which includes inserted interval 

Inserted interval Chosen entry to insert Area enlargement 
fixedEntry Area(MBB’) - Area(MBR) fixedI 
nowEntry Area(LFMBB’) - Area(LFMBB) 
fixedEntry Area(LFMBB’) – Area(MBB) 

nowI 
nowEntry Area(LFMBB’) - Area(LFMBB) 
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Fig. 7. The insert algorithm 
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As shown in Table 1, the method for calculating area enlargement depends on the 
types of inserted intervals and entries. When fixedI is inserted, the area enlargement of 
fixedEntry follows same method of previous algorithm, but that of nowEntry uses 
LFMBB. In case of inserting nowI, we use LFMBB and the MBB of fixedEntry be-
cause it changes its state to nowEntry after inserting nowI. nowEntry is the same as 
inserting fixedI. The insert algorithm is as follows. 

5.4   The Split Algorithm 

When a node overflows, previous methods use margins to choose a split-axis, and 
then split the node by minimizing the overlap. This leads to high overlap and ineffi-
cient query processing because previous methods do not allow the extension of 
nowEntry and nowI when a query processes. In the following, we define Local Fixed 
nowI(LFnowI) for splitting nodes more efficiently. 

Definition 4: LFnowI is the nowI whose end point is fixed to the maximum time of 
all entries in the leaf node. 

In the TPIR-tree, a leaf node is split using the previous method with fixedI and 
LFnowI, which is from nowI. A non-leaf node is also split using the previous method 
with the MBB of a fixedEntry and the LFMBB of a nowEntry. After splitting the node, 
states of entries in its parent nodes should be changed and the split is propagated to 
the root.  The split algorithm is as follows. 
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Fig. 8. The split algorithm 

6   Performance Comparison 

We compare TPIR-tree with the R-tree and the R*-tree using varied sets of data and 
queries. Well-known and widely accepted RFID datasets for experimental purpose do 
not exist. Due to this lack of real data, our performance evaluation consists of experi-
ments using synthetic datasets. We develop the Tag Data Generator(TDG) based on 
the Generate Spatio-Temporal Data(GSTD)[4] . The TDG creates trajectories of tags 
with various distributions, and allows the user to generate a set of time-parameterized 
line segments from a specified number of tags. We use five sets of FIND and LOOK 
query windows with a range of 2, 5, and 10% of the total range with respect to each 
dimension. Each query set includes 1,000 query windows. 
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Fig. 9. FIND queries – 2%, 5%, 10% 

Fig. 9 shows the number of total node accesses for various FIND queries and data-
sets. Each tag reports 1,000 Enter and Leave events; the type of distribution is Gaus-
sian. The TPIR-tree outperforms both the R-tree and the R*-tree, and the gaps in the 
results between the indexes increased with the number of tags. 

Fig. 10. LOOK queries – 2%, 5%, 10% 

Fig. 10 shows the number of total node accesses for various LOOK queries and 
datasets. The number tag reports and the distribution of dataset is same as for the 
FIND experiments. The TPIR-tree also outperforms both the R-tree and the R*-tree 
and the relative gaps in performance increase with the number of tags. The FIND 
query accesses more nodes than the LOOK query does because the FIND query has 
zero extent at spatial dimension x and y but the LOOK query has zero extent at identi-
fication dimension tid. 

7   Conclusions and Future Work 

An index for trajectories of tags can be constructed using the scheme of moving ob-
jects because of their similarity. That index scheme cannot, however, deal with tags 
that remain in the vicinities of readers. 

To solve this problem, we defined the trajectory of the tag using the time-
parameterized interval. The time-parameterized interval is a trajectory whose time-
length depends on time. Although a tag may only report Enter event, it is still possible 
to process queries because the trajectory is represented as a time-dependent line. 

– – –

– – –



 Time Parameterized Interval R-Tree for Tracing Tags in RFID Systems 513 

 

We suggested new index scheme called the TPIR-tree based on the time-
parameterized intervals and defined data structures for the tree. To process the query 
more efficiently, we suggested new insert and split algorithms that use area calcula-
tions for entries. 

We developed TDG based on the GSTD for synthesizing datasets. Using these 
datasets, we carried out an extensive performance evaluation of the TPIR-tree, and 
compared it with the R-tree and the R*-tree. The experiments show that the TPIR-tree 
outperforms both the R-tree and R*-tree for FIND and LOOK queries. 

Future work will include the refinement of the insert and split algorithm. Novel 
queries, such as the combined and nearest neighborhood queries, deserve further re-
search. 
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Abstract. Identifying temporal information of topics from a document
set typically involves constructing a time decomposition of the time pe-
riod associated with the document set. In an earlier work, we formulated
several metrics on a time decomposition, such as size, information loss,
and variability, and gave dynamic programming based algorithms to con-
struct time decompositions that are optimal with respect to these met-
rics. Computing information loss values for all subintervals of the time
period is central to the computation of optimal time decompositions.
This paper proposes several algorithms to assist in more efficiently con-
structing an optimal time decomposition. More efficient, parallelizable
algorithms for computing loss values are described. An efficient top-down
greedy heuristic to construct an optimal time decomposition is also pre-
sented. Experiments to study the performance of this greedy heuristic
were conducted. Although lossy time decompositions constructed by the
greedy heuristic are suboptimal, they seem to be better than the widely
used uniform length decompositions.

1 Introduction

Discovering temporal information such as trends of topics from time stamped
documents has gained significant attention recently [5,6,7,11,12,13]. Mining for
temporal information typically involves constructing a time decomposition of the
time period associated with the document set. The time period is broken into a
sequence of consecutive subintervals of equal length, each of which contains zero
or more documents from the document set. Significant topics/keywords for each
subinterval, which is called its information content, is computed by applying
simple measure functions, such as term frequency or document frequency, to
the subset of documents in that subinterval. The trend of a topic is simply
the sequence of measure function values in each of the subintervals of the time
decomposition.

A natural time decomposition that can be constructed for a given document
set is to construct a subinterval in the decomposition for each distinct time stamp
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from the document set. We call such a decomposition the shortest interval
decomposition of the document set. Although the shortest interval decompo-
sition is simple to construct, it may contain too many subintervals, and therefore
may contain too much noise. Other time decompositions can be constructed by
merging consecutive subintervals of the shortest interval decomposition into a
single subinterval, thereby reducing noise. Such decompositions may result in
losing/increasing the significance of keywords, which we call information loss.
This merging may produce subintervals whose lengths (i.e.; number of subin-
tervals from the shortest interval decomposition) may be different, resulting in
higher values of variability.

In [8,9], we formulated the problem of given a document set, constructing
an optimal decomposition that satisfies one or more constraints. We presented
dynamic programming based algorithms to construct time decompositions that
satisfy user specified constraints on size, information loss, and variability. Experi-
mental results were provided showing that optimal lossy decompositions are bet-
ter at capturing temporal information and information content of the underlying
document set, as compared to decompositions with equal length subintervals.

The dynamic programming approach to computing optimal lossy decompo-
sitions is expensive, especially for large document sets. Moreover, any lossy time
decomposition construction requires access to the information loss values of all
of the subintervals of the time period of the document set. Given a document set
D, let TD denote the time period of D, n denote the number of subintervals in
the shortest interval decomposition of TD, and m denote the total number of key-
words in D that are significant in some subinterval of TD. Using the algorithms
from [9], computing information loss values takes time O(n3m) for arbitrary
measure functions, constructing an optimal lossy decomposition subject to a
single constraint s on size takes time O(n2s), and computing an optimal lossy
decomposition with two constraints, say one on size s and another on variability
v takes time O(n3s/v).

In this paper, we design improved algorithms for computing the information
loss values, and study greedy heuristics to reduce the time taken for constructing
lossy time decompositions. The contributions are as follows:

– An efficient and parallelizable algorithm is presented for computing infor-
mation loss values for all of the n(n + 1)/2 subintervals of the time period
of the document set, that runs in time O(n2m) for any measure function.

– A novel loss computation algorithm specifically for count measures is given
that further reduces the time to O(nm+n2) (and in practice is O(nm)).

– An efficient greedy heuristic for computing a lossy time decomposition is pre-
sented. It take constraints on size s and variability v as input and generates
a time decomposition in time O(ns) that satisfies the constraints.

– The performance of the greedy heuristic is evaluated by constructing time
decompositions of various sizes for two measure functions. By comparing
these decompositions with the corresponding optimal decompositions, one
can conclude that the decompositions constructed by the greedy heuristic
are suboptimal in nature; i.e.; in most cases, these decompositions have a
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higher information loss. On the positive side, these suboptimal decomposi-
tions are still better (i.e.; less information loss) than the currently popular
decompositions with equal length subintervals.

The rest of the paper is organized as follows. Section 2 presents some pre-
liminary definitions. Section 3 presents efficient algorithms for computing loss
values. Section 4 outlines a greedy heuristic for constructing time decomposi-
tions. Section 5 discusses experimental results. Section 6 discusses related work,
and Section 7 concludes the paper.

2 Preliminaries

A time point is an instance of time with a given base granularity, such as a
second, minute, day, month, year, etc. A time interval is a sequence of one or
more consecutive time points. The length of a time interval T , denoted |T |, is
the number of time points within T . We use Tx,y to denote a subinterval that
includes the xth time point through the yth time point of the time period.

A decomposition Π of a time interval T , is a sequence of subintervals
T1, T2, . . . Tk, such that Ti+1 immediately follows Ti for 1 ≤ i < k, and T equals
the concatenation of the k time intervals, which we write as T = T1 ∗T2∗ . . .∗Tk.
Each Ti is called a subinterval of Π . The size of decomposition Π is the
number of subintervals q in Π . The time interval associated with decomposition
Π is denoted as T (Π). The shortest interval decomposition ΠS of a time
interval T is the decomposition with |T | subintervals, one for each time point
within T . Each subinterval within ΠS is called a base interval.

A decomposition ΠU of a time interval is a uniform length decomposi-
tion if each subinterval in ΠU contains the same number of time points. For
example, the shortest interval decomposition is a uniform decomposition where
each interval contains a single time point.

Given two decompositions Π1 and Π2 of a time interval T , we say that Π1
is a refinement of Π2 if every subinterval of Π1 is covered by some subinterval
of Π2. Decomposition Π1 is a proper refinement of Π2 if Π1 is a refinement
of Π2 and Π1 and Π2 are not identical.

We now describe the relationship between time stamped documents and time
points, intervals and decompositions. Consider a finite set of documents D where
each document has a time stamp denoting its time of creation or publication. To
map these documents to the time domain, we identify a time stamp in a docu-
ment with a time point. (This implies that time stamps in all documents in D
have the same base granularity. If not, or if the time stamps are too fine–grained,
we assume that all time points can be converted to an appropriate base granu-
larity.) Given a decomposition, each document is assigned to the subinterval in
the decomposition that contains its time stamp.

Given a keyword w and a document set D, a measure function fm com-
putes a value fm(w, D). We assume that this value is a nonnegative real number.
We also assume that if w does not appear in D, then fm(w, D) = 0. We refer
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to v as a measure function value or as a significance value. Depending on
the characteristics of a given measure function fm, a keyword w may need to
have a high measure function value (at or above a specified threshold) or a low
measure function value (at or below a threshold) for it to be deemed significant.

The information content of a document set D for a given measure function
fm and a threshold α ∈ R+ is the set of keywords w appearing in D such that
fm(w, D) ≥ α (or in some cases at most α). The information content of a time
interval T , denoted as Iα(T, fm), is the information content of the document set
assigned to it. The information content of a decomposition Π = T1 ∗ . . . ∗Tk,
denoted as Iα(Π, fm), is

⋃k
i=1 Iα(Ti, fm).

Note that Iα(Π, fm) is not necessarily equal to Iα(T (Π), fm). (T (Π) is the
time interval associated with the decomposition Π .) In fact, the information con-
tent of different decompositions of the same document set may be different, both
in terms of the cardinality and contents of the keyword set [10]. To compare differ-
ent decompositions of a document set, a measure based on loss of information was
introduced in [8]. Given a time interval Ti, let Ti1 ∗Ti2 ∗ · · ·∗Tiq be the time points
in Ti. We define the information loss (μj) between the information contents of
Ti and a time point Tij (1 ≤ j ≤ q) to be the size of the symmetric difference
between Iα(Ti, fm) and Iα(Tij , fm). Then, the information loss of Ti, denoted by
μ(Ti), is defined to be

∑q
j=1 μj . The information loss of a decomposition is the sum

of information losses for each of its subintervals. A decomposition Π(T ) of a time
interval T is lossy if its information loss is nonzero.

3 Computing Loss Values

Any computation of a lossy time decomposition of a given document set in-
volves computing the information loss of a given subinterval. A straightforward
algorithm for computing the loss value for all subintervals of the time period
associated with a document set can be described as follows. Given a subinterval
Tx,y of TD, the time period of the document set, the loss computation involves
computing the μz value for each z where x ≤ z ≤ y. Computing μz involves
computing the symmetric difference between the information contents of subin-
tervals Tx,y and Tz,z. This will take at most time O(m) where m is the number
of distinct keywords in the document set. the information loss of subinterval
Tx,y is

∑
x≤z≤y μz which takes O(nm) time to compute where n is the number

of time points in TD. There are O(n2) subintervals in TD. Therefore, the above
algorithm takes O(n3m) time to compute all loss values.

In this section, we present two algorithms to improve the running time of the
loss computation. The first algorithm works for any measure function, whereas
the second algorithm works only for count measure functions.

3.1 Efficient Loss Value Computation

We now describe an efficient loss computation technique that is applicable to
an arbitrary measure function. The input to the algorithm is the information
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contents of each of the n(n + 1)/2 subintervals of TD, and the output is the
information loss of each of these subintervals.

We assume that each keyword is assigned an id, with id h referring to keyword
wh. We assume that the information content Iα(Tx,y, fm) of each of the n(n+1)/2
subintervals Tx,y is available as a sorted list of the values of h such that keyword
wh is in Iα(Tx,y, fm). We denote this sorted list as Îx,y.

For each subinterval Tx,y and keyword wh, define Cx,y(wh) to be the number
of base intervals within Tx,y such that wh is significant for that base interval,
i.e., the number of lists Îz,z containing h, where x ≤ z ≤ y. The function Cx,y

will be represented as a list Ĉx,y consisting of the pairs 〈h, Cx,y(wh)〉 such that
Cx,y(wh) ≥ 1, sorted on h. The value μ(Tx,y) can be computed as (y − x + 1)
times the number of words in Îx,y, minus the sum of Cx,y(wh) over the words
wh in Îx,y, plus the sum of Cx,y(wh) over the words wh on the list Ĉx,y but not
on the Îx,y. Note that given the two sorted lists Îx,y and Ĉx,y, the value μ(Tx,y)
can be computed in time O(m).

For each starting time point x, the algorithm computes Ĉx,y and μ(Tx,y) for
increasing values of y, x ≤ y ≤ n. To start, Ĉx,x is constructed from Îx,x, and
μ(Tx,x) equals zero. Given a list Ĉx,y, this list can be transformed into the list
Ĉx,y+1 in time O(m) by doing a merge–like simultaneous scan of the list Ĉx,y

being transformed, and the list Îy+1,y+1.
Since there are O(n2) intervals, and the time per interval is O(m), the overall

time for the algorithm is O(n2m). The running time can be further improved
by parallelizing the algorithm. For each x, the loss values of all subintervals
starting at time point x can be treated as an independent subproblem that can
be scheduled on a separate processor. This parallel computation of loss values
requires n processors and O(nm) time.

3.2 Loss Value Computation for the Count Measures

In an earlier paper [9] we described an O(n2m) algorithm to compute all loss
values for a count measure function. A count measure fmc is a measure func-
tion that has the property that for each keyword w and document set D,
fmc(w, D) =

∑
d∈D fmc(w, d). In this paper, we provide an O(nm + n2) al-

gorithm. An important concept in reducing the time complexity of the loss
computation is to identify all minimal length intervals, which we call criti-
cal intervals, in which a keyword is significant. Formally for a count measure
function fmc, interval Tx,y is critical for keyword wh if and only if the following
two conditions both hold: (1) fmc(wh, Docs(Tx,y)) ≥ α and (2) Either y = x or
fmc(wh, Docs(Tx,y−1)) < α and fmc(wh, Docs(Tx+1,y)) < α.

Note that if Tx,y and Tx′,y′ are distinct critical intervals for wh, then x < x′

if and only if y < y′. Consequently, the critical intervals for a given keyword are
totally ordered by their starting time, or equivalently, by their ending time.

Recall that n is the number of time points in ΠS(TD), and m is the number of
distinct keywords in the document set D. We assume that a list Lz of keywords
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and their measure function values for each time point z ∈ ΠS is available. That is,
Lz = 〈h, fmc(wh, Docs(Tz,z))〉 such that fmc(wh, Docs(Tz,z)) > 0. The starting
point of the computation is the set of lists Lz. We assume that each keyword
appears on at least one list, i.e. each keyword has a nonzero measure function
value for at least one time point.
The algorithm uses several two-dimensional arrays for book keeping, as follows:

– Critical(x, y) (1 ≤ x ≤ y ≤ n) is the number of keywords for which interval
Tx,y is critical.

– Ass(x, y) (x < y) is the number of keywords for which there exists an x′ such
that Tx,x and Tx′,y are consecutive critical intervals.

– Diis(x, y) (x < y) is the number of keywords wh for which there exists a
y′ > x and an x′ such that Tx,y′ and Tx′,y are consecutive critical intervals
for wh.

– Niis(x, y) for y > x is the number of keywords that are not significant for
Tx+1,y and are not significant for Tx,x, but are significant for Tx,y. Niis(x, x)
is zero. Niis(x, y) = Niis(x, y − 1) + Critical(x, y) − Diis(x, y).

– Nis(x, y) for y > x is the number of keywords that are not significant for
Tx+1,y, but are significant for Tx,x (and consequently are significant for Tx,y).
Nis(x, x) is the number of keywords that are significant for Tx,x. Nis(x, y)
= Nis(x, y − 1) − Ass(x, y).

– Nss(x, y) for y > x is the number of keywords that are significant for both
Tx+1,y and Tx,x (and consequently are significant for Tx,y). Nss(x, x) is zero.
Nss(x, y) = Nss(x, y − 1) + Ass(x, y).

– NumSignificant(x, y) is the cardinality of Iα(Tx,y, fmc). NumSignificant(x, y)
= NumSignificant(x + 1, y) + Niis(x, y) + Nis(x, y).

– Mu(x, y) is μ(Tx,y). Mu(x, y) = Mu(x + 1, y) + Niis(x, y)∗(y − x + 1) +
NumSignificant(x + 1, y) + Nis(x, y) ∗ (y − x) − Nss(x, y)

We first compute, for each keyword wh, an ordered list Ih of time points
and measure function values for which the value is nonzero, by scanning all
the lists Lz from z = 1 to n. Each constructed list Ih consists of all pairs
< z, fmc(wh, Docs(Tz,z)) > such that fmc(wh, Docs(Tz,z)) > 0.

Next, from each list Ih, an ordered list of the critical intervals for keyword
wh is constructed. This construction can be done in time proportional to the
number of entries in list Ih, by using a two pointer scan of Ih. One pointer is
used to identify the starting point x of a critical interval, and the other pointer
is used to identify the ending point y of that critical interval. The time required
is O(n) for each of the m lists, for a total of O(nm) time.

Next, by scanning the lists of critical intervals, the arrays Critical, Ass, and
Diis are constructed in O(nm) time.

The algorithm constructs Mu(x, y) for each ending point y using the above
collection of arrays. Due to space limitations, the details of the algorithm are
omitted. The algorithm runs in time O(nm + n2). For all practical purposes,
m >> n. Therefore, the running time in practice is O(nm).
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Fig. 1. Greedy Heuristic Vs Optimal Decompositions

4 Greedy Algorithm for Time Decompositions

Here we consider the problem of constructing a minimal loss time decomposition
for a given document set, subject to a constraint s on the size of the decompo-
sition, and possibly an additional constraint v on variability. The dynamic pro-
gramming algorithms from [8,9] produce an optimal decomposition, but are slow
because they operate in a bottom–up manner, systematically constructing opti-
mal solutions for subintervals of increasing size. The greedy heuristic presented
here reduces the running time by taking a top–down approach, and making
a sequence of irrevocable decisions in constructing a decomposition. However,
the constructed decomposition is not necessarily optimal. We assume that the
heuristic is given as input constraint s and possibly constraint v, and has avail-
able to it the loss value μ(x, y) for each subinterval Tx,y in the time period TD

of the given document set
Given a subinterval Tx,y, we define a split of Tx,y as the replacement of

Tx,y by two subintervals Tx,z and Tz+1,y. We define the benefit of the split as
μ(Tx,y)−μ(Tx,z)−μ(Tz+1,y). A positive benefit corresponds to an improvement,
since the information loss is lowered, but the benefit might be zero or negative.

The greedy heuristic starts with a decomposition consisting of the single
subinterval TD, and repeatedly refines it until the constraint on the size is vio-
lated. At each step of the heuristic, given a current decomposition Πk of size k,
the heuristic constructs a decomposition of size k + 1 by choosing a subinterval
from Πk, and splitting it. The split chosen is the one with maximum benefit
among all possible splits of the subintervals of Πk. (Ties are broken arbitrarily).
If a constraint on variability is specified, only those splits that would not violate
the variability constraint are considered.

The process of refining the current decomposition stops when the size of the
current decomposition is s, the size constraint. Note that at each refinement
step, the information loss of the decomposition might potentially increase (if the
maximum benefit at that step is negative). Therefore, during the sequence of
refinements, the decomposition whose information loss is minimal is kept track
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of, and this decomposition is returned as the final answer. The algorithm entails
s steps, each of which can be done in time O(n), for a total time of O(ns).

5 Experiments

In this section, we describe the results from some preliminary experiments con-
ducted on a document set containing news articles from the Reuters-21578 col-
lection, published during March 11th - 13th, 1987. There are 1678 news articles
in the data set. For our experiments, the base granularity for the Reuters set was
chosen to be an hour to avoid having a sparse distribution of the data. Using
this base granularity, the Reuters data had 72 subintervals in its shortest interval
decomposition.

The data set was cleaned using a standard procedure that involved removing
XML/SGML tags and stop words. Each article was then broken into a sequence
of stemmed keywords. In order to construct time decompositions, information
content and loss values for all subintervals were first computed. We defined two
measure functions for computing the information content. Measure function fr

assigned each keyword the ratio of the number of occurrences of the keyword to
the total number occurrences of keywords in the data set as its measure function
value and α was set to 0.01.

Measure function fg first filtered keywords in each subset of documents by
considering only those that occur in at least two documents in the subset. Let
Wg denote the set of such keywords. Function fg then computed the measure
function value for each keyword w as the ratio of number of occurrences of w to
the total number of occurrences of all keywords in Wg. And, α = 0.01.

We computed several decompositions of various sizes for both of the measure
functions using the dynamic programming based method and the greedy heuris-
tic outlined in the previous section. To evaluate the effectiveness of the greedy
heuristic, we conducted two sets of experiments.

In the first set, the information loss of decompositions constructed by the
greedy heuristic was compared with the information loss of same size/variability
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decompositions computed by the dynamic programming method. Figure 1 illus-
trates the results. The X-axis in Figure 1A shows the size of a decomposition and
the Y-axis shows the amount of information loss. The top two plots in Figure 1A
compare the performance of the greedy heuristic and the dynamic programming
method for fg. The bottom two plots show the comparison for fr. For both
measure functions and for all sizes, the decompositions computed by the greedy
heuristic have more information loss than the same size decompositions com-
puted by the dynamic programming method. Figure 1B shows the comparison
for the variability metric. In Figure 1B, the X-axis contains variability values
and the Y-axis contains information loss. For a fixed decomposition size (18), we
computed several decompositions with different values of variability. Again, the
top two plots in Figure 1B show the information loss values for fg, whereas the
bottom two plots are for fr. In both cases, the information loss of decomposi-
tions with 18 intervals constructed by the greedy heuristic is always higher than
for a decomposition of the same size and variability constructed by the dynamic
programming method.

In the second set of experiments, we compared the information loss of de-
compositions computed by the greedy heuristic with uniform decompositions of
the same size. Figure 2 shows the result for measure functions fr and fg. In these
plots, the X-axis contains the size of a decomposition and the Y-axis contains
the amount of information loss. It is clearly seen from this figure that decompo-
sitions constructed by the greedy heuristic have less information loss than the
same size uniform length decompositions in almost all cases.

6 Related Work

Temporal analysis of topics occurring in time-stamped documents is an active
area of research. Much of this work constructs simple decompositions where each
subinterval is a day long [11,12,13] or a year long [5,6]. These references are more
focused on identifying potential topic keywords and the beginning of trends than
on constructing optimal time decompositions or variability.

In the context of mining time series data, a number of methods for seg-
menting, indexing, and querying of such data have been studied [1,4,2,3], plus
references too numerous to cite. However, not much attention has been paid to
time series data computed from time stamped documents.

7 Conclusions

This paper details several algorithms for more efficient construction of optimal
time decompositions of time stamped documents. The loss computation outlined
here improves the running time by a factor of n in general, and by a factor of n2

for count measures, where n is the number of time points in the time period of
the document set. We also outlined an efficient greedy heuristic for computing
minimal loss time decompositions of the document set. Experimental results
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show that the decompositions constructed by the greedy heuristic, although
suboptimal in nature, have lesser information loss when compared to uniform
length decompositions.
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Abstract. This paper presents GSQL (Geographical Sketch Query 
Language), a sketch-based approach for querying geographical databases 
based on the GeoPQL query language. Geographic information is 
intrinsically spatial and can be conveniently represented using a bi-
dimensional space. Graphical User Interfaces and Visual Languages can be 
used to satisfy this need. However, the growing availability of sketching 
tools (PDA, digital pens, etc.) enables a more informal and natural user 
interaction. Sketch based interaction is very effective. Each user can easily 
sketch his/her geographical query by drawing it, erasing and modifying its 
parts and highlighting the query target. A query is the expression of the 
configuration of the expected result. Sketch recognition and query 
interpretation (and solution of their ambiguities) starts from a context- 
independent approach and uses the characteristic application domain 
information. Context-independent sketch interpretation uses spatial and 
temporal information related to the sketching process. Context-dependent 
sketch interpretation uses geographic domain information to solve the 
remaining ambiguities and correctly interpret the drawing and query. An 
analysis of the ambiguities characterising object sketching in the geographic 
application domain and their possible solutions are presented herein. Each 
query identifies the set of geographical objects involved and the target; the 
query interpretation must unambiguously identify the set of its results. 

1   Introduction 

Communication technologies and digital tools, with ever greater differences in use 
and modes of communication, are developing beyond desktop use only to human-
computer interaction through PDA, mobile phone, graphic tablet, digital pen, smart 
pad, and so on. Sketching is a simple, intuitive and natural approach for defining and 
communicating a new idea. There is thus important and growing interest in digital 
pens and their use for sketching. Cognitive scientists have highlighted the relevance 
of sketching for external representation of objects, concepts and relationships to 
communicate with computers and digital tools. Digital pens assist users in drawing 
sketches by adopting a more human-oriented approach, in contrast with the machine 
oriented approach of communications. 
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The interest in using sketches to communicate information, particularly in a 
geographic domain, is mainly related to the intrinsic spatial nature of both the sketch 
and the geographic information. In fact, sketching is particularly suitable for 
expressing spatial concepts and relations, and communication is mainly based on a 
graphical approach. The development of visual languages [1][2][3] over the last ten 
years has already simplified human-computer interaction. In [4][5] are proposed 
examples of sketch-based geographical query languages. This paper presents an 
evolution of the Geographical Pictorial Query Language GeoPQL [6]: the 
Geographical Sketch-based Query Language (GSQL). However, using sketches to 
interact requires interpretation and resolution of their ambiguities. Sketches are 
characterised by vagueness, incompleteness and ambiguity. Ambiguities may be 
produced by various factors, such as the variability of hand-drawn input, different 
interpretations of the same input and “noise” introduced by the drawing tool. Each 
sketch consists of a sequence of strokes. A stroke is a trajectory from the point that 
the pen tip begins to touch the tablet and the point where it is removed from the tablet. 
Strokes define (according to different contexts) different primitive shapes. In sketch-
based interfaces several different recognition and ambiguity management needs can 
be considered. Some applications manage only few types of graphical objects, such as 
sketch-based geographical query languages or  sketch-based diagrammatic systems 
and query languages. 

This paper proposes some considerations on sketch interpretation [7] in the 
geographic domain, starting from a general approach combining context-independent 
and context-dependent interpretations. The context is defined by complex information 
on the application domain, the interaction tool and the user's skill in drawing sketches. 
In particular, context-independent sketch interpretation uses spatial and temporal 
information related to the sketch and drawing process. However, involving the 
application domain information requires analysis of all bi-dimensional configurations 
of graphical objects, their matching with the GeoPQL operators and the various 
ambiguous situations. Sketch interpretation is based on drawing behaviour in different 
contexts. One behaviour type is characterised by the objectives and features common 
to all users, while another is related to the specific context in which the sketch was 
drawn, taking account of complex information on the application domain, the 
interaction tool, and the user's skill in drawing sketches.  

In the following section, sketch ambiguity is presented and discussed. Section 3 
presents the Geographical Sketch based Query Language and, section 4 concludes the 
paper. 

2   Ambiguity Related to Sketch-Based Queries for Geographical 
Data 

Configurations of spatial objects and their definition and discussion are analysed in a 
bi-dimensional space. Sketches are characterised by vagueness, incompleteness and 
ambiguity [8][9]. Ambiguity can produce a mismatch with a given interpretation. The 
information provided by the sketch may thus be insufficient for its unequivocal 
interpretation. Ambiguities may also be caused by noise from tools and sensors, or by 
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co-termination failure (where pen strokes do not meet at their end point) [10]. It is 
therefore essential to solve ambiguities caused by sketching. 

Each geographical query can be expressed by Symbolic Graphical Objects, 
represented by points, polylines and polygons. Figure 1A gives an example of 
ambiguity in a geographic domain. The sketch can have at least two interpretations, as 
shown in Figures 1B and 1C. If the user’s goal is to sketch a river passing through a 
region, the correct interpretation is shown in Figure 1C. 
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Fig. 1. A sketch and some possible interpretations 

Ambiguities in the sketch may be resolved using different approaches (which may 
be integrated):  

- from the user’s specification of the correct interpretation; 
- by considering both the sketch and the actions performed in drawing it, to obtain 

the correct interpretation independently of the context; 
- by considering the application domains and a significant set of sketch models for 

each domain.

These approaches can be opportunely combined. Context-independent behaviours 
and drawing strategies are usually related to space and time, and their related drawing 
behaviours are generally applicable to sketch interpretation. A non-exhaustive set of 
behaviours and drawing strategies (related to spatial and temporal concepts) follows: • 
the user draws a number of strokes • each stroke represents a closed shape (triangle, 
rectangle, regular and irregular polygons), a polyline or a point, each sequence of 
strokes represents a closed shape or polyline, • each closed shape, polyline and point 
is one of the sketch’s simple or complex objects, • the user generally finishes drawing 
one object before beginning a second, • the user draws a complex object starting from 
its outer parts, and continues by specifying its details, • the user draws different 
objects in a sketch in accordance with a spatial contiguity (tending to begin a new 
object near the previous one). 

The sketch’s spatial aspects are interpreted by considering its spatial information in 
order to distinguish its elementary components - closed shapes, polylines and points - 
and identify the spatial relationships between them. However, temporal aspects play 
an important role in the correct interpretation of a sketch. In this paper temporal 
aspects concern both the temporal analysis of stroke sequences drawn and re-drawn 
(possible erasing and re-drawing a part of the sketch). In fact, as well as the spatial 
relationship, it is important to consider the temporal relationship between strokes and 
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components in the sketch. This enables identification of graphical components with a 
close temporal relationship. These are obtained by combining the elementary 
components by considering spatial aspects, and are thus more complex than these 
elements. They could be considered as the graphical components the user actually 
wants to draw, although they do not comprise the sketch’s simple or complex objects.  

Each component can be characterised temporally by a set of time intervals: that is, 
the intervals in which the component was drawn. For example in Figure 2A, 
consisting of two strokes (represented in Figure 2B), the two closed shapes (Figure 
2A) can be characterised by the time intervals presented in Figures 2C and 2D. 
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Fig. 2. Sketch temporal information 

Temporal information can be very useful in identifying the user’s goals. In fact, 
people tend to draw all of one component or graphic object before moving on to 
another. This important criterion can be used in two ways to enable the sketch’s 
correct interpretation:  

- by minimising the total number of breaks between intervals for all components; 
i.e. by drawing each component as a stroke (preferably) without interruption.  

- by minimising the total waiting time (of breaks) between intervals for all 
components; i.e. each series of strokes refers to only one component. This is very 
important if the user prefers to draw a component through a series of strokes. 
This minimisation can also be applied to recognise complex objects.  

Context is often very useful to correctly interpret and disambiguate the sketch. The 
context may consider a set of operational variables influencing user drawing strategies 
and behaviours (application domain, information devices, interaction tools, user goals 
etc.). 

We now consider the geographic application domain. The three configurations in 
Figure 3 represent some typical ambiguous situations, which can be solved using this 
context.  
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Fig. 3. Three configurations representing typical ambiguous situations 

There are two possible interpretations of Figure 3A: the first considers the sketch 
as being formed by two polylines, where one has its boundary intersecting the other. 
The second considers the sketch as a polygon with a polyline touching the polygon. 
Tests with users have demonstrated that they tend to draw the polygon before the 
polyline when defining a spatial relationship between the two, and thus the second 
interpretation can be excluded. Three interpretations are possible for Figure 3B: the 
first considers the sketch as being formed by a polygon, containing a polyline whose 
boundaries and one internal point touch the polygon’s boundaries. The second 
considers the sketch as formed by a polygon and two touching polylines whose 
boundaries are the boundaries of the polygon, and which have a point in common. 
The third interpretation considers the sketch as formed by three polygons.  

In this case too, the last interpretation can be excluded: two polygons are not 
usually drawn by splitting a polygon in this context (the user focuses on two different 
areas instead of splitting one area in two of them). However choosing between the 
first and second interpretation is very complex, and use of temporal information is not 
very effective. 

Figure 3C can be interpreted: i) as a polygon and a polyline whose boundaries 
touch the polygon boundaries, ii) as formed by two polygons. In this case temporal 
information is not relevant for the interpretation as the sketch could be drawn with 
just two strokes.  

To solve the ambiguities with Figures 3B and 3C the context could be used to 
consider not the user’s behaviour during the drawing of the sequence, but the 
frequency of the configuration in the context of the geographical query. With this 
approach, for Figure 3C the configuration with two touching polygons is more 
frequent than the other, and must thus be considered as the most probable 
interpretation. 

3   The Geographical Sketch Based Query Language (GSQL) 

Geographical Sketch based Query Language (GSQL) provides the user with a sketch 
based extension of the GeoPql query language. GSQL (like GeoPql) enables the user 
to specify queries using Symbolic Graphical Objects (SGO). Each SGO is represented 
by a point, polyline or polygon. Here, the elements “set of points”, “set of polylines” 
and “set of polygons” are considered as equivalent to a single SGO “point”, 
“polyline” or “polygon. This means that the current version of GSQL is unable to 
satisfy constraints on the cardinality of a sgo (its cardinality is always 1) or the 
orientation of a polyline, and that some operators are used to “select” SGOs which 
satisfy the relationship in which the operator is an element, rather than to obtain the 
“result” of the operation. It is possible to assign a semantic to each SGO, linked to the 
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different kinds of information (layer) in the geographical database, and to impose 
constraints on both the SGO’s attributes and its spatial position. GSQL involves 
geometric, topological and metric operators. Obviously each layer can be represented 
in a query by an SGO with the same geographical objects: point, polyline and 
polygon. All geographical objects in a layer have the same type. Both GeoPQL and 
GSQL have the geographical operators: G-union (Uni) and G-difference (Dif); 
topological operators: G-disjunction (Dsj), G-touching (Tch), G-inclusion (Inc), G-
crossing (Crs), G-pass through (Pth), G-overlapping (Ovl), G-equality (Eql), G-alias 
(Als) and G-any (Any); and metric operator: G-distance (Dst). The symbols used for 
the symbolic operators are ←→ for the G-distance operator and ← “relation name” 
→ for the G-any and G-alias operators, (where “relation name” is Any or Alias). 

Geo-any allows elimination of undesired constraints and if a Geo-any relationship 
is defined between a pair of SGOs, this means that no constraint exists between them. 
In contrast, Geo-Alias allows representation of more than one relationship (in OR) 
between a pair of SGOs. In fact, a graphical representation does not allow, for 
example, a pair of polygons that are both disjoined and overlapped. The focal 
question treated in this paper is more complex than the sketch-recognising problem 
previously introduced. The query language that we propose must be able to express 
both the query’s objects and its target. It must also give an unambiguous 
interpretation of the Symbolic Graphical Objects. To recognise points, poly-lines and 
polygons in the sketches drawn by the user, connect each one with a corresponding 
geographical layer, and intercept relationships among Symbolic Graphical Objects, 
the sketch understanding process considers both:1) context-independent 
characteristics (using spatio-temporal information) and 2) application domain 
characteristics (connecting theSGOs with geographic database layers, verifying the 
existing SGO relationships, etc.). Each identified object must be coupled with a label 
and the absence of conflicts between them must be verified. Labels therefore play a 
very important role in resolving ambiguities during query interpretation, although 
they are unable to resolve all ambiguities.  Section 3.1 gives some examples of 
ambiguities that can be resolved only by a correct user drawing strategy or by a 
dialogue between the user and system. The query’s target must be highlighted. Some 
poly-line type SGOs are not connected with the layers, as they represent the following 
operators: G-distance, G-alias and G-any. For example, Figure 4 gives a pictorial 
representation of the query “Find all regions which are passed through by a river or 
(alternatively) include a lake”. 

Region

River

Region

Lake

ALIAS

Target

 

Fig. 4. A query example 
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Figure 5A shows a pictorial representation of the query “Find all regions which are 
passed through by a river and overlap a forest, and in which the forest is disjoined 
from the river”. By introducing the G-any operator, Figure 5B gives the query “Find 
all regions which are passed through by a river and overlap a forest”. The G-Any 
operator allows visual representation of the need to remove relationships (in this case: 
the forest is disjoined from the river) between a pair of SGOs (in this case: forest and 
river). As with the previously cited examples and considerations, each SGO must be 
connected by a label to a geographical layer or to one of G-distance, G-alias and G-
any. Finally, the SGO identfying the query’s target must be highlighted. 

 
 

 

 

 

 

Fig. 5. A second query example 

Each query is defined by drawing the Symbolic Graphical Objects involved in the 
query, writing labels associated with the SGO and highlighting the query target. Some 
parts of the sketch may be common to two or more objects. During the sketching 
process the common parts of the different objects must be re-drawn. If one poly-line 
p1 is completely contained in another p2, re-drawing p1 over p2 enables identification 
of p1’s start point and end points, and two different labels must be written according 
to the layers connected with the poly-lines (labels and SGOs can be drawn in any 
order). Finally the target must be highlighted: the query is now specified. 

3.1   Analysis of Ambiguities in Sketching Geographical Queries 

The different SGO configurations for editing queries must be analysed to solve all 
ambiguities arising from the sketch interpretation. An analysis of the ambiguities of 
sketched objects in a bi-dimensional space is presented below (Table 1). 

The analysis starts from configurations involving two points (pp in Table 1). If 
points have different spatial coordinates (ppA1 configuration), they are distinguishable 
and the drawing does not produce any ambiguity. If they have the same spatial 
coordinates (ppB1 configuration), the different objects are un-distinguishable, however 
they must have two labels associated with two layers (of point type). 

This enables resolution of the ambiguity. However this kind of ambiguity cannot 
always be resolved. In fact a third point near two points with the same spatial 
coordinates could make it impossible to resolve the ambiguity. In fact, the user might 
draw the three points and write the three labels in such a way that the system is unable 
to distinguish the isolated point’s label from those of the superimposed points, such as 
in Figure 6. Here, the point labels are: Town, Spring and Power Station and the query 
also includes a polygon with the label Region. In this query, it is unclear how to 
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associate the three labels Town, Spring and Power Station with the two points: Any 
sequence in the point and label drawing process is possible. When points and labels are 
drawn, the user must specify the query’s target. 

Table 1. Different Symbolic Graphical Object configurations 

 

Before analysing other configurations we introduce some general hypotheses. A 
problem in the interpretation of polylines and polygons is that they can consist of one 
or more (undetermined) strokes, and obviously two strokes touching at one or both 
ends could be interpreted as two different polylines or one only (Figure 7). 

Town

Power

Target
RegionSpring

 

Fig. 6. 
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Here too, labels giving the number, type (of the pointed layer) and position of 
polylines and polygons play an important role in resolving ambiguities. In Figure 7, 
the presence of two labels establishes that the two strokes refer to different polylines. 

 

Fig. 7. 

By using layer information, the different configurations between point-polyline, 
and point-polygon can be made unambiguous. 

A  B  C  

Fig. 8. 

Let us now consider configurations involving two polylines (ll). Polylines also 
have problems deriving from their superimposition in the sketch. If two or more 
polylines are superimposed, the number of SGOs involved depends on the number of 
labels. Strokes, spatial and temporal information are also very important in 
distinguishing the SGO involved. For example in Figure 8 the retracing of part of the 
sketch is highlighted by bold lines. However in Figure 8A only one polyline can be 
associated with the label, independently of the number of strokes and retracings. In 
Figures 8B and 8C, the presence of two labels allows the retracing to be associated 
with the second label. However, if the user draws Figure 8B or 8C with more than 
two strokes and/or retracings, it may be difficult to correctly distinguish the two 
polylines. In this case spatial and temporal information can help to associate strokes 
and retracings with polylines. These considerations are also applicable to the other 
configurations in Table 1.  

4   Conclusions 

The development of multimodal tools is producing particular interest in interactive 
sketching, particularly for querying of geographical databases. Geographic data has a 
spatial nature, whose graphical representation can be considered as more intuitive for 
users. Sketches have the advantages of familiarity and an improovement of usability. 
However, interpretation and resolution of their ambiguities is necessary. The sketch 
understanding process interprets ambiguities by: i) taking account of drawing actions 
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independently of the context; ii) considering application domain knowledge of 
ambiguities in sketching geographical queries. However, some ambiguities may 
remain unsolved, requiring the user to specify all necessary information for their 
correct intepretation.  
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1 Extended Abstract

Business relationships, and the sense of trust that they embody, provides an
environment in which trade may be conducted with confidence. Trading in-
volves the maintenance of effective relationships, and refers to the process of:
need identification, partner selection, offer-exchange, contract negotiation, and
contract execution. So we use the term in a sense that includes the business
of e-procurement. Of particular interest are: the selection of trading partners,
the development of trading relationships, and the negotiation and execution of
contracts in the context of a relationship.

The potential value of the e-business market — including e-procurement — is
enormous. Given the current state of technical development it is surprising that
a comparatively small amount of automated trading is presently deployed.1 The
technologies we refer to are first multiagent systems, and second the theory of
competitive interaction. As a discipline, multiagent systems dates back to around
1975 when it was referred to as distributed artificial intelligence. The problems of
building and deploying autonomous, intelligent agents are far from resolved but
the technology has considerable maturity. The theory of competitive interaction,
game theory, that principally dates back to the 1920s, has been developed mainly
by the microeconomic community, and more recently also by the multiagent
systems community in the area of agent-mediated electronic commerce.

Why is it then that virtually no automated trading takes place?

2 Multiagent Systems and Virtual Institutions

The value to automated trading of multiagent systems technology [1] that pro-
vides autonomous, intelligent and flexible software agents is self-evident. Of
particular significance are the Belief-Desire-Intention [2] deliberative architec-
tures that accommodate proactive planning systems [3]. Virtual Institutions are
software systems composed of autonomous agents, that interact according to

1 Auction bots, and automated auction houses do an important job, but do not auto-
mate trade in the sense described here.

K.V. Andersen, J. Debenham, and R. Wagner (Eds.): DEXA 2005, LNCS 3588, pp. 534–543, 2005.
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predefined conventions on language and protocol and that guarantee that cer-
tain norms of behaviour are enforced. This view permits agents to behave au-
tonomously and take their decisions freely up to the limits imposed by the set
of norms of the institution. An important consequence of embedding agents in a
virtual institution is that the predefined conventions on language and protocol
greatly simplify the design of the agents. A Virtual Institution is in a sense a
natural extension of the social concept of institutions as regulatory systems that
shape human interactions [4].

3 Game Theory and Decision Theory

Game theory tells an agent what to do, and what outcome to expect, in many
well-known negotiation situations, but these strategies and expectations are de-
rived from assumptions about the internals of the opponent. In 1928 John von
Neumann — sometimes referred to as the father of the modern computer — pub-
lished the seminar paper [5], and some years later, with Oscar Morgenstern, the
well known monograph [6]. Game theory now claims an impressive list of Nobel
prize-winners. [7] is an excellent introduction to the area. Bargaining is one-to-
one negotiation, and provides the only setting in which multi-issue negotiation
may take place with an open issue set. Auctions address one-to-many negoti-
ations. Exchanges and clearing houses address many-to-many negotiations. [8]
discusses the relative merits of bargaining, auctions and exchanges.

Bargaining. Game theoretic analyses of bargaining are founded on the notion of
agents as utility optimisers in the presence of both complete and incomplete in-
formation about the agent’s opponents. The work of John Nash, [9], popularised
in the movie A Beautiful Mind, is an early seminal contribution to bargaining
— the “Nash Bargaining solution” — the significance of this work to automated
trading is explored in [10]. Other fundamental contributions include the Rubin-
stein analysis of alternating offers bargaining [11], together with many others
who have contributed to this now well-established area [12].

Under some circumstances bilateral bargaining has questionable value as a
trading mechanism. Bilateral bargaining is known to be inherently inefficient [13].
[14] shows that a seller is better off with an auction that attracts n + 1 buyers
than bargaining with n individuals, no matter what the bargaining protocol is.
[15] shows that the weaker bargaining types will fare better in exchanges leading
to a gradual migration. These results hold for agents who aim to optimise their
utility and do limit the work described here.

Auctions. There is a wealth of material on the theory of auctions [16] originating
with the work of William Vickrey [17]. Fundamental to this analysis is the central
role of the utility function, and the notion of rational behaviour by which an
agent aims to optimise its utility, when it is able to do so, and to optimise its
expected utility otherwise.

The design of auction mechanisms has been both fruitful and impressive —
where rational behaviour provides a theoretical framework in which mechanism

’
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performance may be analysed. A notable example being the supremely elegant
Generalised Vickrey mechanism [18] that builds on a mechanism proposed by
Theodore Groves [19]. Game theory also leads to prescriptive results concerning
agent behaviour, such as the behaviour of agents in the presence of hard deadlines
[20]. The general value of game theory as a foundation for a prescriptive theory
of agent behaviour is limited both by the extent to which an agent knows its
own utility function, and by its certainty in the probability distributions of the
utility functions (or, types) of its opponents.

Exchanges. Exchanges are institutions that cater to many potential buyers and
sellers. Exchange mechanisms are known as double auction mechanisms [21].
These mechanisms either clear continuously or at discrete time steps. Institutions
that use discrete double auctions are sometimes known as clearing houses or call
markets.

An exchange mechanism has to do two things: first to match buyers and
sellers and second to determine the terms for settlement. There are two general
frameworks: first when the exchange clears at a uniform, non-discriminatory
price, and second when traders are paired up, perhaps in an attempt to achieve
Pareto optimality, and each pays a different price. If the clearing price is the mean
of the marginal bid and the marginal ask then the mechanism is known as a half
double auction. [22] describes a truth-telling, dominant strategy, single-issue,
uniform-price mechanism that, somewhat reminiscent of the Vickrey auction,
determines the clearing price as the mean of the lowest unsuccessful ask and
highest unsuccessful bid. However that mechanism is not Pareto efficient, and
trade can be lost, although this defect becomes less significant as the number of
traders increases. There is no perfect mechanism. [23] discusses convergence for
single issue exchanges, and assumes that the buyers’ and sellers’ preferences are
complementary — i.e.: what is preferred by one is not preferred by the other. [24]
approaches the problem of clearing multi-item, combinatorial exchanges using
preference elicitation.

In addition to capital markets, exchanges are applied to creative applica-
tions such as trading risk, generating predictions and making decisions [25]. As
a means of generating predictions, exchanges have demonstrated extraordinary
accuracy. [26] analyses this phenomenon and suggests that marginal traders who
are motivated primarily to make a profit submit limit orders, close to the trading
price. Exchanges act as an “intelligence lens” that focusses the best information
that the traders have on the clearing price. For example, [27] describes the pre-
dictions by the Iowa Electronic Markets of the winner of the 1988 US presidential
election that were within 0.2% of what occurred.

Decision Theory. Classical decision theory consists of a set of mathematical
techniques for making decisions about what action to take when the outcomes
of the various actions are not known [28]. An agent operating in a complex en-
vironment is inherently uncertain about that environment; it simply does not
have enough information about the environment to know either the precise cur-
rent state of the environment, nor how that environment will evolve [29]. Here
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utilities provide a convenient means of encoding the preferences of an agent. No-
table sub-areas of decision theory are Markov decision processes and Bayesian
networks [30].

4 Automating the Trading Process

An inherent difficulty in e-business negotiation — including e-procurement —
is that it is generally multi-issue. Even a simple trade, such as a quantity of
steel, may involve: delivery date, settlement terms, as well as price and the
quality of the steel. Most of the work on multi-issue negotiation has focussed
appropriately on one-to-one bargaining — for example [31], [32]. There has been
rather less interest in one-to-many, multi-issue auctions — [33] analyses some
possibilities — and even less work on multi-issue exchanges, despite the size of
the e-procurement market that typically attempts to extend single-issue, reverse
auctions to the multi-issue case by post-auction haggling.

Fundamental to game theory and decision theory is the central role of the
utility function, and the notion of rational behaviour by which an agent aims to
optimise its utility, when it is able to do so, and to optimise its expected utility
otherwise. On the surface the utility function seems reasonable — it is simply a
representation on some scale of the agent’s preferences. It is hard to argue ex post
against the notion of utility. “Why did you cross the road?” — “Ah your utility
function was . . . ”. One difficulty with reducing our assessment of a situation to
a single number is that it blurs two important aspects: the information that we
have and our degree of belief in it. For example, in valuing a simple object it
may be more realistic to construct a probability distribution across a possible
evaluation domain where the probabilities represent that strength of belief that
that evaluation is correct, than to reduce a valuation to a single value. If I buy
a loaf of bread to make a sandwich then part of the value of the loaf to me is in
what the remainder of the loaf may, perhaps, be used for in future.

One important feature of negotiation that game theory fails to capture is
that negotiation is an information exchange process as well as an offer exchange
process. If I make you an offer then I am telling you what I am prepared to pay,
if I refuse an offer that you have made to me then I am telling you what I am
not prepared to pay. This exchange of information reduces the uncertainty in an
agent’s model of its opponent. So the value of information here is the extent to
which it reduces that uncertainty.

Information is primitive to the negotiation process. It is valuable in its own
right — its the information that matters. Everything that an agent knows with
certainty or otherwise, including its utility, will have been derived from its in-
formation. So if an agent is to benefit from trading other than by good fortune
then he must have information that differs from other agents. The uniqueness
of an agent’s information is achieved in three ways: first, an agent may simply
know something that others do not, second, an agent may attach levels of belief
to its information that differ from the levels determined by others, and third, an
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agent may rate the importance, or relevance, of its information to the trading
process in a way that differs from others.

“As a general rule, the most successful man in life is the man who has the
best information” — Benjamin Disraeli [twice British prime minister, for
the second time in 1874 at the age of 70].

The fundamental significance of information to the trading process raises the
question of whether the foundations for automated trading should rest first on
information theory, and then perhaps, for those agents that are able to derive a
utility function, on game theory or decision theory.

5 Information Theory

Claude Shannon is credited with establishing the basis for information theory
[34] in the 1940s, which is now a well-developed branch of science in its own right
[35]. Information theory may be applied to the analysis of data compression and
data channel capacity, but that is not all. The ideas in it: uncertainty, the value of
information, and the simplest way of expressing information are powerful tools.
Entropy2 is a measure of uncertainty. The value of information is then measured
as the expected reduction in uncertainty that knowing that information brings.

Information theory incorporates some powerful logical tools. Consider the
problem of estimating the probability distribution {pi}N

i=1. If nothing is known
about these probabilities then E.T. Jaynes proposed [36] that the correct esti-
mate is to choose the distribution with maximum entropy: pi = 1

N , i = 1, . . . , N .
E.T. Jaynes proposes that the maximum entropy distribution “is uniquely de-
termined as the one which is maximally noncommittal with regard to missing
information” [36], and that it “agrees with what is known, but expresses ‘maxi-
mum uncertainty’ with regard to all other matters, and thus leaves a maximum
possible freedom for our final decision to be influenced by the subsequent sam-
ple data” [37]3. Suppose further that we have a set of M linear constraints then
2 The following informal justification of the definition of entropy may be found in

many elementary books on information theory. It is included here for completeness.
Let A be an event, and let pA be the probability that A will occur, and the function
h : [0, 1] → �+ a measure of the uncertainty in A, h(pA). Suppose that events
A and B are independent of each other, then the function h should satisfy the
property that: the uncertainty in the event “A and B” is the uncertainty in event
A plus the uncertainty in event B: h(pA × pB) = h(pA) + h(pB). It is natural to
require h to be a continuous, decreasing function on [0, 1] — and so the function
h should have the form: h(p) = −C log p. Setting C = 1 and using logarithms to
base 2: h(pA) = − log pA. Given a random variable X that takes discrete values
{xi}n

i=1 with probabilities {pi}n
i=1. The entropy , H, of the random variable X is the

expectation of the distribution E({h(pi)}n
i=1) = −∑

i pi log pi. So the entropy of a
random variable is the expected reduction in uncertainty by knowing its true value.

3 This basic idea is not new and is often associated with William of Ockham [1280 —
1349] and referred to as “Occam’s Razor” [38] although the idea goes back at least
to Aristotle.
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the principle of maximum entropy is to choose the distribution with maximum
entropy that satisfies all of the constraints. It may be shown that the maximum
entropy principle yields the set that “could have been generated in the great-
est number of different ways consistent with the data”, and so it is in a sense
the “most likely”. [39] shows that the maximum entropy principle encapsulates
common sense reasoning. Entropy-based inference is particularly useful in nego-
tiation as it enables complete probability distributions to be constructed from a
modest amount of observations — i.e.: the actions of the opponent. Maximum
entropy inference assumes that what the agent knows is “the sum total of the
agent’s knowledge, it is not a summary of the agent’s knowledge, it is all there
is” [39]. This assumption referred to as Watt’s Assumption [40]. So if knowledge
is absent then it may do strange things. If the knowledge base is expressed in
first-order logic, then issues that have unbounded domains — such as price —
can only be dealt with either exactly as a large quantity of constants for each
possible price, or approximately as price intervals. The representation chosen
will effect the inferences drawn and is referred to as representation dependence
[41]. Entropy-based inference is particularly suited to automated trading where
it enables inferences to be drawn on the basis of sparse but reliable information
[42].

6 Information-Based Agents for Automated Trading

Information-based agents attempt to fuse the negotiation with the information
that is generated both by and because of it. To achieve this, they draw first on
ideas from information theory rather than game theory. An information-based
agent decides what to do — such as whether to bid in an auction — on the basis
of its information that may be qualified by expressions of degrees of belief. It
uses this information to calculate, and continually re-calculate, probability dis-
tributions for that which it does not know. One such distribution, over the set of
all possible deals, expresses its belief in the acceptability of a deal. Other distri-
butions attempt to predict the behaviour of its opponents — such as what they
might bid in an auction. These distribution are calculated from the agent’s infor-
mation and beliefs using entropy-based inference. An information-based agent
makes no assumptions about the internals of its opponents, including whether
they have, or are even aware of the concept of, utility functions. It is purely
concerned with its opponents’ behaviour — what they do — and not with as-
sumptions about their motivations.

The Information Principle. An information-based agent’s information base con-
tains only observed facts — in the absence of observed facts, he may speculate
about what those facts might be. For example in competitive negotiation, an
opponent’s utility, deadlines, and other private information will never be ob-
servable — unless the opponent is foolish. Further, the opponent’s motivations
(such as being a utility optimiser) will also never be observable. So in competi-
tive negotiation an opponent’s private information is “off the agent’s radar” —
an information-based agent does not contemplate it or speculate about it.

Foundations for Automated Trading It s the Information That Matters’
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A trading agent is driven by its needs — it negotiates with the aim of satis-
fying these needs. So it has an evaluation function that evaluates any outcome
against the extent to which it has satisfied its various needs. Given an outcome
and a set of needs, the value of such a function is a probability distribution over
the agent’s evaluation space. Unlike the game-theoretic approaches, this space
does not represent the agents preferences — it simply represents the agent’s
beliefs of the extent to which an outcome satisfies its needs.

Valuing Information A chunk of information is valued only by the way that
it alters an agent’s world model M t, at time t, that here consists of a number
of probability distributions: M t = {P t

i }n
i=1 that are derived from the agent’s

information at time t: It, so we write M t = M(It). Suppose that the agent
receives a string of messages, X(u,t), between time u and time t. The value of
the information in X(u,t) is the resulting decrease in entropy in the distributions
{P t

i }n
i=1. That is: I(X(u,t) | Mu) =

∑n
i=1 H(Pu

i ) −
∑n

i=1 H(P t
i ). This values the

information as information, and not as the utility that it may perhaps generate.

Information Revelation. An agent’s negotiation strategy is a function S : M t →
A where A is the set of actions that send messages to its opponent. These
messages give valuable information to the opponent about herself. In an infinite-
horizon bargaining game where there is no incentive to trade now rather than
later, a self-interested agent will “sit and wait”, and do nothing except, perhaps,
to ask for information. Once an agent is motivated to act she may wish to give
the opponent the impression that she is “acting fairly”. One way to achieve this
is to aim to reveal information to the opponent that approximately equates in
value to the value of the information received. This strategy may contribute
to establishing a sense of trust. Various bargaining strategies, both with and
without breakdown, are described in [43], but they do not address this issue. Our
agent here assumes that its opponent’s reasoning apparatus mirrors its own, and
so is able to estimate the change in opponent’s entropy as a result of sending
a message x to her: I({x} | M t

op). Suppose that the agent receives a message y
from her opponent and observes an information gain of I({y} | M t). Suppose that
she wishes to respond with a message, z, that will give her opponent expected
“equitable information gain”:

z =
{
arg max

z
val(z, ν) ≥ α | I({z} | M t

op) ≈ I({y} | M t)
}

where val(z, ν) is an evaluation function that estimates the strength of the
agent’s belief in the proposition that “accepting z will satisfy her need ν”, and α
is a threshold constant. So val(·) generalises the notion of utility. The “equitable in-
formation gain” strategy generalises the simple-minded alternating offers strategy.

Trust. [44] describes models of trust that are built on information theory. In the
context of negotiation, trust represents a general assessment on how ‘serious’ an
agent is about the negotiation process, i.e. that his proposals ‘make sense’ and
he is not ‘flying a kite’, and that he is committed to what he signs. A lack of
trust may provoke agents to breakdown negotiations, or to demand additional
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guarantees to cover the risk of potential defections. Therefore, in any model of
trust the central issue is how to model expectations about the actual outcome
at contract execution time.

Contracts, when executed, may, and frequently do, yield a different result
to what was initially signed. Goods may be delivered late, quality may be (per-
ceived) different from the contract specification, extra costs may be claimed, etc.
So the outcome is uncertain to some extent, and trust, precisely, is a measure
of how uncertain the outcome of a contract is. Naturally, the higher the trust
in a partner the more sure we are of his or her reliability. Trust is therefore
a measure of expected deviations of behaviour along a given dimension, and in
many cases for a given value (region) in that dimension (e.g. I might trust you
on low-priced contracts but not on high-priced ones). In this sense, the higher
the trust the lower the expectation that a (significant) deviation from what is
signed occurs. Two components may somehow be combined to describe our trust
in an opponent:

– Trust as expected behaviour. Consider a distribution of expected contract exe-
cutions that represents the agent’s “ideal” in the sense that it is the best that
she could reasonably expect an opponent to do. This distribution will be a
function of the opponent, the agent’s trading history with the opponent, any-
thing else that she believes about the opponent, and general environmental
information including time — denote all of this by e, then Pt

I(b
′|b, e) denotes

for all commitments, b, by an opponent, the ideal expectation of what the
opponent will actually do, b′, where b′ ∈ B(b) the set of all things that could
reasonably be expected to occur following the commitment b. Trust is the
relative entropy between this ideal distribution, Pt

I(b
′|b, e), and the distribu-

tion of the observation of expected actual contract executions, Pt(b′|b). That
is, trust for the single commitment b is: 1 −

∑
b′∈B(b) Pt

I(b
′|b, e) log P

t
I(b′|b,e)
Pt(b′|b) .

If Pt(b) is the probability of the agent signing a contract with the opponent
that involves the commitment b then the trust that the agent has in her
opponent is: 1 −

∑
b∈B Pt(b)

[∑
b′∈B(b) Pt

I(b
′|b, e) log P

t
I(b′|b,e)
Pt(b′|b)

]
.

– Trust as consistency in expected acceptable contract executions, or “the lack
of expected uncertainty in those executions that are better than the contract
specification”. The trust that an agent has on an opponent with respect to
the fulfilment of a commitment b is: 1 + 1

B∗ ·
∑

b′∈B(b) Pt
+(b′|b) log Pt

+(b′|b)
where Pt

+(b′|b) is the normalisation of Pt(b′|b) for those values of b′ for which
val(b′, ν) > val(b, ν) and zero otherwise, and B∗ is a normalisation constant.
Given some b′ that the agent does not prefer to b, the trust value will be 0.
Trust will tend to 0 when the dispersion of observations is maximal. And, as
a general measure of the agent’s trust on her opponent we naturally use the
normalised negative conditional entropy of executed contracts given signed
contracts: 1 + 1

B∗
∑

b∈B

∑
b′∈B(b)

[
Pt

+(b′, b) log Pt
+(b′|b)

]
.
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7 Its the Information That Matters

All interaction reveals information about the sender to the receiver. A trading
agent’s information base contains only observed facts. An opponent’s utility,
deadlines, and other private information, will never be observable, and so are
not considered. Information theory provides the theoretical underpinning that
enables an informed trading agent to value, manage and trade her information.
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Abstract. XML is a representation of data which may require huge amounts of
storage space and query processing time. Summarized representations of XML
data provide succinct information which can be directly queried, either when fast
yet approximate answers are sufficient, or when the actual dataset is not available.
In this work we show which kinds of XQuery expressions admit a partial answer
by using association rules extracted from XML datasets. Such partial information
provide intensional answers to queries formulated as XQuery expressions.

1 Introduction

The eXtensible Markup Language (XML) [12] was initially proposed as a standard way
to design markup languages to represent, exchange and publish information on the Web,
but its usage has recently spread to many other application fields.

XML is a rather verbose representation of data, which may require huge amounts
of storage space and query processing time. In [2] several summarized representations
of XML data are proposed to provide succinct information and be directly queried. In
particular, the notion of patterns is introduced as abstract representations of the con-
straints that hold on the data and for (possibly partially) answering queries, either when
fast (but approximate) answers are required, or when the actual dataset is not available
or it is currently unreachable.

In this work we show which kinds of queries admit a partial answer by means of
association rules extracted from XML datasets by using data mining techniques.

In particular, once a XML dataset has been analyzed by a miner tool and a set
of association rules has been extracted, we investigate how to transform an XQuery
expression to be applied to the original XML dataset, in order to apply it to the set of
rules previously extracted. In this way we provide an approximate intensional answer.

An intensional answer to a query substitutes the actual data answering the query
(the extensional answer) with a set of properties (in our work, with a set of association
rules) characterizing them [11]. Thus, intensional answers are in general more synthetic
than the extensional ones, but usually approximate.

In order to achieve our goal, an intuitive and effective language is needed to query
the extracted knowledge.

We focus on XQuery, the standard XML query language introduced by the W3C
[13]. In particular, we propose the fragment of XQuery expressions that can be used

K.V. Andersen, J. Debenham, and R. Wagner (Eds.): DEXA 2005, LNCS 3588, pp. 544–553, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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to retrieve useful information from the extracted sets of association rules. Such useful
information can provide intensional answers to queries formulated as XQuery expres-
sions. In [7] we have focused also on a graph-based language, and in particular on
XQBE [3], because the user could (visually) express a query without taking care about
the details of the language really used to query the document. In this way, the over-
all querying process appears completely transparent to the user: if the actual dataset is
not available, the intensional (approximate) answer will be automatically provided by
querying the rule set.

The paper is organized as follows. Section 2 summarizes the different types of pat-
terns proposed in [2] and briefly describes how to represent them in a graph-based
formalism. In Section 3 we propose some examples which show the set of queries we
can manage with our approach and how to transform XQuery expressions in order to
retrieve intensional information about XML documents; the formalization of the trans-
formation process is in [7]. Previous work is discussed in Section 4, while conclusions
and possible lines for future work are presented in Section 5.

2 Patterns for XML Documents

The summarized representations introduced in [2] are based on the extraction of asso-
ciation rules from XML datasets. Association rules describe the co-occurrence of data
items in a large amount of collected data [1] and are usually represented as implica-
tions in the form X ⇒ Y , where X and Y are two arbitrary sets of data items, such
that X ∩Y = /0. In the XML context, a data item is a pair (data-element,value), e.g.
(Conference,Pods). The quality of an association rule is usually measured by means
of support and confidence. Support corresponds to the frequency of the set X ∪Y in
the dataset, while confidence corresponds to the conditional probability of finding Y ,
having found X and is given by sup(X ∪Y )/sup(X).

In [2] patterns are classified in two orthogonal ways. The first classification refers
to the precision with which the pattern represents the dataset: a) an exact pattern ex-
presses a property which holds on any instance of the dataset. Thus exact patterns rep-
resent constraints (e.g. functional dependencies between schema elements by means of
schema patterns). For example, the name and the edition of a conference identify the
location where the conference has taken place. b) A probabilistic pattern holds only on
a given (large) fraction of the instances in the dataset. It is a weak constraint on the
dataset, characterized by a quality index describing its reliability. For example, with a
confidence of 0.9 the name of a conference identifies its main topics.

The second classification dimension corresponds to the different summarization lev-
els of the represented information. Instance patterns are expressed on the instances of
the dataset. In this paper they are used to summarize the content of a XML dataset
by means of the most relevant (frequent) association rules holding on the dataset. As
proposed in [2], association rules are extracted by using mining algorithms; in particu-
lar, to define the concept of transaction a transaction root (i.e. an appropriate element
of the considered XML document) is selected. A transaction is then defined as a col-
lection of pairs (element tag,content) or (attribute name,value), where element tag (or
attribute name) is the name of an element (or attribute) rooted in the transaction root
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authors

author 

Paul Smith

article

Pods

conference

0.5
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Paul Smith

0.2

(b) (c)

Fig. 1. Three instance patterns

and is defined as a complete sub-path from the root to the element. The quality index of
the pattern is the confidence of the rule.

We use previously extracted association rules to derive an approximate answer to
an XQuery expression, without requiring to actually access the dataset to compute the
answer. The answer may contain a subset or a superset of the required information,
depending on the form of the query and of the considered instance patterns.

In this work we focus our attention on (probabilistic) instance patterns. An example
of instance pattern is the following: with a confidence of 0.8 the author Paul Smith has
a publication to at least an edition of the conference ICDT.

In [2] a tree-based representation of patterns, which is formalized by means of the
language GSL, is proposed as well.

For example, the instance pattern (a) of Figure 1 represents the association rule
stating that with a confidence of 0.5 Paul Smith had a publication to any edition of the
Pods conference. In the graphical version of patterns we represent nodes with circles
(black filled circles represent the content of leaf elements or the value of attribute) and
indicate the confidence of the instance pattern on the root of the graph. Thin lines are
used to represent the body of the association rule, whereas thick lines represent the
head of a rule. A more complex instance pattern expressing an association rule with
more than one path in the thick part of the tree (i.e., in the association rule head), is
depicted in Figure 1.(b). The rule states that with a confidence of 0.2 Paul Smith had a
publication to the conference VLDB 2000. Note that here the confidence is associated
to the conjunction of the two conditions in the head of the instance pattern.

3 Experimental Setup

In [7] the set of queries which can be considered to obtain approximate answers by
using instance patterns is introduced. For the sake of space, in this work we present our
idea only by examples.

For our first experiments we have used a dataset based on a slight variation of the
SIGMOD Record XML Document [10]. The document reports information about Con-
ference Proceedings; Listing 1.1 reports a XML fragment of the document itself.
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<articles>
<article year"2001">

<volume>30</volume>
<number>2</number>
<month>June</month>
<conference>ACM SIGMOD International Conference on Management of Data</conference>
<date>May 21 - 24, 2001</date>
<location>Santa Barbara, California, USA</location>
<title articleCode="302001">Securing XML Documents ...</title>
<authors>

<author authorPosition="01">E. Brown</author>
<author authorPosition="02">L. Baines</author>

</authors>
<indexTerms>

<term>XML</term>
<term>Security</term>
<term>XQuery</term>
<term>Theory</term>

<indexTerms>
</article>
...

</articles>

Listing 1.1. A portion of the sample document inspired to the SIGMOD Record [10]

<?xml version="1.0" encoding="UTF-8"?>
<!ELEMENT RuleSet (AssociationRule+)>
<!ELEMENT AssociationRule (RuleBody, RuleHead)>
<!ATTLIST AssociationRule

support CDATA #REQUIRED
confidence CDATA #REQUIRED>

<!ELEMENT RuleBody (item+)>
<!ELEMENT RuleHead (item+)>
<!ELEMENT item (ItemName, ItemValue)>
<!ELEMENT ItemName (#PCDATA)>
<!ELEMENT ItemValue (#PCDATA)>

Listing 1.2. The DTD of the document reporting the extracted association rules set

Starting from this dataset, we perform a mining process to extract association rules.
Most of the proposed algorithms for mining association rules [1], [8] consider a collec-
tion of transactions, each containing a set of items. In our examples, we have associated
each transaction to an article, thus, we have extracted association rules describing
information about the elements which characterize articles (e.g. author, title, etc.).

In order to retrieve intensional answers from the set of extracted association rules,
we store them in a XML document. Listing 1.2 reports the relevant Document Type
Definition (DTD) we use to represent the rule set. We partially take inspiration from
the PMML (Predictive Model Markup Language) standard model proposed by the Data
Mining Group [5], which describes statistical and data mining models. Our model, how-
ever, is simpler and easier to query, i.e. it requires a less complex XQuery expression
to formulate a query. For example, a portion of the valid XML document represent-
ing some association rules, which have been extracted from the dataset based on the
SIGMOD Record XML Document, is shown in Listing 1.3.
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<ruleSet>
<AssociationRule support="0.2" confidence="0.8">

<RuleBody>
<item><ItemName>author</ItemName><ItemValue>E. Brown</ItemValue></item>

</RuleBody>
<RuleHead>

<item><ItemName>term</ItemName><ItemValue>XML</ItemValue></item>
</RuleHead>

</AssociationRule>
...

</ruleSet>

Listing 1.3. A sample fragment of the XML document of the rule set extracted from the sample
document of Listing 1.1

(a) (b) (c)

Fig. 2. (a) GSL visual representation of query Q2; (b) GSL visual representation of query Q4; (c)
GSL visual representation of query Q5;

In the following we analyze the kinds of queries described in [7] that admit a partial
answer by using association rules extracted from XML datasets.

3.1 Queries with Conditions on Content Nodes

Let us consider the first kind of query with conditions on a content node; i.e. queries
imposing a restriction on the value of an attribute or on the content of a leaf element of
an XML dataset. An example is the query Q1 “List all the information about the articles
published by E. Brown”, which contains a condition on the name of an author. The GSL
representation is depicted in Figure 1.(c). An XQuery expression for this query is:

<result> {
for $article in doc("document.xml")//article
where $article/authors/author/text() = "E. Brown"
return $article }

</result>

The above expression can be run on any XQuery engine to get the extensional an-
swer to Q1. In order to get an intensional answer from the extracted rule set, we have to
transform the original XQuery expression.

For the query Q1, according to the DTD for the extracted association rules described
before (Listing 1.2), the XQuery expression should be modified as follows:
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<result> {
for $article in doc("RuleSet.xml")//AssociationRule
where $article[RuleBody[item[ItemName="author" and ItemValue="E. Brown"]]]
return $article }

</result>

This expression returns all the association rules that have an item named author
in the body of the rule, whose value is E. Brown. The changes required (underlined in
the listing) to query the rule set affect the name of the document to examine (from now
on we suppose that the rule set is stored in a XML file named RuleSet.xml), the item
in the for clause, which has to be AssociationRule, and the expression in the where
clause, modified to select only those rules having an item in the body with the same
name of the author element.

Similarly, to get the association rules that satisfy the condition in the head of the
rule, RuleBody has to be replaced with RuleHead in the where clause. A more generic
query that looks for interesting information about E.Brown both in the body and in the
head can be expressed as follows:

<result> {
for $article in doc("RuleSet.xml")//AssociationRule
where $article//item[ItemName = "author" and ItemValue = "E. Brown"]]]
return $article }

</result>

By using the XPath expression //item, the where clause selects all the association
rules which have an item named author in the body or in the head of the rule and
whose value is E. Brown.

Let us consider now the query that retrieves information about a node which is not
a direct ancestor of the constrained content node. An example of this kind of query is
the query Q2: “List all the authors who wrote articles about XML”. Figure 2.(a) shows
how it can be graphically represented in GSL. Like Q1, the source part matches all
the author having the term XML among the index terms of their published articles; the
query result will contain all these authors. The XQuery expression is:

<result> {
for $article in doc("document.xml")//article
where $article/indexTerms/term/text() = "XML"
return $article/authors/author }

</result>

In order to inquire the extracted rule set, the above XQuery expression needs the
following transformations:

<result> {
for $article in doc("RuleSet.xml")//AssociationRule
where $article/RuleBody/item[ItemName = "term"]/ItemValue= "XML"
return $article[RuleHead/item[ItemName = "author"]] }

</result>

The expression returns all the association rules that have an item term with required
value in the body and has an item author in the head, such as the rule relating the author
E. Brown and the index term XML in the rule set listed in Listing1.3. The changes that
are required are similar to the ones for query Q1, but in this case also a filter on the
returned $author variable is introduced in order to select only those association rules
which contain the item author in the head of the rule. In a similar way, by swapping
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RuleHead and RuleBody in these expressions, the rules with term in the head and
author in the body can be obtained.

The GSL language used to represent XML patterns and the extraction process of
association rules make no distinction between elements and attributes of XML dataset
since the main aim is to find relationships among elementary values of XML documents.
However this choice can be easily tackled transparently to the user, as the following
example demonstrates. Let consider the query Q3 with condition on the value of an
attribute: “List all the conference held in 1996”. An XQuery expression of Q3 is:
<result> {
for $article in doc("document.xml")//article
where $article/@year = 1996
return $article/conference }

</result>

Due to the mining process, we loose the distinction between elements and attribute
and so we have to transform the above expression simply by considering in the same
way attributes and elements. Thus the XQuery expression to query the rule set becomes:
<result> {
for $article in doc("RuleSet.xml")//AssociationRule
where $article/RuleBody/item[ItemName = "year"]/ItemValue= "1996"
return $article[RuleHead/item[ItemName = "conference"]]}

</result>

The expression returns all the rules relatingyear in the body andconference in the head.

3.2 Queries with AND-Conditions on Content Nodes

Let us now focus on query with AND-conditions on the content nodes. As an ex-
ample, consider query Q4: “List all the authors who have published articles about
XML and XQuery” (see Figure 2.(b) for the visual representation). A related XQuery
expression is:
<result> {
for $article in doc("document.xml")//article
where $article/indexTerms/term/text() = "XML"
and $article/indexTerms/term/text() = "XQuery"
return $article/authors/author }

</result>

In order to provide intensional answer to Q4 by querying the extracted rule set, the
expression has to be modified in the following way:
<result> {
for $article in doc("RuleSet.xml")//AssociationRule
where $article/RuleBody/item[ItemName = "term"]/ItemValue= "XML"
and $article/RuleBody/item[ItemName = "term"]/ItemValue= "XQuery"
return $article[RuleHead/item[ItemName = "author"]]}

</result>

This XQuery expression returns all the association rules satisfying both the conditions
on the term in the body of the rule and having an item author in the head.

3.3 Queries with OR-Conditions on Content Nodes

Another type of query to consider is the one with two or more OR-conditions. An
example of this kind of query is Q5: “List all the conference attended by J. Parker or
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E. Brown” (see Figure 2.(c) for the graphical representation. The arc between the two
edges represents a disjunctive condition). The equivalent XQuery expression is:

<result> {
for $article in doc("document.xml")//article
where $article/authors/author = "J. Parker"
or $article/authors/author = "E. Brown"
return $article/conference }

</result>

In order to query the rule set, we carry out the following adjustments:

<result> {
for $article in doc("RuleSet.xml")//AssociationRule
where $article/RuleBody/item[ItemName = "author"]/ItemValue= "J. Parker"
or $article/RuleBody/item[ItemName = "author"]/ItemValue= "E. Brown"
return $article[RuleHead/item[ItemName = "conference"]]}

</result>

Applying this XQuery expression to the rule set, we obtain all the association rules
having an item conference in the head and satisfying the OR-conditions about both
author elements in the body of the rule.

3.4 Queries with Element Values

Finally let us consider the query that lists all the different values of a content node.
An example is the query Q6 “List all the authors who wrote an article, sorting in a
lexicographic order”. A relevant XQuery expression can be:

<result> {
for $author in doc("document.xml")//author
order by $author/text() ascending
return <author> {$author/text()} </author>}

</result>

The above expression should be modified to query the rule set as it follows:

<result> {
for $author in doc("RuleSet.xml")//item[ItemName="author"]/ItemValue
order by $author/text() ascending
return <author> {$author/text()} </author>}

</result>

This XQuery expression selects all the association rules having an item author in the
body or in the head of the rule and returns the content of the retrieved author ele-
ments, lexicographically sorted. This type of query requires a slight adjustment in the
expression of the for clause to filter the appropriate item in the rules.

4 Related Works

The problem of providing intensional answers by means of integrity constraints has
been initially addressed in [11] in the relational databases context. In this work we ex-
tend the approach to graph-based probabilistic patterns and XML documents. We starts
from the results published in [2], where several summarized representations of XML
data are proposed to provide succinct information: the notion of patterns is introduced
as abstract representations of the constraints that hold on the data and a graph-based
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representation of patterns is proposed as well. In particular, instance patterns are repre-
sented by the most frequent association rules and are effectively extracted from XML
documents by using data-mining algorithms (e.g. by using Apriori). Some preliminary
ideas on the possibility to use such instance patterns to provide intensional answers to
user’s queries are sketched. In this work we extend the result of [2] in order to apply
the proposed approach to the XQuery language and we identify some classes of queries
that admit an approximate answer by using previously extracted association rules.

Another two works which present a framework to discover association rules in large
amounts of XML data are [4, 6].

In [4] the authors introduce a proposal to enrich XQuery with data mining and
knowledge discovery capabilities by introducing association rules for native XML doc-
uments and a specific operator for describing them. They formalize the syntax and an
intuitive semantics for the operator and propose some examples of complex association
rules. No algorithm for mining such complex rules is proposed, thus, we have decided
to start from the results in [2] and use, as a first step, very simple association rules in
order to partially answer to XQuery expressions.

In [6] a template model to specify XML-enabled associations to be effectively
mined is presented. In our opinion our work differs from [4, 6] because we do not
focus on the problems of representing and extracting complex association rules from
XML documents, instead we work on the possibility to use and manipulate the extracted
knowledge (at the moment we mine instance patterns by using the Apriori algorithm)
in order to give partial and approximate answers to XQuery expressions. As a future
work we may consider the method described in [6] to improve the performance of the
mining process and to be able to consider also more complex association rules on XML
document.

5 Conclusion and Future Work

In this work we have shown how to use association rules to provide intensional answers
and obtain approximate information about XML documents. In particular, we have ex-
plained which kinds of XQuery expressions admit an approximate answer and how to
transform them in order to query previously mined association rules.

We have built a first prototype environment implemented in Java and is mainly com-
posed of two components. The first one visualizes the DTD of a XML document in a
graph-based representation. The user chooses the items to include in the process of ex-
traction of association rules by indicating also where to apply stemming, stopwords,
and discretization procedures. The native XML document is then transformed in order
to be processed by the Apriori algorithm. The second component stores the output of
the miner into a MySQL database. To conclude, a graphical interface gives to the user
the possibility to query the extracted knowledge by using some classes of queries and
more in particular by providing values for few parameters that are then used to automat-
ically compose SQL queries to be applied to the MySQL database of rules. We are now
adapting the tool in order to transform the output of the miner into a XML document.
Another component under development uses the Saxon [9] engine to apply an XQuery
expression either to the original XML document or to the extracted set of rules.



Intensional Query Answering to XQuery Expressions 553

As an ongoing work we are formalizing the degree of approximation (and the time
performance) of our approach in answering queries and studying how to combine con-
straints and association rules to improve the precision of intensional answers. We are
also considering extensions of the XQuery fragment proposed in this work that admit
partial answers.
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Abstract. XQuery expressions can manipulate two kinds of order: doc-
ument order and sequence order. While the user can impose or observe
the order of items within a sequence, the results of path expressions
must always be returned in document order. Correctness can be ob-
tained by inserting explicit (and expensive) operations to sort and re-
move duplicates after each XPath step. However, many such operations
are redundant. In this paper, we present a systematic approach to remove
unnecessary sorting and duplicate elimination operations in path expres-
sions in XQuery 1.0. The technique uses an automaton-based algorithm
which we have applied successfully to path expressions within a complete
XQuery implementation. Experimental results show that the algorithm
detects and eliminates most redundant sorting and duplicate elimination
operators and is very effective on common XQuery path expressions.

1 Introduction

XML is an inherently ordered data format. The relative order of elements, com-
ments, processing instructions, and text in an XML document is significant. This
document order makes XML an ideal format to represent information in which
the order is semantically meaningful. For instance, document order can be used
to represent the order in which sentences are written in a book, to represent the
order of events in the report of a surgical procedure, and to represent the order
in which events occurred in a log file. In addition to document order, XQuery
1.0 [3] also provides expressions to impose or access order within a sequence of
items. This sequence order can be used for dealing with order in the traditional
SQL sense. For instance, an XQuery expression can sort a sequence of persons
based on their salary and order a sequence of log messages based on their size.
Because of the importance of document order for many applications, the seman-
tics of XPath requires that every intermediate step in a path expression return
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its result in document order and without duplicates. Uniformly sorting and re-
moving duplicates after each step, however, is expensive, therefore eliminating
these operations when they are provably unnecessary can improve performance
while preserving the required XPath semantics.

This work is motivated by our earlier theoretical results [11] in which we
propose an efficient automaton-based approach to decide whether or not a path
expression, evaluated without intermediate sorting and duplicate-removal oper-
ations returns a result in document order and/or without duplicates. However,
this technique permits duplicates in the intermediate results, which can have
a deleterious effect on performance, because all subsequent steps in the path
expression are evaluated redundantly on each duplicate node. Furthermore, the
presented automaton could not be used for path expression with intermediate
sorting and duplicate removal operations. In this paper, we present a similar
automaton-based solution to the problem of inferring document order and no
duplicates in path expressions, but we do so in the context of a complete XQuery
1.0 implementation and we solve all the above problems.

Our contribution is complementary to the research on special-purpose algo-
rithms that support a small subset of the XPath language, in particular, steps (i.e.,
axis, name-test pairs) in straight-line paths [1] or trees [4]. Such algorithmsuse spe-
cific indices for efficient evaluation of straight-line paths and trees, and they typ-
ically do not require any intermediate sorting or duplicate elimination operators.
None of these algorithms, however, support the complete XPath language, which
permits applying arbitrary predicates to any step and querying relative document
order. Moreover, each algorithm has its own limitation, such as applying to a subset
of XPath axes, prohibiting wildcards, among others. Such limitations make apply-
ing these algorithms difficult in a complete XQuery implementation, which inter-
leaves path expressions with other expressions. In contrast, our technique applies
to path expressions anywhere they occur within the complete XQuery language,
making it directly applicable in industrial-strength implementations.

The paper is organized as follows. In Section 2, we introduce the problem
of detecting ordered and duplicate-free results in XQuery path expressions and
apply our approach to an example. Section 3 describes our automaton algorithm
that computes the ordered and duplicate-free properties. Insufficient space pre-
vents presentation of all the algorithm’s details. The interested reader is referred
to the compete algorithm and supporting proofs in a companion technical re-
port [6] and to the algorithm’s implementation in the Galax engine 1. Section 4
describes how our algorithm is implemented in the Galax engine. In Section 5, we
report the results of applying our algorithm, called ddo, to benchmark queries.
We conclude with a summary of related research in Section 6.

2 Motivating Example

In this section, we present a simple path expression applied to the document in
Fig. 1 to illustrate the problem of removing unnecessary sorting and duplicate-

1 http://www.galaxquery.org
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removal operations and our solution to this problem in XQuery. This document
conforms to the partial DTD in Fig. 1, which describes Java classes and pack-
ages2. The tree representation of the document depicts a part of the JDK with
four packages (p) and six classes (c). Integer subscripts denote document order.

p0

p1

p2

c3

c4

c5

c6

c7

p8

c9

<!ELEMENT package (package|interface|class)*>

<!ATTLIST package name CDATA #REQUIRED

id ID #REQUIRED>

<!ELEMENT class (super, implement*,

(class|attribute|method)*)>

<!ATTLIST class name CDATA #REQUIRED

id ID #REQUIRED

visibility (public|private|protected) #IMPLIED>

Fig. 1. A tree representation of java classes and packages and its partial DTD

XPath queries can be applied to this document to discover interesting code
smells (i.e., typical patterns indicating bad design), compute software metrics,
specify refactorings, etc. For example, the following query returns all inner classes
inside XML packages3 (there are 67 such classes in JDK 1.4.2):

$jdk/desc-or-self::package[@name="xml"]/desc::class/child::class

In order to explain the ddo optimization on this example, we first need a notion
of an evaluation plan. We use the XQuery Core language [5] as a simple kind
of evaluation plan. The XQuery Core is easy to understand by anyone familiar
with XQuery, but it also happens to be a good representation on which to apply
the ddo optimization. We start with the evaluation plan obtained by applying
the normalization rules in [5] to the given XQuery expression. For instance, if we
simplify the previous path expression by omitting the predicate on the second
step then the corresponding (simplified) XQuery core expression is shown in
Fig. 2 (a).

distinct-docorder(
for $fs:dot in distinct-docorder(

for $fs:dot in distinct-docorder(
for $fs:dot in $jdk
return desc-or-self::package

) return desc::class)
) return child:class

)
(a)

docorder(
for $fs:dot in distinct-docorder(
for $fs:dot in (

for $fs:dot in $jdk
return desc-or-self::package

) return desc::class)
) return child:class

)
(b)

Fig. 2. Tidy (a) and duptidy (b) evaluation plan for the (simplified) example query.

Each step is evaluated with respect to an implicit context node, which is
bound to the variable $fs:dot4. The distinct-docorder function sorts its in-
2 This DTD is only a small part of the DTD we use for storing the Java Standard

Library (JDK) into an XML format which is an extension of JavaML[2].
3 Note that the attribute name of a package is not the fully qualified name of the

package and hence there are several packages with name “xml”.
4 The fs namespace stands for “Formal Semantics”.
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put in document order and removes duplicates. We call such evaluation plans
tidy, because they maintain document order and duplicate-freeness throughout
evaluation of the path expression. Tidiness guarantees that the plan always yields
the correct result. Moreover, intermediate results cannot grow arbitrarily large,
because duplicates are always eliminated. Tidy evaluation plans, however, are
rather expensive to evaluate. An alternative to tidy evaluation plans are sloppy
evaluation plans resulting from the approach in [11], in which there are no inter-
vening sorting or duplicate-removal operators between the steps of an evaluation
plan and the distinct-docorder operator is only applied to the final result. We
call such evaluation plans sloppy. Although the sloppy approach is simple and
often effective, it does not always lead to the most efficient evaluation plan and,
in particular, it sometimes causes an exponential explosion of the size of interme-
diate results. In this paper, we show how the sloppy approach can be extended
such that it can handle evaluation plans in which there are sorting and duplicate-
removal operations applied to intermediate results and can precisely determine
which of these operations can or cannot be removed safely. Evaluation plans that
are the result of this new approach are called duptidy evaluation plans.

3 The DDO Optimization

In this section, we present in detail the ddo algorithm for deciding the ord (in
document order) and nodup (contains no duplicates) properties. We also describe
how this information can be used to optimize the evaluation plan.

To make reasoning easier, we introduce a concise and more abstract notation
for evaluation plans in which they are represented as lists of axes and sorting and
duplicate-elimination operations. The symbols in Table 1 denote the axes. The σ
denotes a sorting operation (docorder) and δ denotes the linear-time removal of
duplicates in a sorted sequence (distinct). The function distinct-docorder
is written in the abstract evaluation plan as the composition of docorder and
distinct. For example, the original query evaluation plan of Section 2 is rep-

Table 1. Axis names and symbols

Axis Name Axis Symbol Axis Name Axis Symbol

child ↓ parent ↑
descendant ↓+ ancestor ↑+

descendant-or-self ↓∗ ancestor-or-self ↑∗
following � preceding �
following-sibling �̇ preceding-sibling �̇

resented by the abstract evaluation plan ↓∗; σ; δ; ↓+; σ; δ; ↓; σ; δ. The abstract
evaluation plan is read from left to right, where each symbol denotes a step in
the computation. If we omit certain operations from an evaluation plan, then the
corresponding steps in the abstract notation are omitted. For example, the opti-
mized (duptidy) query evaluation plan of Section 2 is denoted by ↓∗; ↓+; σ; δ; ↓; σ.
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We make two assumptions: (1) an abstract evaluation plan is always evalu-
ated against a single node (in our example, this is p0 which is bound to $jdk)
and (2) the evaluation of the axis functions against a single node always yields a
sequence sorted in document order without duplicates. Under these two assump-
tions, the two evaluation plans above are equivalent in that they always yield
the same final result. Moreover, the sizes of the intermediate results after each
axis and any following σ and δ are also always the same, i.e., the intermediate
results never contain duplicates.

The computation of a minimal duptidy evaluation plan corresponds to the
following decision problem: given an abstract evaluation plan in which each axis
step is followed by σ; δ, determine the maximal sets of σs and δs that can be
removed such that the resulting evaluation plan applied to any XML document
(1) yields the same result as that of the original evaluation plan, and (2) for
each step expression, the input is duplicate-free. The second abstract evaluation
plan satisfies these constraints. This problem can be reduced to the problem of
deciding for a given abstract evaluation plan whether its result is always sorted in
document order and whether its result is always without duplicates. We denote
these properties by ord and nodup, respectively. Formally, the property ord
(nodup) holds for an abstract evaluation plan q if for any node n in any XML
document, the result of applying q to n is in document order (duplicate free).
We denote this fact as q : ord (q : nodup).

The algorithm for deciding ord and nodup is based upon inference rules that
derive the ord and nodup properties. Ideally, we would like inference rules of the
following form: if the abstract evaluation plan q has certain properties, then q; s
(with s an axis symbol, σ or δ) also has certain properties. Such rules provide
an efficient way to derive the ord and nodup properties. For example, for σ and
δ, the following rules hold:

q; σ : ord
q : ord

q; δ : nodup
q : ord

q; δ : ord

The problem of inferring ord and nodup can be solved by introducing auxil-
iary properties and inference rules. To illustrate this, we present a small subset
of the relevant properties and inference rules here. We refer the reader to the
technical report [6] for the the complete set of inference rules and their proofs.

The auxiliary property no2d (for “no two distinct”) holds for an abstract
evaluation plan if its result never contains two distinct nodes. If no2d and nodup
both hold, then there is always at most one node in the result, which implies that
each extension of evaluation plan with one axis step is ord and nodup. Because
of its importance, the conjunction of no2d and nodup is referred to as the max1
property, i.e., q : max1 iff q : no2d and q : nodup.

Another auxiliary property is lin (for “linear”), which holds for an abstract
evaluation plan if it always holds that all two distinct nodes in the result have
an ancestor-descendant relationship. The lin property is interesting, because if
it holds, then the parent axis preserves the nodup property:

q : lin, nodup

q; ↑ : nodup
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Properties such as no2d and lin are called set properties because they only
restrict the set of nodes in the result and do not refer to the sequence order or the
presence of duplicates. Obviously, σ and δ preserve these properties since they do
not change the result set. Another interesting characteristic of these properties is
that they can be lost after one or more child axes, but are recovered if followed
by the same number of parent axes. For example, if q : lin then it follows
that q; ↓; ↑ : lin, q; ↓; ↓; ↑; ↑ : lin, q; ↓; ↓; ↓; ↑; ↑; ↑ : lin, et cetera. The fact that
a certain property π (re)appears after i parent steps is itself an interesting
property and denoted by πi. We also use the notation π≤j as a shorthand for
the conjunction of π0, . . . , πj .

From the inference rules, we can construct a deterministic automaton that
decides whether ord and/or nodup hold for abstract evaluation plans. The au-
tomaton serves two purposes: It is used to prove completeness of the inference
rules for ord and nodup, and it provides an efficient algorithm for deciding these
properties, which serves as the foundation for an implementation. For the com-
pleteness proof we refer the reader to technical report [6]. The automaton is
described as an infinite state machine, but it can be shown that the automaton
can be described by a one-counter machine and therefore permits an algorithm
that operates in linear time and logarithmic space.

(no2d)
no2d
ord

(ntr)
ord

ntree

(ntr1)
ord1

¬ord
ntree

(ntr2)
¬ord≤1

ntree

(lin)
lin
ord

¬unrel
¬no2d≥0

(nn1)
no2d1

ord
nsib

ntr

l1nrl

(nn2)
no2d2

ord
nsib≤1

ntr

l2nrl

(nn3)
no2d1

ord
nsib≤2

ntr

l3nrl

. . .

↑

↓+ ↓∗

� �

↑+ ↑∗

↓
�̇ �̇

A − {↓}

↓

↑

↓

A − {↓, ↑}

↓

A − {↓}

↓+ ↓∗

� �
↑

↑+ ↑∗

↓

↑

↓+

↓∗

↑+

�
�

↑∗

�̇ �̇

↓

↑

↓+

↓∗ �
�

↑∗↑+

�̇ �̇

↑

↓+

↓∗ �
�

↑∗↑+

�̇ �̇

no operation

δ

σ; δ

Fig. 3. Initial fragment of the duptidy automaton

Fig. 3 contains a small fragment of the complete automaton, which can be
found in the technical report [6]. The initial state is the left-most state labeled
(no2d). The regular states contain a name (between brackets) and a list of prop-
erties that hold evaluations plans that end in this state5 that hold . The smaller
5 Note that no state contains the nodup property, because it holds trivially for all

duptidy evaluation plans.
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states that contain a single name with no brackets denote states for which the
transitions are given in another fragment. For all regular states, a transition is
given for each axis and this transition is indicated as either a solid arrow to
indicate that no σ or δ is required after this step, a dashed arrow to indicate
that δ is required or a dotted arrow to indicate that σ; δ is required. An edge
labeled with A−{↑, ↓} indicates transitions for all axes except ↑ and ↓. It can be
shown that if we construct an evaluation plan with the σs and δs as prescribed
by this automaton then it is a minimal duptidy evaluation plan.

4 Implementation

We have implemented our algorithm, as well as the tidy and sloppy approaches,
in the Galax XQuery engine. Galax is a complete implementation of the XQuery
1.0 specifications [3] and relies on a simple, well-documented architecture.

In our context, normalization introduces operations to sort by document
order and remove duplicates after each path step, resulting in an expression that
is tidy as defined in Section 3.

The ddo optimization is applied during the query-rewriting phase. As ex-
plained in Section 3, the max1 property is required by the ddo automaton’s
start state. There are two ways to infer max1. If static typing is available and
enabled then the max1 property is derived precisely from the cardinality of the
type computed for each subexpression. Static typing, however, is an optional
feature of XQuery, and few implementations support it. Implementations that
do not support static typing can use a simple static analysis to derive max1. For
example, the fn:doc and fn:root functions, the fs:dot variable, and all vari-
ables bound by for expressions always have the max1 property. Our algorithm
starts whenever the max1 property is derived and injects distinct operators
when intermediate results may contain duplicates and docorder when the final
result may be out of order.

The final rewritten expression is passed to the compiler, which constructs
a compiled evaluation plan for the expression and passes it to the evaluation
phase. Compilation and query planning are outside the scope of this paper.

5 Experimental Results

To evaluate the impact of the proposed techniques, we conducted several exper-
iments, the goals of which are to show that the ddo optimization is effective on
common queries, and that the new duptidy automaton is an improvement over
the sloppy automaton presented in [11]. The section is organized accordingly. All
experiments have been conducted using our Galax implementation.

The first set of experiments include the familiar XMark benchmark [13]
suite, applied to documents of various sizes. XMark consists of twenty queries
over a document containing auctions, bidders, and items. The queries exercise
most of XQuery’s features (selection, aggregation, grouping, joins, and element
construction, etc.) and all contain at least one path expression. Of the 239
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Fig. 4. The impact of the ddo-optimization for XMark queries 6, 7, 14 and 19, respec-
tively, evaluated against input documents of size 10MB, 20MB and 50MB

distinct-docorder operations in all the normalized XMark queries, only three
docorder operations remain after the ddo optimization.

Our optimization has the biggest impact on queries with more complex path
expressions such as 6, 7, 14 and 19. Fig. 4 shows the increased impact6 of the
ddo optimization on the evaluation times of these queries as the input document
increases from 10 to 50 MB. On a 20 MB document we see that Query 6 runs
5.75 times faster with the optimization and Queries 7, 14 and 19 show speedups
of more than two to six times. All these queries use of the descendant-or-self axis
frequently, which typically yields large intermediate results that are expensive
to sort. These queries show also a bigger speedup for larger input documents.
For example, the speedup for Query 7 grows from 5.79 times for a 10 MB doc-
ument 10 MB to over 6 times for 20 MB to 265.33 times (!) for 50 MB. This
is not surprising, because in Query 7, the evaluation time is dominated by the
unnecessary sorting operations. If more nodes are selected, the relative impact
of these sorting operations on the evaluation time increases.

For most of the XMark benchmark suite in Fig. 4, the sloppy approach is as
effective as the duptidy approach, because none of the path expressions in these
benchmarks generate duplicates in intermediate steps. For some queries, how-
ever, the sloppy technique scales poorly in the size of the path expression. This is
caused by duplicate nodes in intermediate results; if duplicates are not removed
immediately, subsequent steps of the path expression are applied redundantly
to the same nodes multiple times. Moreover, if subsequent steps also generate
duplicates, then the size of intermediate results grows exponentially. The two
graphs in Fig. 5 show the results for path expressions of the form (∗//)n∗ with
n = 1, 2, 3, 4 applied to 52 MB and 169 MB documents, respectively. The eval-
uation time increases exponentially in the number of // steps with the sloppy
approach. This shows that the duptidy approach combines the scalability in the
size of the document of the sloppy approach with the scalability in the size of
the path expression of the tidy approach. One may argue that this problem may
only occur sporadically, but when it does, the impact on performance will very
likely be unacceptable.

6 Note that the Y-axes on the graphs are plotted in log scale.
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Fig. 5. Comparison of the evaluation times for the tidy, sloppy and duptidy approaches
on the descendant-or-self queries for input documents of 52 MB and 169 MB

6 Related Work and Discussion

Numerous papers address the semantics and efficient evaluation of path expres-
sions. Gottlob et al [7] show that naive implementations are often unnecessarily
unscalable. Many papers deal with sorting and duplicate elimination, which is a
strong indication of the importance of this problem. Avoiding duplicate elimina-
tion and sorting is particularly important in streaming evaluation strategies [12].
Helmer et al [10] present an evaluation technique that avoids the generation of
duplicates, which is crucial for pipelining steps of a path expression. Grust [8,9]
proposes a similar but more holistic approach, which uses a preorder and pos-
torder numbering for XML documents to accelerate the evaluation of path lo-
cation steps in XML-enabled relational databases. By pruning the context list,
the generation of duplicates and out-of-order nodes in the intermediate results
is avoided, clearing the way for full pipelining. The same holds for the similar
structural join algorithms [1] that also can compute step expressions efficiently
and return a sorted result. Finally, there are also algorithms like holistic twig
joins [4] that compute the result of multiple steps at once.

Most of this work, however, supports narrow subsets of path expressions. In
contrast, our techniques apply to path expressions in the complete XQuery lan-
guage. Note that the ddo optimization does not impede the above optimizations
and, in fact, opens the way for a broader search space for optimizing the query
evaluation plan.

Aside from that, the completeness of our approach ensures optimal results
for a considerable part of the language. More precisely, it removes a maximal
amount of sorting and duplicate-elimination operations from normalized path
expressions under the restriction that we only allow duptidy evaluation plans.
Summarizing, the ddo optimization is a relatively simple technique that finds a
solution that is optimal in a certain theoretical sense and that is hard to improve
upon without using more involved cost-based techniques.

In future work, we will continue to improve logical rewritings early in the
compilation pipeline as well as implement more sophisticated evaluation strate-
gies later in the compilation pipeline. Currently, the ddo optimization is limited
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to path expressions within XQuery, but we plan to extend the technique to all of
XQuery. Simple improvements include propagating properties computed within
a path expression to subsequent uses of the expression, e.g., let-bound variables,
across function calls, etc., and using static typing properties (e.g., max1) not just
for the head of the path expression, but for intermediate steps. As part of on-
going research we plan to implement efficient axis-evaluation strategies, such as
pipeline-enabling algorithms, which are enabled by the ddo optimization.
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Abstract. XML DBMSs require new indexing techniques to efficiently process 
structural search and full-text search as integrated in XQuery. Much research 
has been done for indexing XML documents. In this paper we first survey some 
of them and suggest a classification scheme. It appears that most techniques are 
indexing on paths in XML documents and maintain a separated index on values. 
In some cases, the two indexes are merged and/or tags are encoded. We propose 
a new method that indexes XML documents on ordered trees, i.e., two docu-
ments are in the same equivalence class is they have the same tree structure, 
with identical elements in order. We develop a simple benchmark to compare 
our method with two well-known European products. The results show that in-
dexing on full trees leads to smaller index size and achieves 1 to 10 times better 
query performance in comparison with classical industrial methods that are 
path-based. 

1   Introduction 

Since XML has been proposed as a standard exchange format by the W3C, many 
database systems have been developed to store and retrieve XML documents. Most 
systems are supporting XPath queries and move towards supporting full XQuery, 
including XPath, FLWR expressions, and full-text search queries. Traditionally, data-
base research distinguishes structure query from content query. Structure queries are 
dealing with hierarchical traversals of XML trees, i.e., processing path expressions in 
XPath queries. Content queries are searching for combinations of keywords and val-
ues in XML elements, i.e., processing the predicates in XPath queries. In modern 
XML servers, content search integrated with structure search must be efficiently per-
formed. 

The support of structure and content queries require efficient indexing of XML 
documents. Much research has been carried out to propose and evaluate efficient 
indexing techniques. Traditionally, document-indexing systems were based on in-
verted lists giving for each significant keyword the document identifiers with the 
relative offsets of the keyword instances. With XML most queries are searching for 
elements rather than for full documents; thus, inverted lists are referencing elements 
rather than full documents. However, numerous element identifiers may lead to large 
index difficult to manage.  
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Most XML indexing methods focuses on structural index giving for a given label 
path the list of nodes reachable from this path. We describe most of the methods in 
the next section of this paper. They differ in node identifier generation, label path 
encoding, selection of useful paths to index (e.g., defined through templates or most 
frequently used). Most methods are dealing efficiently with XPath queries, but have 
difficulties with twig queries, i.e., queries with multiple branching paths. We propose 
a method indexing on label trees rather than on label paths. The method is very effec-
tive with documents of irregular schemas, with XPath and twig queries. Notice that 
the idea of using complex structures (i.e., trees or graphs) as index entries has also 
been exploited for indexing graphs with frequent sub-graphs [21], but it is the first 
time full graph-indexing is applied in an XML repository and demonstrated effective 
in such a context. 

Thus, in this paper, we first propose a new method called SIOUX founded on a 
tree-based indexing approach. The method maintains enriched structural summaries 
without full references to database nodes. The structural summary of a document is 
called a treeguide. It is an ordered tree similar to a DTD structure; thus, it keeps ele-
ment order but shrinks repetitive successive elements in one. Two documents are in 
the same equivalence class if they have the same treeguide.  

The fundamental idea of the method is to index documents by sequences of paths 
rather than by paths. It results from the observation that path order is generally mean-
ingful (for example, most articles starts with a title and finishes with a conclusion, not 
the reverse). Moreover, keeping precise structural guides avoid memorizing node 
identifiers as they can be computed from the treeguide for a query path expression. 
Furthermore, for twig queries searching for ordered tree structure, path-based index 
leads to many false drops, which is not the case with tree-based index. 

The remaining of this paper is organized as follows. Section 2 gives a short over-
view of some indexing schemes. In section 3, we describe the SIOUX indexing 
method founded on tree-based indexing. In section 4, we introduce the algorithms for 
processing XPath and twig queries. In section 5, we propose a simple benchmark for 
evaluating the SIOUX indexing method in comparison of Xyleme and X-Hive. The 
benchmark is run on the three systems and gives rather promising results for the 
SIOUX method. 

2   Overview of XML Indexing Schemes 

In this section, we present an overview of XML indexing methods. A lot of research 
work has been done to index XML. Most approaches are based on path indexing, i.e., 
two nodes are in the same index entry if they have a common incoming label path. 
We propose a classification of such approaches. 

2.1   Survey of Indexing Schemes 

Structure query requires an efficient method to determine what nodes are parents or 
children of a given set of nodes. This can be done by performing structural joins on 
the edge (node, label, node) relation encoding the document structure [9], by  
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traversing the document composition graph that is maintained when document are 
inserted [10],[17],[7], or by using clever numbering schemes for node identifiers 
[8],[14], [15]. Another problem with structure queries is that regular expressions are 
used extensively. Thus, label paths may be partial, including simple (*) or recursive 
(//) wildcards. This may lead to recursive structural joins or navigations in entire 
XML data graphs. Notice that structural joins and numbering schemes may also be 
used to check ancestor and descendant relationships, thus helping in solving regular 
expressions. 

To overcome these difficulties, structural summaries of XML document collections 
have been proposed. Dataguides extended with node references were first introduced 
in Lore [16]. The structural index is in general quite large as every database node is 
referenced within the index. Several path index structures as T-indexes [17], APEX 
[6], A(k) indexes [12], D(k) indexes [4] tried to reduce the index size by indexing 
only useful paths. Such paths can be determined by specific patterns (T-indexes) or by 
selecting the most frequently used paths in queries (APEX) or by restricting the path 
length to k [12] in a dynamic way based on the query load [4]. The Fabric index [7] 
avoids referencing all nodes by encoding paths of terminal nodes (leaves) and storing 
them in a balanced Patricia trie. However, this approach requires extensions to main-
tain path order and to perform partial matching of tags. 

Numbering schemes have been implemented for example in Xyleme, a successful 
native XML DBMS [1]. Two schemes are possible: pre and post-order numbering of 
nodes (a node identifier is a triple pre-traversal order, post-traversal-order, level) and 
hierarchical addressing of nodes (a node identifier is the compaction of its rank at 
each level). In both cases, determining if a node is an ancestor or a parent of another 
is simply done by comparing the identifiers. Xyleme manages a value and structure 
mixed index giving the node identifier of each label and of each keyword. In addition, 
for each XML collection, Xyleme maintains a generalized DTD, i.e., the set of paths 
with cardinalities. Solving an XPath expression is mostly done through index ac-
cesses, i.e., determining for each label and keywords in the XPath the relevant nodes 
identifiers and intersecting them. The method is quite efficient, but as with the others, 
the index references all database nodes. It is managed in main memory, which implies 
that some applications require large main memory. 

A more sophisticated numbering scheme based on positional representation of 
XML elements has been extensively worked out to answer efficiently queries in 
which elements are related by a tree structure, namely twig queries. Node identifiers 
are of the form (DocId, LeftPos : RightPos, LevelNum). Twig queries are decom-
posed in elementary path expressions that are more or less independently solved by 
navigations or index traversals. Multiple efficient join algorithms have been proposed 
to join the intermediate results in an efficient way [3] [22] [2]. Others propose to 
encode XML data trees and twig queries into sequences to transform the problem in 
sub-sequence matching [19] [18] [11]. 

2.2   Classification of Indexing Schemes 

XML indexing techniques can be presented in a classification hierarchy as portrayed 
in Figure 1. The first level classifies methods according to the technique used for 



 SIOUX: An Efficient Index for Processing Structural XQueries 567 

 

resolving hierarchical path expressions. Methods using graph traversal maintains 
some form of dataguide, i.e., an index of all rooted paths. Fabric used an encoding of 
all paths stored in a Patricia trie that can be explored using text search. Methods based 
on a numbering scheme require an additional index containing at least one entry per 
label (often merged with the value index); this index is the starting point of the search 
to get lists of identifiers that can be compared. Notice that the classified indexing 
techniques use labels and often label paths as index entries, which makes index large 
in general. All index forget about path orders and number of occurrences. Further-
more, most methods except Fabric have difficulties with intensive updates, either to 
maintain index entries or identifiers. 

XML
Indexing Methods

Graph
Traversal

Text
Search

Numbering
Scheme

Hierarchy Pre/Post
Order

T-index

Fabric

APEX

Positional
Representation

Interval
Encoding

Dataguide

Index 
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Index

D(k)
Index

Index 
Useful  Paths

 

Fig. 1. XML Indexing Method Classification 

3   The Sioux Indexing Method 

In this section, we describe our new indexing scheme coupling a structure index and a 
value index. The structure index is based on a treeguide, a finer data structure than 
dataguide: index entries are ordered label trees rather than label paths. The value 
index is an inverted list with entries determined by a thesaurus. 

3.1   The Structural Index 

The structural index defines equivalent classes of documents, one class for each XML 
tree structure existing in the database. The structure is called a treeguide. 

Definition 1: Treeguide. Let x be an XML document. The treeguide TG(x) is the 
ordered tree that: (i) Includes exactly every label paths in x and no more. (ii) 
Generates the XML document structure when traversed in preoder. 

More formally, let p, p1 and p2 be label paths; p1 is before p2 (denoted p1<p2) if 
the path p1 is traversed before p2 in depth first traversal. Two documents x and y are 
in the same equivalence class iff: 

(1) ∀p1 ∈ x ∃ p ∈ y : (p=p1) 
(2) if p1, p2 ∈ x  and (p1<p2) then ∃ p1 ∈ y  ∃  p2 ∈ y: (p1<p2) 

    That means x and y have the same treeguide. 
Notices that a treeguide differs from a dataguide as label paths in different orders 

are distinguished; also, it is not an index but a document structure, with no reference 
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to data. For simplicity, we consider only trees although the definition could be ex-
tended to graphs with cycles (for encoding references). Attributes in documents are 
processed as elements, but the order of attributes is irrelevant. To deal with attributes 
as elements, we include them as the last children of the node they are attached to and 
we order them by alphabetical order. 

As mentioned above, the treeguide is the core of our indexing scheme, which index 
documents and not nodes. 

Definition 2: Treeguide Index. Let C be a collection of XML documents x1, x2, …xn. 
A treeguide index simply gives for each different treeguide of the document 
collection the list of documents xi having this treeguide. 

A treeguide index shall implement efficiently the following functions: 

• Retrieve a given treeguide if it exists. 
• Retrieve all documents of a given treeguide. 
• Add a given document xn+1 in the collection and maintain the index. 
• Delete a given document xi from the collection and maintain the index. 
• Find all documents satisfying a given sequence of XPaths in the collection. 
• Identify easily document nodes to join with value index on identifiers. 

3.2   The Value Index 

To accelerate value search (exact match, less or greater predicates, keywords, phrase 
match, etc.), we use a classical inverted list scheme. Keywords in a text are deter-
mined through a simple thesaurus, implemented as a table. For each keyword appear-
ing as element or attribute value, the value index gives the document id, the identifier 
of the element in the document treeguide, and the offset of the keyword in the ele-
ment. The value index is organized as a B-tree. 

Definition 3: Value Index. The value index is a mapping giving for each keyword the 
list of document identifiers with the node identifiers and relative addresses of 
elements containing the keyword. 

3.3   Implementation of the Treeguide Index 

As explained above, the treeguide index keeps the mapping between treeguides and 
documents. The structure has to be efficient, compact, and extensible. We divide the 
mapping in two steps: (i) mapping Treeguides (TG) to treeguide identifiers; (ii) map-
ping treeguide identifiers (TGI) to XML objects.  

All treeguides are integrated in a union tree as exemplified in Figure 2. This global 
treeguide structure (GTG) is optimized. It is a graph in which: (i) A node represents 
an XML element or attribute of one or more treeguides. (ii) An edge represents either 
a parent / child (down edge) or a preceding / following sibling relationship (next 
edge) in at least one treeguide. To reduce the size of the union graph, the lists of 
nodes at a given level in the union tree are merged together in sequence order in such 
a way that the total list be minimum in number of entries. Thus, all nodes at a given 
level are linked together, but identifiers distinguish treeguides as explained below. 
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Nodes are labeled with the corresponding element name or attribute name prefixed 
by @. To be able to retrieve a treeguide, nodes belonging to a treeguide are marked 
with the corresponding treeguide identifier. In other words, the set of treeguide identi-
fiers a node belongs to is added to its label (e.g., book: 1,2,3). The order of element 
nodes in each treeguide is preserved at each level. The GTG can be updated by insert-
ing nodes at existing levels or at a new bottom level. 

Root

Book: 1,2,3  Person:2,3  Category:3

Author: 1,2       Editor:2       @Speciality:1 

Name: 1     Address:1

@Title:1
 

Fig. 2 . Example of GTG 

To extract a TG of given identifier TGI from the GTG, a simple procedure consists 
in traversing the tree and extracting all nodes of identifier TGI with the corresponding 
edges. The advantage of the proposed structure is to make possible the factorization 
of nodes at the same level in all TG. If a node exists for a given TG at a given level, 
the cost to represent it for another TG is just an identifier (an integer indeed). The 
GTG is thus a structure whose number of nodes in worst case is the number of ele-
ments and attribute in the database. Notice that if a TGI appears in a node, all its an-
cestors shall contain this TGI as a TG containing a path contains also all its sub-paths. 

To map a treeguide identifier to an XML object, we use a simple indexed table 
called MAP_TGI. The entry number in the table corresponds to the TGI. TGI are 
integers allocated from 1 to N; when a TG is deleted, the TGI is marked free for latter 
allocation to a new treeguide.  

4   Query Processing with Treeguide Indexes 

In this section, we present the main query processing algorithms using treeguides 
indexes. We first introduce the XPath query-processing algorithm using the treeguide 
index and the value index. Next, we discuss twig query processing. 

4.1   Resolving XPath Expressions 

We consider queries of the form:  

for $V in <forest> where ($V/XPath1)* return($V/XPath2)* 
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    XPath1 are filtering expressions and XPath2 are projection expressions. XPath can 
be as general as defined in W3C XPath version 2. For simplicity and shortness, we 
consider only conjunctive queries, but disjunctions could be supported easily in 
WHERE clauses. An example of such a query is given below: 

for $B in collection("Books")where 
$B/Book/Author[contains(.,"John") and /Address/City= 
"Paris" and ../Category="Computer"]//Company                   
return $B/Book/Author/@Speciality 

    The required label paths are: 

{/Book/Author/@Speciality; /Book/Author/Address/City; 
/Book/Author; /Book/Category; /Book/Author//Company}. 

    Such a query is indeed a twig query as XPaths have a common root, but we first 
use it to illustrate processing of independent XPath queries.  The evaluation process 
can be divided in three steps: (i) Determine the TGI that verifies the structural con-
straints. (ii) Compute the relevant element references. (iii) Extract the response ele-
ments in main memory. 

Determination of relevant treeguides. This step consists in extracting from all regular 
path expressions in the query the label paths that are mandatory for the query, as done 
above for the example query. From the set of label paths, a simple search in the GTG of 
all TGs including these label paths returns the relevant treeguide identifiers. The algo-
rithm for determining the relevant TGIs simply searches each path expression in the 
GTG. For each, it collects all the instances and returns the list of all TGIs corresponding 
to the end-path nodes. Wildcards (*, //) have to be included in the search for retrieving 
children or descendants of a given name. Expanded path expressions in which wildcards 
are replaced by effective label paths are inserted in the set of required label paths in place 
of path expressions with wildcards, so as to memorize effective paths. Positional predi-
cates ([]) are also included in label paths. To search a label path in the GTG, we use an 
extension of the tree pattern-matching algorithm [13]. 

Computation of relevant element references. This step first transforms the set of 
relevant TGIs in document identifiers plus node identifiers; second, it applies the 
value index to determine precisely the document nodes to retrieve. Going to the 
MAP_TGI table, we first determine a set of relevant references of documents with the 
required TG. Each label path is then encoded as a node identifier by prefix traversal 
of the TG. Finally, we obtain a set of document identifiers with a set of identifiers of 
elements in these documents. This is the result of the structural search. If the result is 
empty, the query has an empty answer. 

Otherwise, the value search is used to restrict the list of results, if any. Using the value 
predicate in the query, we access the value index. For each value, we read the corre-
sponding entry and filter its content with the node identifier. Doing the intersection of all 
sub-entries, we obtain a set of document identifiers with a set of hierarchical addresses of 
elements in these documents. This gives the result of the value search. 

The two sets of document identifiers are intersected, which yields the final result of 
this step, with the associated expanded path expressions and hierarchical addresses.  
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Extraction of the relevant elements. The last step consists in loading in main mem-
ory the response elements whose precise addresses (document and element identifi-
ers) have been retrieved in the previous step. If certain predicates have not been 
checked yet, a final loading of the necessary element value and a final check are re-
quired. The addresses of the elements are included in the result list of the previous 
step. Notice that the only required portion of documents to access as results refer 
precisely to those elements. This requires an object manager capable of accessing 
directly an element in a document, which is done through an element index managed 
at beginning of each document. 

4.2   Resolving Ordered Tree Pattern Queries 

A tree pattern query or twig query searches for a labeled tree in XML documents. It is 
essentially a complex selection predicate on both structure and content of an XML 
document. Most proposed algorithms to solve twig queries works with AND and 
sometimes with OR connectors for sibling nodes [11].  

We can handle such queries by searching for the covering paths, then union or in-
tersect the retrieved identifiers. We can also search directly for all treeguides satisfy-
ing the relevant tree patterns in the GTG and intersect the retrieved identifiers. The 
search is simply another application of a simple variation of the search algorithm of 
[13]. In general, with AND connector linking Path1 and Path2, both order Path1, 
Path2 and Path2, Path1 have to be considered.  

Notice that we can efficiently handle THEN connector, as treeguides are ordered 
tree. For example, we could handle efficiently the query in slightly extended XQuery: 

for $B in collection("Books")where 
$B/Book/Author[contains(.,"John") and /Address/City= 
"Paris" then ../Category="Computer"] then //Company  
return $B/Book/Author/@speciality  

5   Benchmarking Sioux Versus Xyleme and X-Hive 

To demonstrate the validity of the SIOUX method, we compared our system with two 
industrial systems, namely Xyleme [ 1] and X-Hive [20] that implement efficient path-
based indexing. The three systems were set on a Pentium Centrino 1,6 GHz with 1 
Giga of RAM under Linux. Measures concern mainly the query execution time and the 
size of the structure index that is in the core of our approach.  

5.1   The Data Sets 

As most proposed benchmark have fixed collection schema, we develop our own mini-
benchmark with some varying schemas. We consider three data sets whose characteris-
tics are given in table 1. We used the ToXgene tool to generate XML documents vary-
ing on characteristics described by the four columns of table 1. The A set holds 300 
documents with the same structure. The B and C sets experiment with a larger variety 
of schemas  (22 various structures for the C set) as indicated. Set B and C contain two 
totally different subsets of schema. In each subset, schema varies on a few tags. 



572 G. Gardarin and L. Yeh 

 

Table 1. The data sets 

 #  of docu-
ments 

#  of differ-
ent schemas 

Average ele-
ments / doc  

Maximum 
depth 

Average 
Size in bytes 

Set A 300 1 10 3 1504 
Set B 750 18 11 3 436 
Set C 1500 22 13 3 1132 

5.2   Size of Indexes 

In general, due to the opacity of the implementation of industrial systems, it is diffi-
cult to compare index sizes. However, as the results below show, the index size nec-
essary to index one document proves that our solution is economic in disk storage. 
The sizes found with industrial products are of others order of magnitude; this is 
probably because they use hash tables or other block allocation techniques. Thus, 
surprising sizes are given in table 2.  

Table 2. Size of the structure index in bytes 

 Xyleme Xhive    SIOUX 
 Structure 

index 
size 

Cost per 
doc. 

Structure 
index size 

Cost per doc. Structure 
index size 

Cost per 
doc. 

Set A 1501319 5004,39 1158748 3876,94 6263 20,87 
Set B 1635788 2181,05 2903830 3875,41 9390 12,5 
Set C 1859045 1239,36 5612791 3745,60 15771 10,5 
1 doc of A 5001 3878 4163  

Measures of Xyleme are captured directly using a DBMS API. To index only one 
document, we measure an initial index size of 141176 bytes, which suggests an allo-
cation of fixed blocks for the index. 

For X-Hive, no API is available to get the size of the index structure. To get re-
sults, we measure the disk memory delta when creating the index and also the main 
memory delta. We observe no variation on disk, but an important memory variation. 
As we can observe in table 2, this variation is proportional to the number of docu-
ments indexed. 

The results are quite encouraging for Sioux. They demonstrate: (1) For SIOUX, an 
average cost of 11.29 bytes to index each document that contains an average of 12 
elements. Thus, the cost of one element is less than 1 byte. (2) Using the GTG struc-
ture, indexing 300 documents (Set A) of identical schemas cost almost no more than 
indexing one document. At the opposite, Xyleme and Xhive index all the nodes,   
which also explain the gap with our approach. (3) Considering the index size for only 
one document, table 4 (last line) shows that the cost for the three indexes are quite 
similar. 
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5.3   The Queries 

We experiment query processing with five typical queries:  

1.Query on structure. It projects the documents on an XPath fully specified.  

(Q1) for $col in collection("catalog"), $b in 
$col/catalog/book return $b 

2. Twig query on structure. Two paths with same root are searched and qualifying 
leaves are returned.  

(Q2) for $col in collection("catalog"), $b in 
$col/catalog/book, $p in $col/catalog/price                    
return  <items> <b>{$b}</b> <p>{$p}</p> </items> 

3. Query on structure with non fully specified path (wildcard).  

(Q3) for $col in collection("catalog"), $p in  
$col//price return $p 

4. Query on attribute. It is a projection on an attribute fully specified. 

(Q4) for $col in collection("catalog"), $cur in 
$col/catalog/book/price/@currency return $cur 

5. Query on text value. It is a selection on a textual element containing a given value.  

(Q5) for $col in collection("catalog"), $b in 
$col/catalog/book, $a in $b/author where contains($a, 
"Rosmarie") return $b 

    The results are given in table 3. 

Table 3. XQueries execution time in ms 

XQuery Xyleme X-Hive SIOUX 
Q1  for A/B/C  36.2/76.2/150 12/12.6/ 390.7 3/4/19 

Q2 for A/B/C 47.4/97.5/189 14,4/27.7/461.1 3/4,4/19.3 

Q3 for A/B/C 13.9/17.3/31.7 7.5/13/23.7 2/5/14 

Q4 for A/B/C 13.1/15.5/29.6 12.8/20.5/397 3/5/13 
Q5 for A/B/C 2.2/2.7/6.2 2.4/2,5/ 6,6  4/3/7.5 

The first four queries focus on the structure of documents, and the last query fo-
cuses on the structure and on a constant value contained in one of the elements. As 
with the B and C sets, documents have different schemas, the queries extracts a subset 
of the documents that constitute the solution. The queries have been run for the three 
systems on a same machine ten times; average execution times are reported in ms.  

For the first four queries and for a given dataset, the SIOUX execution times are 
roughly the same. This can be explained by the fact that the XPaths are processed on 
the GTG structure to find directly the relevant documents. All the documents with the 
same structure are processed only one time, in contrast with the other approaches. 
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Finer measures of our method show that more than 95% of the time is mainly used for 
the extraction of the XML returned fragments from the originally stored documents 
(projection).  

The second query exhibits a twig path search. No more processing time is paid for 
Sioux. For the others system, the increase in time can be explained by a second scan 
of the index or by a join processing. For the last case, the constant value is very selec-
tive for the three systems. We assume that the value index access and the result con-
struction times are quite similar. That may mean that we should optimize the value 
index search and result construction algorithms. In case of larger collections of docu-
ments, the reduced size of our index should make SIOUX behave well. In summary, 
this simple benchmark demonstrates that our approach achieve equal or better per-
formance for simple and twig XPath queries, with a factor up to 10. 

5   Conclusion 

In this paper, we survey the multiple methods proposed for indexing XML. Most 
methods indexes on document paths with node identifiers. Then, we introduce 
SIOUX, a new indexing method that we implemented in a native XML repository. 
SIOUX indexes documents with ordered structural trees. It separates the structure 
index and the value index, but unifies both for computing node identifiers satisfying a 
given predicate. The key of SIOUX is an efficient ordered tree-matching algorithm 
based on an optimized structure for maintaining the union schema of all documents, 
with associated references to documents.  

A simple but covering various types of query benchmark has been run to demon-
strate that SIOUX is more efficient for structure query than two existing products. For 
value query, it is equivalent with the current implementation. The most benefit for 
SIOUX comes from its ability to solve twig queries with branching paths through 
simple tree search in the database schema. 

Although XML indexing is a well-visited topic with a lot of contributions, we be-
lieve that there is still room in this domain, notably for supporting complex queries 
including text queries and for extending the index structures to parallel systems and 
peer-to-peer query processing. We believe also that there exists a large discrepancy 
between published methods with often convincing performance evaluations on paper 
and real commercial systems as we saw them during our benchmark. This is a prob-
lem for research, which should devise methods easy to implement, as it is the case for 
SIOUX. 
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Abstract. To properly encode properties of textual documents using XML, mul-
tiple markup hierarchies must be used, often leading to conflicting markup in
encodings. Text Encoding Initiative (TEI) Guidelines[1] recognize this problem
and suggest a number of ways to incorporate multiple hierarchies in a single
well-formed XML document. In this paper, we present a framework for pro-
cessing XPath queries over multi-hierarchical XML documents represented using
fragmentation, one of the TEI-suggested techniques. We define the semantics of
XPath over DOM trees of fragmented XML, extend the path expression language
to cover overlap in markup, and describe FragXPath, our implementation of the
proposed XPath semantics over fragmented markup.

1 Introduction

XML documents are required, by definition, to be well-formed. At the same time, it
has been known for some time that text has a multi-hierarchical structure [2]. Features
from different hierarchies can have overlapping scopes. Two key markup hierarchies for
encoding text, physical text organization (pages, lines) and chapter-paragraph-sentence-
word structure will produce overlapping markup any time a word is split into two lines, a
sentence starts in the middle of one line and ends in the middle of another, or a paragraph
starts on one page and ends on the next. Use of additional feature hierarchies, only
accentuates the problem. Many prominent examples arise from image-based encodings
of manuscripts (Figure 1), where, in addition to folio-line and sentence-word structures,
we are also interested in encoding manuscript condition (damages), visibility of text
under different lighting conditions, and paleographic information (e.g., which scribe
wrote which portions of the manuscript).

The significance of multihierarchical document-centric markup and its proper man-
agement has been recognized by the TEI community fairly early [2,1]. Two problems
need to be recognized and addressed: (a) storage and representation and (b) querying
and retrieval. TEI Guidelines (P4)[1] propose a number of solutions to the first prob-
lem. Among them is markup fragmentation, a technique that breaks the overlapping
conflicts by fragmenting one of the conflicting XML elements to the degree that al-
lows proper nesting. Fragmentation allows to represent multihierarchical markup in a
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<w>

<w> (i)

<line no=”22”>hu þu me hæfst

afrefredne æg</line>

<line no=”23”>þer ge mid

þinre smealican spræ</line>

<line no=”24”>ce, ge mid þinre

wynsum nesse þines </line>

(ii)

<w>hu</w> <w>þu</w> <w>me</w>

<w>hæfst</w> <w>afrefredne</w>

<w>ægþer</w> <w>ge</w> <w>mid</w>

<w>þinre</w> <w>smealican</w>

<w>spræce</w>, <w>ge</w> <w>mid</w>

<w>þinre</w> <w>wynsum nesse</w>

<w>þines</w>

(iii)

hu <res><restxt>þu m</restxt></res>e hæfst

afrefredne ægþ<dmg>er</dmg> ge <dmg>mid

</dmg> þinre smealican spr<dmg>æ</dmg>ce,

<dmg>g</dmg>e mid

<dmg>þ</dmg>in<dmg>r</dmg>e wynsum

nesse þin<dmg>e</dmg><res><restxt>s

</restxt></res>

Fig. 1. A fragment of King Alfred’s Boethius manuscript folio [3], the corresponding text, and
different XML encodings

single XML document. However, this comes at a price. Fragmented XML documents
are no longer easy to query using traditional XML query languages such as XPath. In
fact, certain queries, easily expressible in XPath over regular XML documents, can-
not be expressed in XPath over fragmented XML. While fragmentation is used by a
large number of humanities scholars to represent overlapping markup in their encod-
ings, there is nor available formalism, neither appropriate software for querying such
encodings in a convenient, consistent, and domain-independent manner.

In this paper, we resolve this problem by providing the semantics of the XPath
queries over fragmented XML documents. Because XPath is not expressive enough for
querying multihierarchical markup, we enhance it with new features, which, in partic-
ular, capture overlapping content for elements from different hierarchies. Our contribu-
tions are summarized as follows: (i) we formally define multiple hierarchies for XML
documents with markup fragmentation (Section 3); (ii) we give new semantics for com-
puting XPath axes for fragmented XML documents with multiple hierarchies (Section
4); (iii) we propose and implement efficient algorithms for computing XPath axes for
XML documents with fragmentation; (iv) we present some preliminary experimental
results (Section 5).

2 Overlapping Markup in Text Encoding

Overlapping markup occurs in a large number of text encoding tasks. Figure 1 shows
a fragment of a tenth century Old English manuscript [3] and the encodings of this
fragment in three different markup hierarchies: physical location, sentence structure
and condition. Features from these three hierarchies overlap: <rstxt> (restored text)
overlaps <w> in line 22; the word ægþer is split between lines 22 and 23 and the word
spræce is split between lines 23 and 24.

TEI Guidelines (P4)[1] suggest a number of ways for representing multihierarchical
markup in a single document. In this paper, we consider one such solution, fragmen-
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tation, which works as follows. Whenever the scope of two elements overlaps, one of
the elements is broken into parts in a way that allows the inclusion of both elements in
the same XML document while preserving proper nesting. For example, one can resolve
the conflict between <w> and <line no="23"> elements as shown in Figure 2 Here,
the original element <w>spræce</w> had been split into two parts: <w id="W1"
next="W2">spræ</w> and<w id="W2" prev="W1">ce</w>. The first frag-
ment nests properly inside the <line no="23"> element, while the second - inside
the <line no="24"> element. The fact, that these two are the fragments of a single
word, rather than two separate words is facilitated by the use of id, prev and next
attributes for <w> which form a double-linked list of fragments. Markup fragmentation
is a simple way of combining conflicting markup in a single XML document. However,
[1] leaves open the question of querying the data stored in fragmented form.

<line no="23">þer ge mid þinre
smealican
<w id="W1" next="W2">spræ</w></line>
<line no="24"><w id="W2"
prev="W1">ce</w>, ge mid þinre

wynsum nesse þines </line>
next=w4

Id=w4
prev=w3

col

line no=22 line no=23 line no=24

w w w w w w ww

next=w2 id=w2 prev=w1

n1 n2

n3 n4 n5 n6

n7 n8

Id=w3Id=w1

Fig. 2. Fragmentation and the DOM tree for fragmented markup

Example 1. Figure 2 shows a (part of the) DOM tree of the document that uses frag-
mentation to include <line> and <word> elements. Consider the following query:
Find all words that are located completely in line 23.

For a non-fragmented XML document, we can convert this request into XPath:
/descendant::line[@no="23"]/descendant::w.

When applied to the DOM tree in Figure 2, this expression evaluates to the nodeset
{n2, n3, n4, n5, n6, n7}. However, this is not the right answer to the original informa-
tion request — nodes n2 and n7 represent fragments of words, not complete words, in
line 23. Thus, we need to reformulate the query. The new version is: Find all <w> ele-
ments inside the scope of the <line no="23"> element, such that they are either not
fragmented, or all their peer fragments are inside the scope of the <line no="23">
element.

This information request cannot be expressed as a single XPath 1.0 query. It states
that whether or not a node is included in the answer set is dependent on whether or
not other nodes are included in the answer set (in fact, evaluation of this request is
equivalent to building a transitive closure for each <w> node by following the prev
and next links). At the same time, in XPath 1.0, decision on whether to include a node
in the answer set is made independent of decisions for other nodes.

We note, however, that while expressing the query above in XPath 1.0 is impossi-
ble, there is a simple and straightforward procedure for producing the desired result:
search the DOM subtree rooted at <line no="23">, and include in the answer
set each non-fragmented <w> node and all fragmented <w> nodes that form a sin-
gle word. The latter can be determined during a single tree traversal by verifying that
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once a <w ID="x" next="y"> element (first fragment) is discovered, the match-
ing <w ID ="z" prev="u"> element (last fragment) is also in the scope of <line
no="23">.

The example above suggests that the problem is in the fact that the semantics of
XPath 1.0 over DOM is incompatible with the semantics of DOM trees for fragmented
XML. In the rest of this paper, we show how this can be rectified.

3 Background

We start this section by briefly describing the Document Object Model and the XPath
query language for XML together with some notation we use in the rest of the paper.

In Document Object Model (DOM) [4], an XML document is represented as a la-
beled, unranked tree. We denote by dom(d) the set of nodes in the DOM of d, by
root(d) ∈ dom(d) the root node of d, by tags(d) the set of node labels (tags) in d.
In this paper we consider only element and text nodes in dom(d). We let type(x) to
return the type of the argument node: “element” or “text”. For a node x ∈ dom(d) the
function tag(x) returns the label of x for element nodes and null for text nodes. For
two nodes x, y ∈ dom(d), x < y or y > x denotes that x is before y in the document
order[5]. We denote by ancestorDOM (x) the set of ancestor nodes of x in DOM. For
an element node x we use scope(x) to denote the document content interval from the
start tag of x to the end tag of x.

XPath is a language for addressing parts of an XML document [6]. XPath is used
as the means of accessing XML documents in XQuery. It can be used to query XML
documents by itself. XPath uses a tree of nodes model to represent an XML document.
The main syntactical construction of XPath is expression and the nodes of a document
are located using the location path (a special kind of expression). A location path is
composed of one or more steps, at each step a set of nodes is selected based on their
relationship (specified in step) to each node in a current set of context nodes. The node
set result of a step evaluation is the current set of context nodes for the next step in the
location path. The core syntax of XPath can be summarized as follows:

locationPath := step1/step2/.../stepn

step := axis::node-test predicate*
predicate := [expression]

The main syntactical construction for a step evaluation is axis. XPath uses 13 axes
to address nodes in a document: ancestor, ancestor-or-self, attribute, child, descen-
dant, descendant-or-self, following, following-sibling, namespace, parent, preceding,
preceding-sibling, and self. Formal semantics of XPath axes is given in[6]. The set of
nodes from axis evaluation is filtered by the node-test (basically a node type test or a
name test for element nodes) and by the expression, which is either an location path
(evaluated to true if the result node set is not empty), or a boolean expression involving
functions from the core function library of XPath[6].

3.1 Multiple Hierarchies for XML Documents with Fragmentation

We define a multiple hierarchy over an XML document as a mapping of node names
(tags, or elements) onto a finite set of labels (hierarchy names). In any multi-hierarchical
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document, an element node belongs to a single hierarchy (except for the root node,
which belongs to all hierarchies) whereas any text node belongs to all hierarchies. Usu-
ally, each hierarchy encompasses a specific set of markup features (e.g., in Figure 1 the
three hierarchies are physical position of text, sentence structure and manuscript con-
dition). The key syntactic condition is that document markup restricted to any single
hierarchy is well-formed. We formally define hierarchies and fragmented XML repre-
sentations as follows.

Definition 1 (muti hierarchies). Let H be a set of labels (strings). A multi-hierarchy
is a function H : tags(d) → 2H so that
(a) if x is the root node or type(x) = “text” then H(x) = H
(b) if x is an element node, not root node, then H(x) = {a} for some a ∈ H .

Definition 2 (fragmented representation). Let H be a multi-hierarchy over the set
of labels H . Let d1, .., d|H| be XML documents encoding the same content string S,
having the same label for the root node, and with markup from different hierarchies. An
XML document d is called a fragmented XML representation of d1, ..., d|H| iff (a) d is
well-formed; (b) for each node x ∈ dj there exists a set of nodes {x1, . . . , xk} all with
the same label as x such that scope(x) = ∪1≤i≤kscope(xi); (c) for any attribute prev
or next there exists a unique id attribute with the same value; no id attribute value can
appear in two next or two prev attributes.

Fragmentation allows to store multi-hierarchical markup in a single well-formed
document by breaking elements into fragments. Fragments represent the semantics of
the original encoding only when combined. For example, <w>spræce</w> is broken
into two fragments, <w id="W1" next="W2"> spræ</w> and <w id="W2"
prev="W1">ce</w>, but if we are interested in recovering the full word, we must
join these two fragments together. Functions fragments() and LMU (Logical Markup
Unit), defined below, recover the actual range of the markup corresponding to a given
document node by collecting all fragments “related” to the node and constructing the
appropriate content respectively.

Definition 3 (fragment). fragments : dom(d) → 2dom(d) is defined recursively:
(i) x ∈ frag − ments(x); (ii) if y ∈ dom(d) and there exists z ∈ fragments(x)
such that prev or next attribute of y has the same value as the id attribute of z, then
y ∈ fragments(x).

Basically, the fragments are element nodes, in a double linked list (using prev, next,
and id attribute values), which are covering a continuous range of document content.

Definition 4 (logical markup unit). The logical markup unit (LMU) of the markup
corresponding to a node x is the set of all text nodes covered by markup corresponding
to each node in fragments(x):

LMU(x) := {t ∈ descendantDOM (x) | type(t) = “text”}.

Recall that fragmentation is a workaround for representing overlapping markup in a sin-
gle well-formed XML document. Markup conflicts are not immediately visible within
the fragmented XML document, but using LMUs, we can “discover” them: markup are
in conflict if their corresponding LMUs overlap.
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We slightly abuse notation and use H(x) in lieu of H(tag(x)) to denote the hierar-
chy of node x. We say that two document nodes x, y ∈ dom(d) are in the same hier-
archy, denoted H(x) ∼= H(y) if H(x) ⊆ H(y) or H(x) ⊇ H(y). We use domH(x) :=
{y ∈ dom(d) | H(y) ∼= H(x)} to denote the nodes in dom(d) in the same hierarchy as
x. It is clear now that the root node and any text node are in the same hierarchy with any
other node in a document. The intuition behind this approach is simple: the root node
or a text node have no overlapping range with any other logical markup unit.

4 XPath Queries over Multi-hierarchical XML Documents

As suggested in the examples in Section 1, a natural handling of XPath queries over
multi-hierarchical XML documents with fragmentation would require each query eval-
uation result to be expressed as a set of logical markup units. To avoid expensive joins
and, most importantly, query reformulation problems, we extend the XPath axis seman-
tics to handle queries for multi-hierarchical XML with fragmentation.

4.1 XPath Axis Semantics for Fragmented Multi-hierarchical XML

The purpose of the new semantics for XPath over fragmented documents is two-fold: (a)
restore the proper meaning of XPath axes and (b) extend the expressive power to capture
new relationships between nodes from different hierarchies. To achieve (a), we define
the semantics of self, child, parent, descendant, descendant-or-self, ancestor, ancestor-
or-self, following-sibling, preceding-sibling, following, and preceding axes over frag-
mented XML. For goal (b), we define new axes, specific to multi-hierarchical XML doc-
uments: xdescendant, xancestor, preceding-overlapping, following-overlapping, and over-
lapping. For each Extended XPath axis X , we define the corresponding evaluation func-
tion X : dom(d) → 2dom(d), where X (x) evaluates axis X for the context node x. The
evaluation functions for XPath axes are defined as follows:

self(x) := fragments(x)
child(x) := ∪v∈self(x){y ∈ domH(x)(d) | y ∈ descendantDOM(v)∧

¬(∃z ∈ domH(x)(d) : z ∈ descendantDOM(v)∧
z ∈ ancestorDOM(y))}

parent(x) := {y ∈ self(z) | z ∈ ancestorDOM(x) ∩ domH(x)(d)∧
¬(∃v ∈ domH(x)(d) : v ∈ ancestorDOM(x)∧
v ∈ descendantDOM(z))}

descendant(x) := ∪v∈self(x){y ∈ domH(x)(d) | y ∈ descendantDOM(v)}
descendant−or−self(x) := self(x) ∪ descendant(x)
ancestor(x) := {y ∈ self(z) | z ∈ ancestorDOM(x) ∩ domH(x)(d)}
ancestor−or−self(x) := self(x) ∪ ancestor(x)
following−sibling(x) := {y ∈ domH(x)(d) | y > x ∧ y /∈ self(x)∧

parent(y) = parent(x)}
preceding−sibling(x) := {y ∈ domH(x)(d) | y < x ∧ y /∈ self(x)∧

parent(y) = parent(x)}
following(x) := {y ∈ domH(x)(d) | y > x ∧ y /∈ self(x)∧

y /∈ descendant(x)}
preceding(x) := {y ∈ domH(x)(d) | y < x ∧ y /∈ self(x)∧

y /∈ ancestor(x)}
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The extended XPath axes are defined below:

xdescendant(x) := {y ∈ dom(d) − domH(x)(d) | ∀t ∈ descendant(y),
type(t) = “text”(t ∈ descendant(x))}

xancestor(x) := {y ∈ dom(d) − domH(x)(d) | ∀t ∈ descendant(x),
type(t) = “text”(t ∈ descendant(y))}

following−overlapping(x) := {y ∈ dom(d) | ∃t ∈ descendant(x)(type(t) = “text”∧
t ∈ descendant(y)) ∧ ∃t ∈ descendant(x)
∀z ∈ descendant(y)(type(t) = “text”∧
t < z) ∧ ∃t ∈ descendant(y)∀z ∈ descendant(x)
(type(t) = “text” ∧ z < t)}

preceding−overlapping(x) := {y ∈ dom(d) | ∃t ∈ descendant(x)(type(t) = “text”∧
t ∈ descendant(y)) ∧ ∃t ∈ descendant(x)
∀z ∈ descendant(y)(type(t) = “text” ∧ t > z)∧
∃t ∈ descendant(y)∀z ∈ descendant(x)
(type(t) = “text” ∧ z > t)}

overlapping({x}) := preceding−overlapping({x})∪
following−overlapping({x})

The following theorems establish the basic properties of the Extended XPath over
fragmented XML: (a) all fragments are included in the result of evaluation .and (b) with
only one hierarchy present, our definitions are equivalent to those in [6] 1.

Theorem 1. [7] Let X be an XPath axis evaluation function for multi-hierarchical
XML. Let x ∈ dom(d) and let y ∈ X (x). Then for any z ∈ self(y), z ∈ X (x).

Theorem 2. [7] For any XML document with a single markup hierarchy, |H | = 1,
for any axis X defined for both XPath and Extended XPath, the evaluation of X using
XPath semantics yields the same results as the evaluation of X using Extended XPath
semantics, for any node in d.

4.2 Searching XML Documents Using Extended XPath

Let us return to the query from Example 1: Find all words that are located com-
pletely in line 23. We consider the set of hierarchies shown in Figure 1: “location”
(box (i)), “structure” (box (ii)) and “condition” (box (iii)). Because <line> and <w>
are in different hierarchies and we want words completely inside lines (relationship
represented by the xdescendant axis), the correct Extended XPath expression is:
/descendant::line[@no="23"]/xdescendant::w. According to the Ex-
tended XPath specifications, the query is evaluated to the node set: {n3, n4, n5, n6}
(see the DOM tree in Figure 2).

Consider now the following query for the same document: Find all words that are
located partially in line 23. This query concerns markup overlap. The corresponding Ex-
tended XPath query is /descendant::line[@no="23"]/ overlapping::w.
It evaluates to the node set: {n1, n2, n7, n8}. To retrieve all words that occur in line 23,

1 The latter result is important from the practical point of view: an Extended XPath processor
yields correct results when evaluating XPath expressions for any XML document with a single
markup hierarchy.
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Algorithm 1: Extended XPath axis evaluation
Input: N, dom(d)
Output: N ′

X -EVALUATION(N )
(1) N ′ = ∅
(2) foreach n ∈ N
(3) N ′ ← N ′ ∪ X (self(n), dom(d))

(4)return N ′

Algorithm 2: xancestor
XANCESTOR(n1, . . . , nf , dom(d))
(1) t1 ← FTD(n1)
(2) t2 ← LTD(nf )
(3) TEMP1 ← {x ∈ self(y) | y ∈

ancestorDOM (t1) − domH(n)(d)}
(4) TEMP2 ← {x ∈ self(y) | y ∈

ancestorDOM (t2) − domH(n)(d)}
(5) N ← TEMP1 ∩ TEMP2

(6) return N

Algorithm 3: xdescendant
XDESCENDANT(n1, . . . , nf , dom(d))
(1) t1 ← FTP (n1)
(2) t2 ← FTF (nf )
(3) TEMP1 ← {x ∈ self(y) | y ∈

ancestorDOM (t1) − domH(n)(d)}
(4) TEMP2 ← {x ∈ self(y) | y ∈

ancestorDOM (t2) − domH(n)(d)}
(5) TEMP3 ← ∪x∈{n1,...,nf}{y ∈

(ancestorDOM (x) ∪ descendantDOM (x))−
domH(n)(d)}

(6) N ← TEMP3 − (TEMP1 ∪ TEMP2)

(7) return N

Algorithm 4: following- overlapping
FOLLOWING-OVERLAPPING(n1, . . . , nf ,dom(d))
(1) t1 ← FTD(n1)
(2) t2 ← LTD(nf )
(3) t3 ← FTF (nf )
(4) TEMP1 ← {x ∈ self(y) | y ∈

ancestorDOM (t1) − domH(n)(d)}
(5) TEMP2 ← {x ∈ self(y) | y ∈

ancestorDOM (t2) − domH(n)(d)}
(6) TEMP3 ← {x ∈ self(y) | y ∈

ancestorDOM (t3) − domH(n)(d)}
(7) N ← (TEMP2 ∩ TEMP3) − TEMP1

(8) return N

Fig. 3. Algorithms for evaluation of Extended XPath axes

the following Extended XPath query can be used: /descendant::w
[xancestor::line[@no="23"]or overlapping::line[@no="23"]].

4.3 Algorithms for XPath Axis Evaluation

Polynomial time evaluation algorithms for XPath queries, using DOM representation of
an XML Document, are given in [8,9]. An algorithm that evaluates XPath axes in linear
time (in the size of nodes in the input XML document) is also given in [9]. Similar tech-
niques can be used for evaluating the Extended XPath axes child, parent, descendant,
descendant-or-self, ancestor, ancestor-or-self, following-sibling, preceding-sibling, fol-
lowing, and preceding. The only difference is a node filtering operation, that is, selecting
only nodes in a given hierarchy. This can be easily implemented using a hash function,
so the overall evaluation is still linear. We also point out that evaluation of self can
be directly carried out using the id reference (ID and IDREF) mechanism provided by
XML [5] and the DOM API [4].

In Figure 3 we give the algorithms for evaluating xancestor, xdescendant, and
following-overlapping. Note, that the semantics of the Extended XPath axes as de-
scribed in Section 4.1 is given for a single DOM node. In reality, when evaluating
an XPath query (see Section 3), at each location step a node set is computed and this
node set is used as the the context for the next location step.
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5 Experiments

Using the semantics described in the paper, we have fully implemented and Extended
XPath processor for fragmented XML document (FragXPath). FragXPath is a main-
memory processor. Below we show the results of a few tests we used to test FragX-
Path. The tests were run on a Dell GX240 PC with 1.4Ghz Pentium 4 processor and
256 Mb main memory running Linux. We generated XML files with multple hierarchies
(we use 2,4, and 6 hierarchies). In Figure 4 we report the results of two tests.

The first graph shows the results of testing xdescendant and overlapping
axes, which extend traditional XPath, over fragmented XML documents with 4 hierar-
chies. We used fragmented XML documents with sizes ranging from 50,000 to 500,000
nodes and from 1MB to 45MB size on disk. We used the following Extented XPath
queries in our experiments: /descendant::page//overlapping::* and
/descendant::page/xdescendant::*.

The second graph shows the dependence of evaluation time on the number of lo-
cation steps in the query (each query consisted of /overlapping::* location step
repeated for 1,2,. . . 8 times) and on files with 2,4, or 6 hierarchies and 50,000, 65,000,
and 80,000 nodes respectively. As expected, the graph presented in Figure 4 shows
linear time complexity on the query size.

Finally, we compared the work of FragXPath with the work of two widely available
XPath processors, Xalan and Dom4j on comparable workloads. While direct compar-
ison of FragXPath to XPath processors is not possible – the expressive power of the

Table 1. XPath processors comparison

Processor/Number of steps 1 4 8

FragXPath 1208[ms] 1279[ms] 1284[ms]
Xalan 1590[ms] 1630[ms] 1632[ms]
Dom4j 1336[ms] 1636[ms] 1640[ms]
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languages is different, we should expect FragXPath to spend about the same time as an
XPath processor searching for comparable information in the same DOM tree.

Table 1 shows the times for all three processors for queries consisting of 1, 4, and 8
location steps of the form /descendant-or-self::*. FragXPath performs in the
same time range as the XPath processors (it is actually faster, but we emphasize, the it
is incorrect to say that FragXPath works better than Xalan or Dom4j).

6 Conclusions

Processing of XML with multiple hierarchies has attracted the attention of numerous
researchers recently. In [10] we survey the state-of-the-art in the area. Jagadish et al.
have considered similar poblem for data-centric XML and proposed the so-called col-
orful XML to implement multiple hierarchies[11]. In this paper we consider one specific
legacy case, stemming from the text encoding community, when XPath semantics needs
to be redefined and extended, in order to support efficient querying. Our implementation
is faithful to the original XPath semantics, and is immediately applicable to processing
queries over the multitude of legacy text encodings prepared using the fragmentation
technique. Our current and future work is on considering other legacy cases and also on
building a unified framework for processing multihierarchical XML.
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Abstract. Desktop search tools are becoming more popular. They have
to deal with increasing amounts of locally stored data. Another approach
is to analyze the semantic relationship between collected data in order
to preprocess the data semantically. The goal is to allow searches based
on relationships between various objects instead of focusing on the name
of objects. We introduce a database architecture based on an existing
software prototype, which is capable of meeting the various demands for
a semantic information manager. We describe the use of an association
table which stores the relationships between events. It enables adding or
removing data items easily without the need for schema modifications.
Existing optimization techniques of RDBMS can still be used.

1 Introduction

It is commonly known that the amount of digital information increases as people
store more information on their Personal Computers. The variety of formats used
increases because people store their digital images, emails and faxes they sent and
received, and documents they created as well as many files from the Internet.
There are several approaches to storing lifetime’s worth of articles, books, . . .
which we briefly discuss in Section 4.

The basic idea of our system has the same goal, allowing easy access to all
data and information, but differs fundamentally in the approach. We focus on
the relationship of various data-objects (such as photos, e-mails, graphics or text
files) and events (opening a text file, receiving a phone call, sending an e-mail)
rather than relying on the names of these objects for retrieval. Our intent is
to allow for more human-like retrieval processes by adding semantic metadata
to the data collections. For example, instead of finding a text file based on its
name, a semantic search would allow a context-aware query, for instance I don’t
know the filename but I know I created it when I was talking to Jim on the phone
about a week ago.

Our prototype (Figure 1) collects raw data from multiple sources such as file
events of the operating system or user events from Microsoft Outlook via agents.

K.V. Andersen, J. Debenham, and R. Wagner (Eds.): DEXA 2005, LNCS 3588, pp. 586–595, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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On the level of the file system we receive data on which application has accessed
(read or written) which file. The user can select which applications or directo-
ries to monitor, typically local office applications and user document folders. For
instance, we can store that Word.exe has written a specific file document.doc
to the disk at a certain time and date. From Microsoft Outlook we can gather
information on emails, contacts and calendar items. We also store which com-
puter has been used (to differentiate between laptops and workstations) and the
user ID. Additional data collectors are planned that can integrate incoming and
outgoing telephone calls (via CTI or serial printer ports) as well as facsimiles,
GPS data and EXIF1 metadata from digital camera images.

Based on the vast amounts of data accumulated, a semantic enrichment en-
gine (SEE) is implemented which uses the data and derives information from it
to build semantic databases for human users. Clearly, the usefulness of the whole
system depends on the quality, speed and versatility of the semantic database
and on the capability of the semantic enrichment engine. In this paper, we will
focus on the underlying database schema and propose a database architecture
which is the foundation for the semantic analysis. There are certain requirements
for such a database:

– Flexibility: A database for semantic storage must be highly flexible. It must
be able to store heterogenous data from various sources, including e-mail
systems, file systems, date books, telephones or GPS modules. Defining new
relationships between existing entities will be a common task.

– Backwards compatibility: All enhancements to the database must be back-
wards compatible. Modification of the database schema should occur only
rarely.

– Speed: The database must perform well due to the high volume of processed
data

– Scalability: The database design should allow to scale the database up with-
out significant performance loss.

More specifically, our contribution is to:

– Propose a suitable and flexible schema of storing semantic information on
relational database engines (Section 3).

– Compare our database schema to other viable approaches (Section 3.1).
– Provide an analysis of performance in comparison to other approaches (Sec-

tion 3.2).

2 The Problem

Evermore data storage enables people to save virtually their whole life digitally
in various file formats or databases — photos, videos, e-mail, address databases
etc. Available personal programs to store and manage these files usually offer
1 http://www.exif.org/
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Fig. 1. System architecture: data is collected from different sources and stored in the
raw data collection. Subsequently, the semantic enrichment engine (SEE) analyzes the
data, adds links between recorded data items and may add additional tables or data
items based on the analysis.

searches either via file system hierarchies or via keywords or fulltext search (in
case the file contains text data). Filesystem hierarchies are not well suited since
often precise attributions to a single specific folder are not possible [DEL+00].
Keywords are usually either based on the filenames or they need to be typed in
manually. Manual keyword input is cumbersome, time consuming and subject
to the Production Paradox [CR87] — people will simply not do it since they see
no immediate advantage. Fulltext-engines, on the other hand, are only useful for
text-based documents. Integrating photos and music into fulltext-based system
is difficult and an area of ongoing research.

Apart from that, people tend to forget names of specific objects. It is often
easier to remember the context of a situation in which a specific file was created,
modified or viewed, especially with regard to a timeline (”I remember I just
got an e-mail from Mike when I was working on that document”). Semantic
enrichment of automated data-gathering processes is a useful tool to complement
this human way of thinking in relations rather than thinking in keywords or tags.

Our database schema allows two links to describe the relationship between
any two entities — one in each direction. The architecture must also allow to
modify the semantic relationships easily and without database schema modifi-
cations or reprogramming.

The traditional relational model is considered a basic modeling technique
that all computer science students have to know. The model, however, has one
important drawback when relationships between already stored data objects
need to be modified. Typically, in a semantic information manager we would
have to link many different objects, such as e-mails with people, phone calls with
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Fig. 2. The upper image shows that for each event an event description, the user

who triggered it and the computer can be stored. When a new relationship is introduced
to record who uses a computer the database schema needs to be modified.

numbers etc. This requires many n : m relationships, which are usually realized
in modern database systems by introducing a third table which incorporates a
1 : n and 1 : m relationship. Links between tables are usually realized using
foreign keys.

Figure 2 (upper image) shows a simple example using foreign keys. In order
to record which user triggered which event on which computer we need the tables
event, user and computer. To add a new relationship, e.g. indicating which user
is the owner of which computer, we need a new n : m relationship, which would
require adding a new table to handle the 1 : n and 1 : m relation.

Such a database structure would allow to relate any number of objects (doc-
uments, e-mails, pictures, date book entries) with events (e.g. creation of a file,
responding to email, viewing a picture, changing a date book entry) if all ta-
bles and all relationships are known a priori. However, a database containing
semantic information is highly volatile with regard to the relationships, which
can vary often and extensively. Additionally, since dominant relationships are
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usually not known a priori, optimizations using cluster functions of the DBMS
are extremely difficult to achieve.

Let us assume that based on all the information stored in the system an im-
proved mechanism of semantic analysis can now automatically add descriptions
(qualifiers) for events and add relationships automatically.

For instance, if we realize later that it is important for Powerpoint presen-
tations to be associated with people (users) attending an Outlook meeting we
would need to add a new table watched to resolve the new n : m relation-
ship. The obvious drawback is that we have to modify the database schema and
introduce new indices.

What we were looking for was a way to circumvent these problems using
relational databases without being forced to use vendor-specific features not
generally supported by SQL standards. We made our system more or less in-
dependent from any specific database vendor, so that users can chose to use
MySQL, Oracle or MS-SQL2.

3 The Semantic Database Schema

Our idea, which is based on an architecture of a workflow management software
project is to use a relational database, but not to link tables to others directly
with foreign keys or by using n : m intermediary tables but via a single, generic
association or link table.

Figure 3 (top image) shows two tables. The table event is used to store all
events. The table link is used to create links/association of tupels of different
tables to each other.

If the service that records the event is now improved so that it now records
also the applications used, a new table is added (Figure 4 (bottom image)). The
table application stores applications that exist such as Word or Excel. When an
event is related to an applications — such as the event save in Word — an entry
in the link table is created.

Table 1. Inserting events and links to applications. We assume that (1) application
42 is Word and (2) that the user currently uses computer with the ComputerID 87.

Step SQL Command
1 INSERT INTO event VALUES (1, currenttime)

2 INSERT INTO event description VALUES (1, ’save’)

3 INSERT INTO link VALUES (1, ’event’, 1, ’event description’)

4 INSERT INTO link VALUES (1, ’event’, 42, ’application’)

5 INSERT INTO link VALUES (1, ’event’, 87, ’computer’)

2 We are obviously aware of the major differences between these RDBMs but we
wanted to develop a system which would allow the user to choose between various
databases, depending on the number of users and volume of stored information.
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In the classical schema, adding a new table with an n : m relationship to an-
other table (e.g. event) would require adding the table itself an the intermediate
table resolving the n : m relationship. Using our approach, only one new table
has to be created. Our link table is basically an intermediate table resolving all
n : m and 1 : n relationships.

Using our approach it is easier to find other tables that a certain table has
relationships with. In the classical schema this information is clearly stored in
the data dictionary from which all meta information on tables such as foreign key
constraints can be retrieved. Data dictionaries, however, are not standardized for
all RDBMSs. Therefore, applications need to be modified when using different
RDBMSs.

Moreover, using our system it is easily possible to synchronize data from
different databases by merely combining all entries from the link table3.

3.1 Advantages to Other Approaches

We built the prototype of the data collecting agents to work with two different
database schemas, one based on n : m intermediary tables and one based on link
tables.

Figure 3 shows the main tables of a prototype we built to record events trig-
gered by the file system. For each event the system may record the computer, the
location, theapplication, the involvedfilesandaneventdescription. Inad-
dition, parts of the tables required to include Outlook calendar entries (meeting)
and contacts (persons)are shown. We omitted many tables as not to make the dia-
gram larger than required tounderstand the concepts. As previouslydescribed, the
drawback of this classical approach is that semantic enrichment engine (or other
data collecting agents) cannot easily add new tables and relationships.

To avoid this drawback we also used a schema that uses the link table (Fig-
ure 4). In this case new relationships can easily be added. Changing an existing
1 : n : to n : m relationship needs no changes at all, the same applies to new
relationships between two objects which had no prior link. Obviously our ap-
proach lacks any constraints on referential integrity or cardinality constraints.
While such constraints are certainly important for many applications, it is not
essential in our semantic setting. If required we can still implement most con-
straints by adding customized (functional) constraints on the link table. In an
environment which basically allows relating any two objects, referential integrity
is not really necessary. In addition it is possible to merge existing databases into
one, for instance when merging the events recorded on an employee’s desktop
and her laptop computer.

In a semantic model, it is difficult to predict the quantity of relationships
between the main tables and subsequently the number of intermediary tables.
Given a schema with n tables, the number of intermediary tables has an upper
bound of n×(n−1)

2 , while in our link-based database schema remains constant

3 The IDs that are the primary keys in each table have to be globally unique; this can
be achieved by using GUIDs.
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Fig. 3. To store events recorded by the file data collecting agent we would need
this classical schema; we simplified it by selecting a subset of entities to provide a clear
print

Fig. 4. Instead of using the classical schema (Figure 3) we propose to use this (simpli-
fied) schema

with one table. This is an advantage with regard to the complexity and perfor-
mance of select statements and to the overall software complexity.

Since in a semantic setting the number of types of relationships between
tables may vary widely, it is difficult to make use of cluster functionality. In our
model, the link table is always the most important table, therefore, clustering
joins with this table will have a significant positive impact on performance which
is virtually impossible with traditional approaches without manually tuning the
database.
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With the link-based approach adding new relationships can be performed
within transactions whereas schema modifications such as adding new n : m
tables are usually performed outside a transaction. Transaction-safe operations
are essential because we anticipate many different semantic enrichment engines
to work in parallel.

Creating new relationships and deleting existing relationships, both in two di-
rections, should be embedded in a proper transaction procedure. Since in normal
operationmodenonew tables are added or removed, this is easy to implement. This
will ensure that twoobjects are always linked bi-directionally and removed in pairs.

3.2 Performance Comparison

To test the performance of out database schema on modern databases, we pre-
pared two prototypes, one incorporating a traditional approach and on based on
our new architecture on an Oracle 9 database system. Apart from using indeces
we did not optimize the database any further - we will do this in our ongoing
work on various databases such as SQL Server and MySQL to compare perfor-
mance and optimization features such as cluster functions. The database was
filled with random data. In the traditional design, we created six N:M relation-
ships, each containing 175.000 entries, adding up to 1.050.000 entries. In the
new design, we created 1.926.064 entries (our architecture uses two entries to
describe a bi-directional relationship) in the link table.

We compared three queries on both systems. Due to the difference of the
architecture, the queries would vary between the traditional and the new design.

A typical query – and one we used for comparism (queries 1 and 2) – in the
traditional form would look like this:

SELECT DISTINCT cl_event_description.description
FROM cl_event_description
INNER JOIN cl_event ON cl_event_description.event_descriptionid
= cl_event.event_descriptionid)
INNER JOIN cl_fileitem ON cl_event.activityid=cl_fileitem.activityid
WHERE description = ’qjdym.pdf’

A query with the same effect in the new schema would look like this:

SELECT DISTINCT event_description.description FROM event_description
FROM(((link l1 INNER JOIN fileitem ON l1.link1id=fileitem.fileid)
INNER JOIN event ON l1.link2id=event.eventid)
INNER JOIN link l2 ON event.eventid=l2.link1id)
INNER JOIN event_description
ON l2.link2id=event_description.event_descriptionid
WHERE fileitem.description = ’qjdym.pdf’
AND l1.link1table=’event_file’
AND l1.link2table=’event’
AND l2.link1table=’event’
AND l2.link2table=’event_description’
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Table 2. Results of our preliminary performance tests

Query Classic Design New Design
1 1.300ms 2.600ms

2 300ms-600ms 15ms-30ms

3 800-900ms 900ms-1.400ms

Query No. 1 was the initial query. Query number two had the same search
arguments and was executed immediately after the first, showing a significant
better performance due to the database’ internal caching strategies. The third
query had a different search argument. Our next steps are to perform more elab-
orate tests; these will also take into account database-vendor specific behavior
and optimization potential .

4 Related Work

Vanevar Bush’s vision of the Memex [Bus45] has recently become a paper that al-
most everyone cites when writing about semantically enriched information stor-
age; projects such as Microsoft’s MyLifeBits [GBL+02] or the SemanticLIFE
project [AHK+04] build on this vision.

They strive to build a personal digital storage that records all documents,
emails, photos, videos, etc. a person works with. MyLifeBits focuses on storing
the content in a database; unlike SemanticLIFE it does not strive to semantically
enrich the stored data. It seems that MyLifeBits builds on improving search
engines and desktop search solutions. The focus of SemanticLIFE seems to be
building ontologies and finding new relationships between existing documents.

Haystack [AKS99] — an Open Source system — is a platform to visualize and
maintain ontologies. The system is designed to flexibly define interactions and re-
lationships between objects. The focus lies on the quality of the retrieval process.

The main difference between MyLifeBits, SemanticLIFE and our approach
is that all the aforementioned systems are built on the concepts of documents
or files. The approach we described relies primarily on events. These events are
then related to existing resources and they allow to build more elaborated links
between data items. A technical but yet important difference is that we store
all data in relational databases that are known to work stably even with huge
amounts of data.

5 Conclusion

We proposed an improved way of organizing a database schema so that rela-
tionships between tables can easily be added without schema modification. The
advantages of our approach are:

1. Relationships can be added without schema modifications. This allows to
easily perform operations within transactions.
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2. Tables and indices can be clustered to improve the speed of joins with the
central link table. In the classical model many n : m relationships exist and
it is a priory not clear how to cluster.

3. Our approach allows retrieving relationships from the link table without
accessing the data dictionary. Since the data dictionary is vendor specific,
the classical approach requires modifying the application for each database
system.

4. If n entities exist and n : m relationships are to be established between all
entities the number of additional tables is O(n2), whereas our approach is
O(1) Of course this applies only to new relationships, not new tables.

Our prototype is – in the first stept – designed as a single user system where
users can choose which content is kept and which is not. An enhanced proto-
type will also support multi-user environments, which pose additional challenges
with regard to security, privacy and collaboration features. We will discuss these
aspects in a later paper in detail.
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Abstract. In modern universal database management systems (DBMSs) user-
defined data types along with extensible indexing structures try to bridge the 
gap between standard data-independent DBMS implementations and the 
requirement of specialized access methods for efficient domain-specific data 
retrieval, maintenance, and storage. However, these approaches often suffer 
from restricting the degree of freedom in the implementation and limiting the 
availability of crucial database features. Due to their design concepts, these 
extensible indexing frameworks are not intended to be suitable for rapid 
development and evaluation of research prototypes, as they lack essential 
generalization, completeness, and depth of their integration into the host 
DBMS. We discuss the advantages and drawbacks of available extensible 
indexing techniques and present several methods that can be easily combined 
into a powerful and flexible framework for storing, indexing, and manipulating 
domain specific data from any data source. We demonstrate that this framework 
comprises all properties truly extensible indexing should have. A prototype 
implementation of this framework was integrated into the relational DBMS 
Transbase®. 

1   Introduction 

The demand for modeling structured data coming from a designated application 
domain introduced user-defined data types into standard DBMSs. To satisfy the need 
for support of natural operations on these types, user-defined functions were 
incorporated. Finally, these operations had to be integrated via an extensible indexing 
framework into the core systems access methods to supplement efficient storage and 
retrieval functionality. The features of Informix DataBlades, Oracle Data Cartridges, 
and IBM Extenders, to name the most established ones, are widely known throughout 
the scientific and industrial community. However, each uses a different approach to 
open the host system architecture to a certain degree. These frameworks are often 
found to be either too complex or not flexible enough to cope with the wide range of 
requirements in domain-specific access methods. Moreover, the available extensible 
indexing frameworks are clearly not intended to be suitable for rapid development 
and evaluation of research prototypes. Thus these implementations in the field of 
database research usually integrate a loosely coupled DBMS via its API or no DBMS 
at all. Hence, there often exists a broad variety of prototype implementations for 
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closely related research topics where result comparison or transferability is often 
difficult or impossible. 

The implementation of new access paths for DBMSs, native integration of 
unstructured data types (like XML) or other core extensions usually results in major 
modifications of the DBMS kernel. Namely, the integration of a new index structure 
requires changes in the SQL compiler, query plan optimizer, access path layer, cache 
manager, lock manager, and the physical storage layer. The latter is also likely to 
affect logging and recovery facilities. 

Such changes of the database core system make it very expensive, time consuming, 
and error prone to implement and test new access methods, user-defined data types, 
alternative physical data layout models, contiguous data flow from streaming data 
sources, and external storage approaches such as heterogeneous federated DBMS, 
external data files, or data on the net. 

With the existing approaches, comparison of technologies for applicability in a 
project or for scientific purposes is only possible with an isolated environment, 
usually outside a DBMS. For example, Generalized Search Trees (GiST; [1]) offers a 
generic template for tree-based index implementation. But there is still no industry 
standard DBMS that thoroughly integrates this framework. On the other hand, there 
exist frameworks of commercial DBMSs that support integration of new access 
structures. For example, Oracle Data Cartridges provide DBMS extensibility but are 
restricted to secondary index integration. Customized primary clustering indexes 
cannot be integrated with this module. Open source DBMS can be modified in the 
source code, but do not explicitly provide interfaces to easily integrate new structures 
without modifying major parts of the kernel code. Such changes are error prone, too. 

We will introduce the AccessManager specification [2], a new programming 
interface to several layers of a DBMS kernel. This enables the programmer to add 
new data structures to the DBMS with a minimum of effort. This is very suitable for 
rapid development of new access structures and comparison against existing 
techniques, while having all features of a complete DBMS at hand for representative 
benchmarking. 

This interface is currently being implemented into Transbase® [3], a fully-fledged 
relational DBMS with a highly modularized architecture. 
The remainder of this paper is organized as follows: Section 2 will present a 
collection of features a truly extensible indexing framework should have. In Section 3 
we will provide a brief overview on how these features translate into currently 
available DBMSs and surveys related work. Section 4 will present our framework and 
how it achieves the proposed objectives. In Section 5 we give our conclusions as well 
as an outlook on future work. 

2   Motivation 

An extensible indexing architecture is a powerful framework that is adaptable to 
domain-specific requirements of a DBMS application. Its basic purpose is to support 
natural operations on domain-specific data for efficient storage and retrieval. Both, 
storage of the data in a primary access path and additional indexes as secondary 
access paths are available. The query plan optimizer autonomously chooses the best 



598 R. Acker, R. Pieringer, and R. Bayer 

 

available access path for a query, so access path selection is completely transparent to 
the user (e.g. in SQL). Additionally, it supports these operations wherever and as 
thoroughly as possible in all DBMS tasks. That is, all index operations are consistent 
within their own transactional context. Data integrity is enforced independently, and 
data and system security is provided through logging and recovery facilities. Multiple 
operations of concurrent users are processed in parallel, offering locking technology 
and concurrency control on a reasonably fine granular basis. Intra-query parallelism is 
available for performance improvements. Indexing methods have direct influence on 
performance characteristics of the system through their ability of holding required 
pages in the DBMS data cache. 

 In spite of these high demands, the implementation itself allows for rapid 
prototyping and provides sophisticated testing and debugging facilities. It encourages 
the use of basic software engineering concepts supporting these demands, such as 
modularization and reuse. So coding complexity is closely dependent on the 
complexity of the new access structure and its distinctiveness from existing 
implementations. Built-in access methods of the database system (i.e. B-Tree, UB-
Tree [4], and Fulltext) are available as modular components through their exported 
interfaces. Moreover, the implementation of a new extension itself is made available 
in this resource pool. Additionally, the host framework provides a rich set of utility 
functionality for common tasks. System stability and data security is not to be 
compromised. However, this task conflicts with another, sometimes more important 
requirement for best possible performance. Portability of indexing implementations is 
desirable. Finally the indexing framework and the DBMS should provide flexibility to 
incorporate further requirements that will emerge. 

3   State-of-the-Art 

Our work focuses on integrating a framework for new access method functionality 
into the database core. A good survey on how such framework can be integrated into 
relational DBMSs can be found in [5]. Although methods for thoroughly and well-
performing integration are identified, theses approaches are not investigated in detail. 
Unlike our approach, this work is centered on building extensible indexing on top of 
the relational interface of the DBMS. A good overview on possible approaches and 
available techniques on building a DBMS out of components can be found in [6]. 
In the following we will discuss where existing technology meets the requirements 
listed above. 

Informix DataBlades. The most powerful but highly complex interface for an 
extensible interface is offered by IBM with its Informix Dynamic Server. The concept 
of DataBlades [7] allows for extension and modifications on many layers of the host 
system. User-defined data types and routines add to the functionality. However, the 
design goal of the Virtual Table Interface (VTI, [8]) and Virtual Index Interface (VII, 
[9]) was to give the programmer the opportunity to embed external data as ‘virtual’ 
tables into the DBMS. Internal storage is a possible option, but it is heavily restricting 
freedom of implementation. Essential DBMS concepts such as transactional contexts, 
concurrency, locking, logging and recovery are not commonly supported. They are 
left to the Blade-developer as an almost unbearable burden. 
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Oracle Data Cartridges. Since version 8i Oracle offers Data Cartridges as functional 
extension of their DBMS. Realization and complexity are comparable to Informix 
DataBlades to a large extent [10], [11]. But only for internal data storage much of the 
available database functionality for extensible indexing is provided. The Oracle Data 
Cartridge Interface (ODCI) was mainly designed to offer user-defined secondary 
index support. Here every tuple has to be materialized via a row id (RID) lookup in 
the base table. Therefore this interface exhibits severe deficiencies in its applicability 
as a universal indexing framework. 

IBM DB2 Extender. The most elegant indexing framework with respect to 
implementation complexity is offered in IBM’s DB2 Universal Database system [12], 
[13]. To build a new index type, a programmer has to provide only four functions that 
are used as hooks in the actual indexing framework [14]. Although charming, this 
approach suffers from the fact that at most one B-Tree index is available for indexing 
and the programmer is limited to the B-Tree index type. Therefore this interface is 
only suitable for functional indexing. 

Open Source Databases. Of course this type of database systems allows (and 
encourages) every intrusion into the system code. But to the best of our knowledge, 
they do not offer an explicitly defined, stable, and complete interface for extensible 
indexing without impact to the entire system. Here the difficulty is to understand the 
code of the complete DBMS in order to integrate the desired extensions. This 
obviously results in a tremendous implementation and maintenance effort. 

Generalized Search Trees (GiST). This framework [1], [15] defines the minimal 
common interface required for implementing generalized tree-based indexing 
structures. It is used mainly for research prototype implementations using libgist, a 
file-based GiST implementation. However, all aspects of a surrounding database 
system are missing. Although there have been efforts to integrate this framework into 
a major DBMS, e.g. [16] and [17], these solutions are not widely accepted. Still, the 
universality [18], [19], [20] of this approach makes the available GiST prototypes 
interesting for a possible integration into a DBMS via our framework. 
    The following table shows a comparison of the previously described frameworks, 
categorized by the database functionality they provide. 

Table 1. Features required for an extensible indexing frameworks and applicability in available 
implementations. Legend: (+) suitable, (-) not suitable 

Feature IBM Informix 
DataBlades 

Oracle Data Cartridges IBM DB2 Extenders 

modularity & reuse - - - 
fast prototyping - - + 
primary indexes + - - 
secondary indexes + + + 
external data + - - 
internal data - + + 
transactions - + + 
fine granular locking - + + 
logging & recovery - + + 
caching - + + 
phys. data layout - - - 
recent enhancements - - - 
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This table shows that none of the existing approaches supports the desired database 
functionality completely. Some features are not supported at all (e.g. caching or 
physical data layout). 

4   Architecture Overview 

Our proposed architecture provides modifications on several layers of an arbitrary 
core DBMS system in order to incorporate an extension framework. Any DBMS 
implementing this framework can thereby offer extensible indexing. The index 
modules themselves are portable between host DBMSs without modifications. Figure 
1 shows the involved parts of the overall architecture of such a DBMS. 

Storage Layer

Disk

Access Path Layer

Query Processor

Optimizer

 

Fig. 1. Strongly simplified model of a classical modularized database system architecture. The 
query optimizer receives a (usually naive) query execution plan generated from the original SQL 
query and transforms into a new plan, in order to minimize I/O and CPU costs. This is done, e.g. 
by consulting information on alternative access paths (indexes) from the DBMS data dictionary. 
The query processor then carries out the execution plan by interpreting the plan like a computer 
program. Thereby it utilizes the access path layer, e.g. B-Tree indexes for efficient access. These 
indexes then retrieve the data from the page-oriented storage layer where the actual disk I/O 
takes place. 

Since the main goal is to maximize performance, our design will use native dynamic 
libraries as primary access path driver. This is also the core package for an index 
extension. Each driver has to export a unique name and a subset of functions to be 
specified later. The exported functions must follow strict naming conventions, however 
they accept and return generic structures by reference. 

Alternatively, a driver may be written completely in Java, implementing the 
required Java interface definition and made available as Java archive to the system. 
The core system provides all native facilities required to invoke the Java code. 
Naturally, the second variant suffers from some loss of performance, however, 
programming in Java is considered easier and more robust, and therefore safer for the 
overall system stability. Thus using Java is an appropriate alternative for implementing 
an index driver. The presence of these two alternatives for implementing access 
methods leaves the decision to the developer to opt for maximum performance versus 
better stability through reduced programming complexity. 
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An access path manager validates the conformity of a new driver, i.e. existence of 
required interfaces and basic function tests. After successful completion, the manager 
adds the driver to a pool of available structures, which resides in the data dictionary of 
the host DBMS. There the driver waits to be invoked either through the query 
processor or another driver. In the following we will discuss how these extensions 
interact with the database modules. 

SQL Compiler. The DDL extension appointed to create or drop an external index 
type is: 
CREATE [PRIMARY|SECONDARY] INDEXTYPE 
  <indextype> USING <dynamic library>; 

DROP INDEXTYPE <indextype>; 

Here <indextype> is the unique name that is also exported by the driver. The 
following modified DDL statements serve to use a specific index type as a new 
primary or secondary index: 

CREATE [<indextype>[(<indexspec>)]] TABLE 
  <relname> (<fieldspeclist>); 

CREATE [<indextype>[(<indexspec>)]] INDEX <idxname> ON 
<relname> (<fieldnamelist>); 

    This is the original SQL CREATE TABLE or CREATE INDEX statement when the 
optional indextype sections are omitted. The indextype can be enriched by an optional 
indexspec string literal passed to the index module, e.g. to distinguish between several 
internal modes. No further SQL extensions are required for using external index 
modules. 

Built-in Storage Layer

Disk

Built-in Access
Driver

Core DBMS

Full Access
Driver Built-

in
Built-

in

Functional
Index

Page
Translator

Full Access
Driver

Full Access
Driver

Tuple
Translator

(a)

External Storage

Full Access

Driver

Query Processor

Optimizer Cost Function

Extensions
(b) (c) (d)

 

Fig. 2. Overall system architecture. (a) represents a complete index implementation. (b) is a 
lean functional index implementation relying on two built-in access layers. (c) shows translator 
layers that convert data structures between representations. (d) shows an indexing and storage 
package that transport data around the built-in storage layer into an external file. 
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The subset of interfaces implemented by the driver defines where it can be applied. 
Any driver may offer tuple-oriented or page-oriented interfaces, i.e. an index 
selectively reads pages (or blocks) from the DBMS storage subsystem and returns 
tuples to the query processor. An example of the call stack of such an implementation 
is depicted in Figure 2a. Here the driver makes direct use of the internal storage layer 
for persistent storage. Alternatively, a driver may also be based on another index 
structure, e.g. the built-in B-Tree index. Then it simply passes its callers tuple-
oriented requests to the underlying tuple-oriented layers. Only those interfaces 
actually need implementation that modify the data to be passed through. This allows 
for very lean functional index implementation as exemplified in Figure 2b. Here two 
built-in indexes (e.g. B-Trees) are utilized. If an alternative data layout is required 
within the pages, an additional component can be inserted into the stack. It appears as 
page-oriented storage layer to its caller while the component itself is based on the 
system's page-oriented storage layer. Such a layer can be used to translate between 
alternative page layouts. This and the analogous tuple translator layer that translates 
between some access path's internal tuple representation and the representation 
required by the query processor are shown in Figure 2c. Figure 2d depicts a fully 
independent storage layer that stores data outside the database, in this example into 
external files, but also over the network on a remote system (e.g. another DBMS). A 
driver including an external storage module requires the most complex 
implementation, because also logging and recovery facilities have to be provided by 
the driver. Locking and caching can be supplied by the host DBMS if the data can be 
broken down into cache frames 

Query Plan Optimizer. This module is responsible for the index selection. Therefore 
all information on possible access paths must be available at optimizing time. This 
information is stored in the DBMS data dictionary, which is maintained via DDL 
statements as presented earlier. It must be apparent which predicates an index can 
exploit for efficient data retrieval. Therefore, a set of user-defined functions is 
assigned to the index by the driver manager during the driver registration phase. 
Additionally to the function name itself, the optimizer evaluates mappings of common 
SQL infix notation to supported comparison operators of indexing modules, e.g. 
equals (=), lt (<), like etc. An optional cost function can be used to choose the best 
access path for situations where multiple access paths exist for a given predicate. The 
following algorithm generates an appropriate query execution plan for accessing 
relation R(a0,...,an) while applying predicate P(aP0,...,aPm), aPi ∈ {a0,...,an} and a 
projection π(a0,...,an): 

∀ indexes Ii(ai0,...,aik), aij ∈ {a0,...,an} of R: 

 If P(aP0,...,aPm) is supported by Ii: 

  calculate cost(R,Ii,P,π) 

choose Ii with minimum costs. 

materialize if π(a0,...,an) ⊄ {ai0,...,aik}. 

Query Processor. The query processor itself is not aware that external indexing is 
used, although it directly controls the data flow during query execution time by 
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invoking access layer interfaces and thereby retrieves tuples. It passes and expects 
tuples to be delivered in the internal tuple representation. The physical data layout of 
access path implementations below is completely transparent. 

Access Layer. The most extensive interfaces are used during run-time in the access 
layer module. Required routines have to cover the creation (IndexCreate()) and 
deletion (IndexDrop()) of a new access path. For index maintenance at least the 
interfaces IndexInsert() for insertion of new tuples and IndexDelete() for delete 
operations are required. For efficient update operation support, a driver may also 
export an optional IndexUpdate() routine. Access paths have to be initialized with 
IndexOpen() before first use. IndexClose() does the cleaning up. An index structure is 
informed about transactional state transitions via the IndexBeginTA(), 
IndexPrepareTA(), IndexCommitTA(), and IndexRollbackTA() callbacks. An access 
layer must guarantee query atomicity for insert, update, and delete operations. 
Therefore the IndexSavepointDefine() and IndexSavepointApply() facilities must be 
provided. This interface family is required to prepare, maintain and use undo 
information on internal structures in case of aborted DML operations and complete 
transaction rollbacks. The main task of ensuring data integrity can be entrusted to the 
storage layer. Finally, IndexScanOpen(), IndexScanNext(), and IndexScanClose() are 
required for the actual data retrieval as well as for positioning for deletes and updates.  

Storage Layer. For storing data externally or for using another physical page layout, 
an access module exports a page-oriented interface to its caller. It has to implement 
the storage layer interface rather than the access layer interface. In detail, these are 
routines for table storage maintenance StoreCreate(), StoreOpen(), StoreClose(), and 
StoreDrop(). New pages are created with PageAlloc() and removed with 
PageDelete(). A page is fetched into the DBMS cache and held there using PageFix(). 
In this phase synchronized read/write operations on this page are conducted. If a page 
is not needed anymore, PageUnfix() releases it into the cache LRU stack, where it is 
held until the caching strategy swaps it out. 

The internal page structure itself is not predefined, except a short page header that 
has to be common for all page instances. This is provided by a template. The bulk of 
the page layout remains free. Each page is marked to belong to a certain segment 
type. Transactional control and query flow facilities, that are routed through by the 
access layers, are also mandatory: StoreSavepointDefine(), StoreSavepointApply(), 
StoreBeginTA(), StorePrepareTA(), StoreCommitTA(), and StoreRollbackTA(). 

It should be noted, that using internal storage greatly relieves an access method 
programmer from highly complex tasks, such as concurrency control, logging, and 
recovery. By specifying the required lock type for reading, altering or exclusively 
locking the page with PageFix(), page consistency is guaranteed by the storage layer. 
The access path structure itself has only to maintain and apply undo information 
concerning its internal state when reacting on changes of the transactional context. 

Using external storage in the presence of transactional consistency means that the 
module has to supply concurrency control, logging, and recovery wholly by itself. 
Further, it implies the need for 2-phase commits as two independent systems have to 
guarantee transactional atomicity. However, such an external data store can safely be 
used read-only without need for these concepts. Data consistency can also be 
guaranteed by exclusive locking, which is easier to implement, but always at the 
expense of reduced concurrency. 
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Utilities. Tasks that are likely to occur repeatedly in index extensions programming 
are compiled into a utility library. Examples for such utilities are construction of tuple 
structures from value representation and vice versa along with comparison operations 
on tuple structures. The utility library also provides a sophisticated sort operation and 
temporary storage of vast sets of tuples. 

Depending on the purpose of a layer either the access layer or the storage layer has 
to be implemented. More precisely, a simple functional index has only to “route” 
these calls through to the access layer below. Only modifications on the data that is 
passed through is required, i.e. in functional indexes this is the extension of the tuple 
by some calculated value to be used as index key. This correlates the complexity of 
our framework immediately with the complexity of the problem to be solved. 
Additionally the modularity allows for a good rate of reuse. 

5   Conclusions 

We have presented a design concept for a generalized extensible indexing structure to 
be implemented into an arbitrary modularized relational DBMS. We have shown that 
this approach suits the demands for common applicability to extensible indexing 
requirements. No other available DBMS offers such functionality to a comparable 
extent. In spite of the necessity for more advanced features for commercial and 
scientific use, little effort on improving those systems has recently been made. 
From the presented design concept arises the specification of a framework to be 
integrated into any relational DBMS. This specification is currently available as 
Public Review Version [2]. 

A reference implementation of this specification was integrated into the 
Transbase® relational DBMS. Built-in indexing structures of this DBMS and index 
module prototypes are available to be used as reusable components for extensible 
indexing. The indexing extensions are fully transparent on SQL level. Concurrency 
control and recovery facilities are handled by the systems storage layer, if not 
required otherwise. 

Preliminary performance tests prove that the framework itself inducts little or no 
performance overhead. Comparisons between different index types are not presented 
here, as the benefits arising from a certain index type is always related to the specific 
application. Still the ability of choosing the optimal index structure for a certain 
application with this framework obviously holds a tremendous performance potential. 
Future work will cover the integration of additional indexing structures as well as the 
extension of the framework with new advanced concepts for improved module 
integration and better adaptivity to new fields of application. 
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Abstract. Database integrity constraints, understood as logical condi-
tions that must hold for any database state, are not fully supported by
current database technology. It is typically up to the database designer
and application programmer to enforce integrity via triggers or tests at the
application level, which are difficult to maintain and error prone. Two im-
portant aspects must be taken care of. 1. It is too time consuming to check
integrity constraints from scratch after each update, so simplified checks
before each update should be used relying on the assumption that the cur-
rent state is consistent. 2. In concurrent database systems, besides the tra-
ditional correctness criterion, the execution schedule must ensure that the
different transactions can overlap in time without destroying the consis-
tency requirements tested by other, concurrent transactions. We show in
this paper how to apply a method for incremental integrity checking to
automatically extend update transactions with locks and simplified con-
sistency tests on the locked elements. All schedules produced in this way
are conflict serializable and preserve consistency in an optimized way.

1 Introduction

When an update transaction is executed on a database, it is important to en-
sure that database consistency is preserved and that the transaction produces
the desired result, i.e., its execution is not affected by the execution of other,
possibly interleaved transactions. A common view in concurrent database sys-
tems is that a transaction executes correctly if it belongs to a schedule that is
conflict serializable, i.e., equivalent to a schedule in which all the transactions
are executed in series (not interleaved). Several strategies and protocols, such
as two-phase locking and timestamp ordering, have been established that can
dynamically enforce conflict serializability. Locking is the most common practice
for concurrency control; however, maintaining locks is expensive and may limit
the throughput of the database, as locks actually reduce the concurrency of the
accesses to the resources. Another aspect of correctness is determined by the
semantic requirements expressed by integrity constraints (ICs). ICs are logical
formulas that characterize the consistent states of a database. Integrity mainte-
nance is a central issue, as without any guarantee of data consistency, answers to
queries become unreliable. A full check of consistency often requires polynomial
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time wrt the size of the database, which is usually too costly. We therefore need
to simplify the ICs into specialized checks that can be executed more efficiently
at each update, employing the hypothesis that the initial database state was
consistent. To optimize run-time performance, these tests should be generated
at database design time and executed before potentially offensive updates, in
order to avoid rollback operations completely. This principle, known as simplifi-
cation of ICs, has been long known and recognized [14], but ad hoc techniques
are still prevalent. The two main approaches are triggers, at the database level,
and hand-coding of tests, at the application level. By their procedural nature,
both methods have major disadvantages, as they are prone to errors, require ad-
vanced programming skills and have little flexibility wrt changes in the database
schema. This suggests a need for automated simplification methods. Although a
few, standard principles exist [2], none of them has prevailed in current database
systems. In this paper we refer to a simplification procedure [3] based on transfor-
mations that produce simplified ICs already at design time; these are necessary
and sufficient conditions for consistency that can be tested prior to the execution
of updates. Due to space constraints, we restrict updates to tuple additions and
deletions and disregard aggregates in ICs. We focus on the interaction between
integrity checking and locking policies; we present a method that uses the sim-
plified ICs not only to ensure consistency of each individual update transaction,
but also to determine the minimal amount of database resources to be locked in
order to guarantee the correctness of all legal schedules.

The paper extends the results presented in [12] and is organized as follows.
We review existing literature in the field in section 2. Simplification of ICs is
introduced in section 3, while the results concerning its application to database
locking are explained and exemplified in section 4. Further discussion on the
applicability of the method and concluding remarks are provided in section 5.

2 Related Works

Simplification of ICs is an essential optimization principle for database con-
sistency checking. We emphasize, furthermore, the importance of identifying a
violation to be introduced by an update before it is executed, so that inconsis-
tent states are completely avoided. Several approaches to simplification do not
comply with this requirement, e.g., [14,11,5,8]. Other methods, e.g., [10], provide
pre-tests that, however, are not proven to be necessary conditions; in other words,
if the tests fail, nothing can be concluded about consistency. Integrity checking
is often regarded as an instance of materialized view maintenance: integrity con-
straints are defined as views that must always remain empty for the database to
be consistent. These approaches use update propagation techniques to perform
the task in an incremental way. However, they typically require “immediate”
view maintenance (i.e., after each step in a transaction, which is more costly) or,
if “deferred” maintenance is allowed, then additional overhead is needed (e.g., to
avoid the state bug). We refer to [9] for a survey of these methods. Triggers’ reac-
tive behavior has been used since [1] for integrity enforcement without, however,
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semantically optimizing the triggering condition. Semantic optimization of trig-
gers was introduced in [4], where, however, only single updates are allowed. For
these reasons, none of the above methods is well-suited for concurrent database
transactions. As for locking, the literature is rich in methods aimed at the cor-
rectness of concurrently executed transactions. The most common protocol is
two-phase locking, but others have been proposed, e.g., [16]. All these meth-
ods depend on the implicit assumption that each single transaction preserves
consistency when executed alone [6], which, thus, entrusts this responsibility to
the designer of the transactions. We present, instead, an integrated approach to
automatically obtain this combined with locking, so that the designer need only
concentrate on the declarative specification of integrity constraints.

3 A Simplification Procedure for Integrity Constraints

3.1 Preliminaries

We describe our proposal in the function-free first-order language datalog
extended with default negation (datalog¬) and assume familiarity with the
notions of terms (t, s, . . .), variables (x, y, . . .), constants (a, b, . . .), predicates
(p, q, . . .), atoms, literals, formulas and (definite) clauses. We characterize a
database as a set of non recursive clauses that we divide in three classes: the
extensional database or set of facts, the constraint theory (CT) or set of ICs,
and the intensional database or set of rules [7]. We can disregard the intensional
database, as, without recursion, the CT and database can be transformed in
equivalent ones that do not contain any intensional predicates [2]. By database
state we refer to the extensional part only. We further assume that every clause
is range restricted, i.e., each variable in it appears in a positive database literal
in the body. The truth value of a closed formula F , relative to a database state
D, is defined as its evaluation in D’s standard model [15] and denoted D(F ).

Definition 1 (Consistency). A database state D is consistent with a CT Γ
iff D(Γ ) = true.

The simplification method we describe here can handle general forms of update,
but, for reasons of space, we limit our attention to sets of additions and deletions.

Definition 2 (Update). An update U = U+ ∪ U− is a non-empty set of
additions U+ and deletions U−. An addition is a ground atom and a deletion
a negated ground atom. The reverse of an update U , denoted ¬U , contains the
same elements as U but with the roles of additions and deletions interchanged.
The additions and deletions of an update are required to be disjoint, i.e. U+ ∩
¬U− = ∅. The notation DU , where D is a database state, is a shorthand for
(D ∪ U+) \ ¬U−.

Updates can also contain parameters (written in boldface: a, b, ...), that are
placeholders for constants. In this way we can generalize updates into update
patterns and simplify ICs for classes of updates, rather than specific updates.
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For example, the notation {p(a),¬q(a)} , a a parameter, indicates the class of
updates that add a tuple to the relation p and remove the same tuple from the
relation q. We refer to [3] for further discussion about parameters.

3.2 Semantic Notions

We characterize the semantic correctness of simplification with the notion of
conditional weakest precondition, i.e., a test that can be checked in the present
state but indicating properties of the new state, further optimized with the
hypothesis that the present state is consistent.

Definition 3 (Conditional weakest precondition). Let Γ, Δ be CTs and U
an update. A CT Σ is a Δ-conditional weakest precondition (Δ-CWP) of Γ wrt
U whenever D(Σ) = DU (Γ ) for any database state D consistent with Δ.

In definition 3, Δ will typically include Γ and perhaps further properties of the
database that are trusted. All CWPs of the same CT wrt the same update are
in an equivalence class called conditional equivalence.

Definition 4 (Conditional equivalence). Let Δ, Γ1, Γ2 be CTs; then Γ1

and Γ2 are conditionally equivalent wrt Δ, denoted Γ1
Δ≡ Γ2, whenever D(Γ1) =

D(Γ2) for any database state D consistent with Δ.

To find a simplification means then to choose among all the Δ-conditionally
equivalent CWPs according to an optimality criterion that serves as an abstrac-
tion over actual computation times. We then introduce the notion of resource
set, i.e., a portion of the Herbrand base B (the set of all ground atoms) that
affects the semantics of a CT: the smaller the resource set, the better the CWP.

Definition 5 (Resource set). A subset R of the Herbrand base is a resource
set for a CT Γ whenever D(Γ ) = D′(Γ ) for any two database states D, D′ such
that D ∩R = D′ ∩R. If, furthermore, Γ admits no other resource set R′ ⊂ R,
R is a minimal resource set for Γ .

Proposition 1. For any CT there exists a unique minimal resource set.

We indicate the minimal resource set of a CT Γ as R(Γ ) and in the following we
shall omit the word “minimal”. For example, the resource set R({← f(c, y)∧y 	=
d}) is {f(x, y) | x = c ∧ y 	= d}. For an update U , the notation R(U) refers to
the set of ground atoms occurring in U .

A CWP is independent of the atoms of the update upon which it is calculated.

Proposition 2. Let Γ , Δ be CTs, U an update and Σ a Δ-CWP of Γ wrt U .
Then R(Σ) ∩R(U) = ∅.

We define an optimality criterion that selects the CWPs with the smallest re-
source sets.

Definition 6 (Optimality). Given two CTs Δ and Σ, Σ is Δ-optimal if there

exists no other CT Σ′ Δ≡ Σ such that R(Σ′) ⊂ R(Σ).
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Different optimality criteria can be defined for CTs. For example, another nat-
ural choice is a syntactic order based on the number of literals: the optimal theories
are those with the minimal count. It is possible to find examples where the opti-
mal CTs found according to these criteria (minimal resource set, minimal number
of literals) differ. However, it should be made clear that they can serve only as
approximative comparisons of execution times, which may vary highly in differ-
ent database state. ICs are simplified as to provide best choices that apply to any
database state, and we must rely on the query optimizers embedded in standard
RDBMSs to take into account state information such as the size of each relation.
For example, a syntactically minimal query does not necessarily evaluate faster
than an equivalent non-minimal query in all database states; the amount of com-
putation required to answer a query can be reduced, for instance, by adding a join
with a very small relation. In the remainder of the paper we stick to the criterion
of definition 6, as this proves useful for locking purposes (see section 4.3).

Syntactic notions, such as subsumption, can be used to define a simplification
procedure that, for an input CT Γ and update U , produces a CWP of Γ wrt U ,
indicated as SimpU (Γ ); we refer to the implementation given in [3].
Example 1. Consider a database relation f containing child-father entries and
the CT Γ = {← f(x, y) ∧ f(x, z) ∧ y 	= z}, meaning that no child can have
two different fathers. The simplification wrt the update pattern U = {f(a,b)},
where a and b are parameters, is SimpU (Γ ) = {← f(a, y) ∧ y 	= b}, which
indicates that the added child a cannot already have a father different from b.

4 Locks on Simplified Integrity Constraints

4.1 Transactions

The notion of transaction includes, in general, write as well as read operations on
database elements. We identify a database element (or resource) with a ground
atom of the Herbrand base, and a write operation adds or removes such an atom
from the database state. A transaction is always concluded with either a commit
or an abort; in the former case the executed write operations are finalized into
the database state, in the latter they are cancelled. We omit, for simplicity,
the indication of abort and commit operations in transactions and consider the
execution of a transaction concluded and committed after its last operation.

Definition 7 (Transaction). A transaction T is a finite sequence of operations
〈T 1, . . . , T n〉 such that each step T i is either a read(ei) or a write(ei) operation
on a database element ei.

A schedule is a sequence of the operations of one or more transactions.

Definition 8 (Schedule). A schedule σ over a set of transactions T is an or-
dering of the operations of all the transactions in T which preserves the ordering
of the operations of each transaction. A schedule is serial if, for any two trans-
actions T ′ and T ′′ in T , either all operations in T ′ occur before all operations
of T ′′ in σ or conversely. A schedule which is not serial, for |T | > 1, is an
interleaved schedule.
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A schedule executes correctly wrt concurrency of transactions if it corresponds
to the execution of some serial schedule, according to definition 9 below.

Definition 9 (Conflict serializability). Two operations in a transaction are
conflicting iff they refer to the same database element and at least one of them
is a write operation. Two schedules are conflict equivalent iff they contain the
same set of committed transactions and operations and every pair of conflicting
operations is ordered in the same way in both schedules. A schedule is conflict
serializable iff it is conflict equivalent to a serial schedule.

Checking conflict serializability can be done in linear time by testing the acyclic-
ity of the directed graph in which the nodes are the transactions in the schedule
and the edges correspond to the order of conflicting operations in two different
transactions.

4.2 Extended Transactions

In the update language discussed in section 3, the updates consist of write oper-
ations on database elements, where the elements are the tuples of the database
relations. These operations are known and do not depend on previous read op-
erations. Furthermore, an update does not contain conflicting operations, as the
sets of additions and deletions are disjoint. Therefore we can, for the moment,
restrict our attention to write transactions, i.e., sequences of non-conflicting write
operations. In order to be able to map back and forth between write transac-
tions and updates, we also indicate for each write if it is an addition or a deletion
(using a ¬ sign on the database element).

Definition 10 (Write transaction). For a given update U , any sequence T , of
minimal length, of write operations on all the literals in U is a write transaction
on U . Given a write transaction T , we indicate the corresponding update as T .

Example 2. The possible write transactions on an update U = {p(a),¬q(a)} are
T1 = 〈write(p(a)), write(¬q(a))〉 and T2 = 〈write(¬q(a)), write(p(a))〉. Conversely,
T1 = T2 = U . �

In the following we shall indicate the i-th element of a sequence S with the
notation Si. For a given write transaction T of size n and a database state D,
the notation DT refers to the database state (. . . ((D{T 1}){T 2})...){T n}. The same
notation applies to schedules over write transactions. Clearly, DT = DT for any
write transaction T , while for a schedule σ the notation Dσ is not allowed, as σ
might contain conflicting operations, i.e., σ cannot be mapped to an update σ.

Proposition 3. Let T be a write transaction, Γ a CT, D a database state
consistent with Γ and let Σ be a CWP of Γ wrt T . Then DT (Γ ) = true iff
D(Σ) = true.

Proposition 3 indicates that a write transaction executes correctly if and only if
the database state satisfies the corresponding CWP. This leads to the following
notion of simplified write transaction.
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Definition 11 (Simplified write transaction). Let T be a write transaction,
Γ a CT and D a database state. The simplified write transaction of T wrt Γ
and D is 〈〉1 if D(Σ) = false and T if D(Σ) = true, where Σ is a CWP of Γ
wrt T .

Obviously, the execution of a simplified write transaction is always correct.

Corollary 1. Let T be a write transaction and Γ a CT. Then, for every database
state D consistent with Γ , DTS (Γ ) = true, where TS is the simplified write
transaction of T wrt Γ and D.

In order to determine a simplified write transaction, the database state must be
accessed. We can therefore model the behavior of a scheduler that dynamically
produces simplified write transactions by starting them with read operations
corresponding to the database actions needed to evaluate the CWP. Checking
a CT Γ corresponds to reading all database elements that contribute to the
evaluation of Γ , i.e., its resource set. The effort of evaluating a CT can then
be expressed by concatenating (◦) the sequence of all needed read operations
with the (simplified) write transaction. To simplify the notation, we indicate
any minimal sequence of read operations on every element of a resource set R as
Read(R); in section 4.3 we shall use a similar notation for lock (Lock(R)) and
unlock (Unlock(R)) operations.

Definition 12 (Simplified read-write transaction). For a CT Γ , a write
transaction T and a database state D, any transaction of the form

T ′ = Read(R(Σ)) ◦ TS

is a simplified read-write transaction of T wrt Γ and D, where TS is the sim-
plified write transaction of T wrt Γ and D, and Σ is a CWP of Γ wrt T . The
execution of T ′ is legal iff TS starts at D.

A schedule executes legally if all its transactions do. For a schedule σ containing
read operations, we write Dσ as a shorthand for Dσw , where σw is the sequence
that contains all the write operations as in σ and in the same order, but no read
operation. Note that a legal schedule over simplified read-write transactions is
not guaranteed to execute correctly.

Example 3. [1 continued] Let us consider the transactions T1 = 〈f(bart, homer)〉
and T2 = 〈f(bart, ned)〉. Any schedule σ over T1, T2 yields an inconsistent
database state, i.e., Dσ(Γ ) = false for any state D, because bart would end up
having (at least) two different fathers. We therefore consider schedules over the
simplified read-write transactions corresponding to T1 and T2. Suitable CWPs
of Γ wrt T i, i = 1, 2, are given by Simp by instantiating the parameters with
the actual constants in the parametric simplification found in example 1:

Σ1 = SimpT 1({Γ}) = {← f(bart, y) ∧ y 	= homer}
Σ2 = SimpT 2({Γ}) = {← f(bart, y) ∧ y 	= ned}.

1 The empty sequence.
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In this way a schedule such as

σ1 = Read(R(Σ1))◦〈write(f(bart, homer))〉◦Read(R(Σ2))◦〈write(f(bart, ned))〉

would not be a legal schedule over simplified read-write transactions, because in
the database state after the last Read, Σ2 necessarily evaluates to false. However
it is still possible to create legal schedules leading to an inconsistent final state.
Consider, e.g., the following schedule:

σ2 = Read(R(Σ1)) ◦Read(R(Σ2)) ◦ 〈write(f(bart, homer)), write(f(bart, ned))〉.

At the end of the Read(R(Σ2)) sequence, T1 has not yet performed the write
operation on f , so Σ2 can evaluate to true, but the final state is inconsistent. �

4.3 Locks

The problem pointed out in example 3 is due to the fact that some of the elements
in the resource set of a CWP of a transaction T were modified by another trans-
action before T finished its execution. In order to prevent this situation we need
to introduce locks. A lock is an operation of the form lock(e) where e is a database
element; the lock on e is released with the dual operation unlock(e). A transac-
tion containing lock and unlock operations is a locked transaction. A scheduler
for locked transactions verifies that the transactions behave consistently with
the locking policy, i.e., database elements are only accessed by transactions that
have acquired the lock on them, no two transactions have a lock on the same ele-
ment at the same time and all acquired locks are released. The two-phase locking
(2PL) protocol requires that in every transaction all lock operations precede all
unlock operations; all 2PL transactions are conflict serializable.

We can now extend the notion of simplified read-write transaction with locks
on the set of resources that are read at the beginning of the transaction and on
the elements to be written.

Definition 13 (Simplified locked transaction). For a CT Γ , a write trans-
action T and a database state D, any transaction of the form

T ′ = Lock(R(Σ)) ◦ Read(R(Σ)) ◦ Lock(R(T S) ◦ TS ◦ Unlock(R(T S) ∪R(Σ))

is a simplified locked transaction of T wrt Γ and D, where TS is the simplified
write transaction of T wrt Γ and D, and Σ is a CWP of Γ wrt T . The execution
of T ′ is legal iff TS starts at D.

Any legal schedule over simplified locked transactions is guaranteed to be correct.
For such a schedule σ, we write Dσ as a shorthand for Dσw , where σw is the
sequence that contains all the write operations as in σ and in the same order,
but no read, lock or unlock operation.

Theorem 1. Let Γ be a CT and D a database state such that D(Γ ) = true.
Given the write transactions T1, . . . , Tn, let T ′

i be the simplified locked transaction
of Ti wrt Γ and the state Di reached after the last Lock in T ′

i , for 1 ≤ i ≤ n. Then
any legal schedule σ over {T ′

1, . . . , T
′
n} is conflict serializable and Dσ(Γ ) = true.
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The result of theorem 1 describes a transaction system in which all possible
schedules execute correctly. However, the database performance can vary dra-
matically, depending on the chosen schedule, on the database state and on the
waits due to the locks. For this reason, we observe that if the CWPs in use
in the simplified locked transactions are minimal according to the resource set
criterion, then the amount of locked database resources is also minimized, which
increases the database throughput. It is not possible to obtain a minimal simpli-
fication in all cases, as query containment (which is in general undecidable) and
simplification can be reduced to one another. Anyhow, any good approximation
of an ideal simplification procedure, i.e., one which might occasionally contain
some redundancy, will be useful as a component of an architecture for trans-
action management based on our principles. For example, the procedure of [3]
produced optimal results for non-recursive databases in all examples we tested.

5 Discussion

The proposed approach describes a schedule construction policy that guarantees
conflict serializability and correctness, which are essential qualities in any con-
current database system. There are several evident improvements wrt previous
approaches. Firstly, it complies with the semantics of deferred integrity checking
(i.e., ICs do not have to hold in intermediate transaction states), as opposed to
what transaction transformation techniques for view maintenance typically offer.
Secondly, it features an early detection of inconsistency — before the execution
of the update and without simulating the updated state — that allows one to
avoid executions of illegal transactions and subsequent rollbacks. This requires
the introduction of locks, whose amount is, however, minimized and, in the case
of well designed transactions, often null. Consider, e.g., a referential IC and an
update that inserts both the referencing and the referenced tuple: no lock and no
check are needed with our approach, whereas an (immediate) view maintenance
approach would require two checks. Experiments were run with the help of a
prototype of the simplification procedure [13], and implemented as stored proce-
dures, on the ICs described in [17], that include rather large sets of complex ICs.
An initial comparison with the simplification method of [17]2, has shown that
we can save up to 75% of the execution time upon illegal transactions, whereas
the performance is similar when the transactions are legal. We also stress that
complex ICs, such as arbitrary functional dependencies, beyond key and foreign
key constraints, are necessary to capture the semantics of complex scenarios3.

The presented approach can be further refined in a number of ways. For
example, we have implicitly assumed exclusive locks so far; however, a higher
degree of concurrency is obtained, without affecting theorem 1, by using shared
locks on R(Σ) and update locks on R(T S) in definition 13. Besides, to achieve
serializability, a so-called predicate lock (PL) needs to be used on the condition
given by the simplified ICs; as is well-known, PLs require a high computational
2 Shown by its authors to perform better than previous approaches, such as [11].
3 However, in some cases, they may be a symptom of a badly designed schema.
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effort and, implementation-wise, are approximated as index locks. To this end,
performance is highly improved by adding an index for every argument position
occupied by an update parameter in a database literal in the simplified ICs.
Finally, we note that, although the introduced locks may determine deadlocks, all
standard deadlock detection and prevention techniques are still applicable. For
instance, an arbitrary deadlocked transaction T can be restarted after unlocking
its resources and granting them to the other deadlocked transactions.
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Abstract. The development of scalable parallel database systems re-
quires the design of efficient algorithms for the join operation which is
the most frequent and expensive operation in relational database sys-
tems. The join is also the most vulnerable operation to data skew and
to the high cost of communication in distributed architectures.

In this paper, we present a new parallel algorithm for join and multi-
join operations on distributed architectures based on an efficient semi-
join computation technique. This algorithm is proved to have optimal
complexity and deterministic perfect load balancing. Its tradeoff between
balancing overhead and speedup is analyzed using the BSP cost model
which predicts a negligible join product skew and a linear speed-up. This
algorithm improves our fa join and sfa join algorithms by reducing their
communication and synchronization cost to a minimum while offering
the same load balancing properties even for highly skewed data.

1 Introduction

The appeal of parallel processing becomes very strong in applications which
require ever higher performance and particularly in applications such as: data-
warehousing, decision support and OLAP (On-Line Analytical Processing). Par-
allelism can greatly increase processing power in such applications [7,1]. How-
ever parallelism can only maintain acceptable performance through efficient al-
gorithms realizing complex queries on dynamic, irregular and distributed data.
Such algorithms must be designed to fully exploit the processing power of multi-
processor machines and the ability to evenly divide load among processors while
minimizing local computation and communication costs inherent to multipro-
cessor machines. Join is very sensitive to the problem of data skew which can
have a disastrous effect on performance [6,4,13,10,9,15,8] due to the high costs
of communications and synchronizations in distributed architectures [4,5,2].

Many algorithms have been proposed to handle data skew for join operations
[13,10,9]. Such algorithms are not efficient for many reasons :

– the presented algorithms are not scalable (and thus cannot guarantee lin-
ear speedup) because their routing decisions are generally performed by a
coordinator processor while the other processors are idle,

– they cannot avoid load imbalance between processors because they base their
routing decisions on incomplete or statistical information,

K.V. Andersen, J. Debenham, and R. Wagner (Eds.): DEXA 2005, LNCS 3588, pp. 616–625, 2005.
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– they cannot solve data skew problem because data redistribution is generally
based on hashing data into buckets and hashing is known to be inefficient in
the presence of high frequencies.

In this paper we present a new parallel join algorithm called Osfa join (Opti-
mal symmetric frequency adaptive join algorithm) for Shared Nothing machines
(i.e architectures where memory and disks are distributed). This algorithm has
optimal complexity, perfect balancing properties and supports flexible control of
communications induced by intra-transaction parallelism. The Osfa join algo-
rithm is based on an optimal technique for semi-joins computation, presented in
[5], and on an improved version of the redistribution algorithm of sfa-join [4]
which efficiently avoids the problem of attribute value- and join product skews
while reducing the communication and synchronization costs to a minimum.

This algorithm guarantees a perfect balancing of the load of the different
processors during all the stages of the data redistribution because the data re-
distribution is carried out jointly by all processors (and not by a coordinator
processor). Each processor deals with the redistribution of the data associated
to a subset of the join attribute values, not necessarily its “own” values.

The performance of Osfa join is analyzed using the scalable and portable
Bulk-synchronous parallel (BSP) cost model [14]. It predicts a negligible join
product skew and a linear speed-up, independently of the data and of the (shared
nothing) architecture’s bandwidth, latency and number of processors.

2 PDBMS, Join Operations and Data Skew

Join is an expensive and frequently used operation whose parallelization is highly
desirable. The join of two tables or relations R and S on attribute A of R and
attribute B of S is the relation, written R �� S, containing the pairs of tuples
from R and S for which R.A = S.B. The semi-join of S by R is the relation S�R

composed of the tuples of S which occur in the join of R and S. Semi-join reduces
the size of relations to be joined and R �� S = R �� (S � R) = (R � S) �� (S � R).

Parallel join usually proceeds in two phases: a redistribution phase by join
attribute hashing and then sequential join of local table fragments. Many such
algorithms have been proposed. The principal ones are: Sort-merge join, Simple-
hash join, Grace-hash join and Hybrid-hash join [12]. All of them (called hashing
algorithms) are based on hashing functions which redistribute relations so that
tuples having the same attribute value are forwarded to the same node. Local
joins are then computed and their union is the output relation. Their major
disadvantage is to be vulnerable to both attribute value skew (imbalance of the
output of the redistribution phase) and join product skew (imbalance of the
output of local joins) [13,11]. The former affects immediate performance and the
latter affects the efficiency of output or pipelined multi-join operations.

To address the problem of data skew, we introduced fa join algorithm in
[3,6], to avoid the problem of AVS and JPS. However, its performance is sub-
optimal when computing the join of highly skewed relations because of unneces-
sary redistribution and communication costs. We introduce here a new parallel

I
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algorithm called Osfa join (Optimal symmetric frequency adaptive join algo-
rithm) to perform such joins. Osfa join improves on the sfa join algorithm
introduced in [4] by its optimal complexity by using a new approach for semi-
joins computation introduced recently in [5]. Its predictably low join-product and
attribute-value skew make it suitable for repeated use in multi-join operations.
Its performance is analyzed using the scalable BSP cost model which predicts a
linear speedup and an optimal complexity even for highly skewed data.

3 Data Redistribution: An Optimal Approach

In this section, we present an improvement of the algorithm sfa join [4] called
Osfa join (Optimal symmetric frequency adaptive join algorithm) with an op-
timal complexity. The major difference between sfa join and Osfa join lies
in the manner of computing semi-joins. We point out that, for semi-joins com-
putation, sfa join algorithm broadcasts the histograms Histi(R �� S)i=1..,p to
all processors. Thus, each processor has a local access to the whole histogram
Hist(R �� S) to compute local semi-joins. This is not, in general, necessary. In the
Osfa join algorithm, the semi-joins computation is carried out in an optimal
way without this stage of broadcast using the techniques presented in [5].

We first assume that relation R (resp. S) is partitioned among processors by
horizontal fragmentation and the fragments Ri for i = 1, .., p are almost of the
same size on every processor, i.e. |Ri| � |R|

p
where p is the number of processors. In

the rest of this paper we use the following notation for each relation T ∈ {R, S} :
– Ti denotes the fragment of relation T placed on processor i,
– Hist(T ) denotes the histogram1 of relation T with respect to the join at-

tribute value, i.e. a list of pairs (v, nv) where nv 	= 0 is the number of tuples
of relation T having the value v for the join attribute,

– Hist(Ti) denotes the histogram of fragment Ti,
– Histi(T ) is processor i’s fragment of the histogram of T ,
– Hist(T )(v) is the frequency nv of value v in relation T ,
– ‖T‖ denotes the number of tuples of relation T , and
– |T | denotes the size (expressed in bytes or number of pages) of relation T .

In the following, we will describe Osfa join redistribution algorithm while giving
an upper bound on the BSP execution time of each phase. The O(. . .) notation
only hides small constant factors: they depend on the implementation program
but neither on data nor on the BSP machine parameters.

Our redistribution algorithm is the basis for efficient and scalable join pro-
cessing. It proceeds in 4 phases:

Phase 1: Creating local histograms
Local histograms Hist(Ri)i=1,..,p (resp. Hist(Si)i=1,..,p) of blocks Ri (resp. Si)

are created in parallel by a scan of the fragment Ri (resp. Si) on processor i

1 Histograms are implemented as balanced trees (B-tree): a data structure that main-
tains an ordered set of data to allow efficient search and insert operations.
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in time ci/o ∗ maxi=1,..,p |Ri| (resp. ci/o ∗ maxi=1,..,p |Si|) where ci/o is the cost to
read/write a page of data from disk. In principle, this phase costs :

T imephase1 = O
(
ci/o ∗ max

i=1,..,p
(|Ri| + |Si|)

)
,

but in practice, the extra cost for this operation is negligible because the his-
tograms can be computed on the fly while creating local hash tables.

Phase 2: Local Semi-joins computation
In order to minimize the redistribution cost and thus the communication time

between processors, we then compute the following local semi-joins : R̃i = Ri � S
(resp. S̃i = Si � R) using proposition 2 presented in [5] in time :

T imephase2 = O
(

min
(
g ∗ |Hist(R)| + ‖Hist(R)‖, g ∗ |R|

p
+

‖R‖
p

)
+ max

i=1,..,p
‖Ri‖

+min
(
g ∗ |Hist(S)| + ‖Hist(S)‖, g ∗ |S|

p
+

‖S‖
p

)
+ max

i=1,..,p
‖Si‖ + l

)
,

where g is BSP communication parameter and l the cost of a barrier of syn-
chronisation [14].

We recall (cf. to proposition 1 in [5]) that, in the above equation, for a relation
T ∈ {R, S} the term min

(
g∗|Hist(T )|+‖Hist(T )‖, g∗ |T |

p
+ ‖T‖

p

)
is time to compute

Histi=1,...,p(T ) starting from the local histograms Hist(Ti)i=1,..,p and during semi-
joins computation, we store an extra information called index(d) ∈ {1, 2, 3} for
each value d ∈ Hist(R �� S) 2. This information will allow us to decide if, for a
given value d, the frequencies of tuples of relations R and S having the value
d are greater (resp. lesser) than a threshold frequency f0. It also permits us to
choose dynamically the probe and the build relation for each value d of the join
attribute. This choice reduces the global redistribution cost to a minimum.
In the rest of this paper, we use the same threshold frequency as in fa join
algorithm [3,6,4], i.e. f0 = p ∗ log(p). For a given value d ∈ Hist(R �� S),

– the value index(d) = 3, means that the frequency of tuples of relations R and
S, associated to value d, are less than the threshold frequency. Hist(R)(d) <

f0 and Hist(S)(d) < f0,
– the value index(d) = 2, means that Hist(S)(d) ≥ f0 and Hist(S)(d) >

Hist(R)(d),
– the value index(d) = 1, means that Hist(R)(d) ≥ f0 and Hist(R)(d) ≥

Hist(S)(d).

Note that, unlike hash-based algorithms where both relation R and S are redis-
tributed, we will only redistribute R� S and S � R to perform the join operation
R �� S. This will reduce communication costs to a minimum.
At the end of this phase, on each processor i, the semi-join R̃i = Ri � S (resp.
S̃i = Si � R) is divided into three sub-relations in the following way :

R̃i = R̃′
i ∪ R̃′′

i ∪ R̃′′′
i and S̃i = S̃′

i ∪ S̃′′
i ∪ S̃′′′

i where :

2 The size of Hist(R �� S) is generally very small compared to |Hist(R)| and |Hist(S)|
because Hist(R �� S) contains only values that appears in both relations R and S.

An Optimal Skew- nsensitive Join and Multi-join Algorithm for DAI
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– All the tuples of relation R̃′
i (resp. S̃′

i) are associated to values d such that
index(d) = 1 (resp. index(d) = 2),

– All the tuples of relation R̃′′
i (resp. S̃′′

i ) are associated to values d such that
index(d) = 2 (resp. index(d) = 1),

– All the tuples of relations R̃′′′
i and S̃′′′

i are associated to values d such that
index(d) = 3, i.e. the tuples associated to values which occur with frequencies
less than a threshold frequency f0 in both relations R and S.

Tuples of relations R̃′
i and S̃′

i are associated to high frequencies for the join
attribute. These tuples have an important effect on attribute value and join
product skews. They will be redistributed using an appropriate redistribution
algorithm to efficiently avoid both AVS and JPS. However the tuples of relations
R̃′′′

i and S̃′′′
i (are associated to very low frequencies for the join attribute) have

no effect neither on AVS nor JPS. These tuples will be redistributed using a
hash function.
Phase 3: Creation of communication templates

The attribute values which could lead to attribute value skew (those having
high frequencies) are also those which may cause join product skew in standard
algorithms. To avoid the slowdown usually caused by attribute value skew and
the imbalance of the size of local joins processed by the standard algorithms, an
appropriate treatment for high attribute frequencies is needed.
3.a To this end, we partition the histogram Hist(R �� S) into two sub-
histograms : Hist(1,2)(R �� S) and Hist(3)(R �� S) in the following manner :

– the values d ∈ Hist(1,2)(R �� S) are associated to high frequencies of the join
attribute (i.e. index(d) = 1 or index(d) = 2),

– the values d ∈ Hist(3)(R �� S) are associated to low frequencies of the join
attribute (i.e. index(d) = 3),

this partition step is performed in parallel, on each processor i, by a local traver-
sal of the histogram Histi(R �� S) in time :

T ime3.a = O(maxi=1,..,p ‖Histi(R �� S)‖).

3.b Communication templates for high frequencies
We first create a communication template : the list of messages which consti-

tute the relations’ redistribution. This step is performed jointly by all processors,
each one not necessarily computing the list of its own messages, so as
to balance the overall process.

Processor i computes a set of necessary messages relating to the values d
it owns in Hist

(1,2)
i (R �� S). The communication template is derived from the

following mapping, its intended result. For relation T ∈ {R̃′, S̃′}, tuples of T are
mapped to multiple nodes as follows :
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if
(
Hist(T )(d) mod(p) = 0

)
then

each processor j will hold : blockj(d) = Hist(T )(d)
p

of tuples of value d.
else

begin
- Pick a random value j0 between 0 and (p − 1)
- if

(
processor index j is between j0 and j0 + (Hist(T )(d) mod(p))

)
then

the processor of index j will hold a block of size : blockj(d) = �Hist(T )(d)
p

 + 1
else

processor of index j will hold a block of size : blockj(d) = �Hist(T )(d)
p

 .
end.

where �x is the largest integral value not greater than x and blockj(d) be the
number of tuples of value d that processor j should own after redistribution of
the fragments Ti of relation T .
The absolute value of Restj(d) = Histj(T )(d) − blockj(d) determines the number
of tuples of value d that processor j must send (if Restj(d) > 0) or receive (if
Restj(d) < 0).

For d ∈ Hist
(1,2)
i (R �� S), processor i owns a description of the layout of

tuples of value d over the network. It may therefore determine the number of
tuples of value d which every processor must send/receive. This information
constitutes the communication template. Only those j for which Restj(d) > 0
(resp. < 0) send (resp. receive) tuples of value d. This step is thus completed in
time : T ime3.b = O(‖Hist(1,2)(R �� S)‖).
The tuples associated to low frequencies (i.e. tuples having d ∈ Hist

(3)
i (R ��

S)) have no effect neither on the AVS nor the JPS. These tuples are simply
mapped to processors using a hash function and thus no communication template
computation is needed.

The creation of communication templates has therefore taken the sum of the
above two steps :

T imephase3 = T ime3.a + T ime3.b = O
(

max
i=1,..,p

‖Histi(R �� S)‖ + ‖Hist(1,2)(R �� S)‖).
Phase 4: Data redistribution
4.a Redistribution of tuples having d ∈ Hist

(1,2)
i (R �� S):

Every processor i holds, for every one of its local d ∈ Hist
(1,2)
i (R �� S), the non-

zero communication volumes it prescribes as a part of communication template :
Restj(d) �= 0 for j = 1, .., p. This information will take the form of sending orders
sent to their target in a first superstep, followed then by the actual redistribution
superstep where processors obey all orders they have received.

Each processor i first splits the processors indices j in two groups : those for
which Restj(d) > 0 and those for which Restj(d) < 0. This is done by a sequential
traversal of the Rest..(d) array.

Let α (resp. β) be the number of j’s where Restj(d) is positive (resp. negative)
and Proc(k)k=1,..α+β the array of processor indices for which Restj(d) �= 0 in the
manner that : {RestProc(j)(d) > 0 for j = 1, .., α

RestProc(j)(d) < 0 for j = (α + 1), .., β

An Optimal Skew- nsensitive Join and Multi-join Algorithm for DAI
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A sequential traversal of Proc(k)k=1,..α+β determines the number of tuples that
each processor j will send. The sending orders concerning attribute value d are
computed using the following procedure :

i := 1; j := α + 1;
while (i ≤ α) do

begin
* n tuples=min(RestProc(i)(d),−RestProc(j)(d));
* order to send(Proc(i),Proc(j),d,n tuples);
* RestProc(i)(d) := RestProc(i)(d)− n tuples;
* RestProc(j)(d) := RestProc(j)(d)+ n tuples;
* if RestProc(i)(d) = 0 then i := i + 1; endif
* if RestProc(j)(d) = 0 then j := j + 1; endif

end.

of complexity O(‖Hist(1,2)(R �� S)‖) because for a given d, no more than (p − 1)
processors can send data and each processor i is in charge of redistribution of
tuples having d ∈ Hist

(1,2)
i (R �� S).

For each processor i and d ∈ Hist
(1,2)
i (R �� S), all the orders order to send(j, i, ...)

are sent to processor j when j 	= i in time O
(
g ∗ |Hist(1,2)(R �� S)| + l

)
.

In all, this step costs : T ime4.a = O
(
g ∗ |Hist(1,2)(R �� S)|+‖Hist(1,2)(R �� S)‖+ l

)
.

4.b Redistribution of tuples with values d ∈ Hist
(3)
i (R �� S) :

Tuples of relations R̃′′′
i and S̃′′′

i (i.e. tuples having d ∈ Hist
(3)
i (R �� S)) are asso-

ciated to low frequencies, they have no effect neither on the AVS nor the JPS.
These relations are redistributed using a hash function.
At the end of steps 4.a and 4.b, each processor i, has local knowledge of how
the tuples of semi joins R̃i and S̃i will be redistributed. Redistribution is then
performed, in time : T ime4.b = O(g ∗ (|R̃i| + |S̃i|) + l).
Phase 4, has therefore taken the sum of the above two costs :

T imephase4 = O
(
g ∗ max

i=1,..,p
(|R̃i| + |S̃i| + |Hist(1,2)(R �� S)|) + ‖Hist(1,2)(R �� S)‖ + l

)
,

and the complete redistribution algorithm costs :

T imeredist= O
(
ci/o ∗ max

i=1..p
(|Ri| + |Si|) + min (g ∗ |Hist(R)| + ‖Hist(R)‖, g ∗ |R|

p
+

‖R‖
p

)

+ max
i=1..p

‖Ri‖ + max
i=1..p

‖Si‖ + min (g ∗ |Hist(S)| + ‖Hist(S)‖, g ∗ |S|
p

+
‖S‖
p

)

+g ∗ (|R̃i| + |S̃i| + |Hist(1,2)(R �� S)|) + ‖Hist(1,2)(R �� S)‖ + l
)
. (1)

We mention that, we only redistribute the semi-joins R̃i and S̃i. Note that |R̃i|
(resp. |S̃i|) is generally very small compared to |Ri| (resp. |Si|) and |Hist(R �� S)|
is generally very small compared to |Hist(R)| and |Hist(S)|. Thus we reduce the
communication cost to a minimum.
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4 Osfa join : An Optimal Skew-insensitive Join Algorithm

To perform the join of two relations R and S, we first redistribute relations R
and S using the above redistribution algorithm at the cost of T imeredist (see
equation 1 in previous section).

Once the redistribution phase is completed, the semi-joins R̃i (resp. S̃i) are
partitioned into three disjoint relations as follow : R̃i = R̃′

i ∪ R̃′′
i ∪ R̃′′′

i (resp.
S̃i = S̃′

i ∪ S̃′′
i ∪ S̃′′′

i ) as described in phase 2.
Taking advantage of the identities :

R �� S = R̃ �� S̃ = (R̃′ ∪ R̃′′ ∪ R̃′′′) �� (S̃′ ∪ S̃′′ ∪ S̃′′′)

= (R̃′ �� S̃′′) ∪ (R̃′′ �� S̃′) ∪ (R̃′′′ �� S̃′′′)

= (R̃′ �� S̃′′) ∪ (R̃′′ �� S̃′) ∪ (R̃′′′ �� S̃′′′)

=
(⋃

i

R̃′
i �� S̃′′) ∪ (⋃

i

R̃′′ �� S̃′
i

) ∪ (⋃
i

R̃′′′
i �� S̃′′′

i

)
. (2)

Frequencies of tuples of relations R̃′
i (resp. S̃′

i) are by definition greater than the
corresponding (matching) tuples in relations S̃′′

i (resp. R̃′′
i ). Fragments R̃′

i (resp.
S̃′

i) will be thus chosen as build relations and S̃′′
i (resp. R̃′′

i ) as probe relations
to be duplicated on each processor. This improves over fa join where all the
semi-join S � R is duplicated. It reduces communications costs significantly in
asymmetric cases where both relations contain frequent and infrequent values.

To perform the join R �� S, it is sufficient to compute the three following
local joins R̃′

i �� S̃′′, R̃′′ �� S̃′
i and R̃′′′

i �� S̃′′′
i (cf. equation 2). To this end, we first

broadcast the fragments R̃′′
i (resp. S̃′′

i ) to all processors in time :

T imestep.a = O
(
g ∗ (|R̃′′| + |S̃′′|) + l

)
.

Local joins R̃′
i �� S̃′′, R̃′′ �� S̃′

i and R̃′′′
i �� S̃′′′

i could be done in time :

T imestep.b = ci/o ∗ O
(

max
i:1,..,p

(|R̃′
i| + |S̃′′| + |R̃′

i �� S̃′′|) + max
i:1,..,p

(|R̃′′| + |S̃′
i| + |R̃′′ �� S̃′

i|)

+ max
i:1,..,p

(|R̃′′′
i | + |S̃′′′

i | + |R̃′′′
i �� S̃′′′

i |))
= ci/o ∗ O

(
max

i:1,..,p
(|R̃′

i �� S̃′′| + |R̃′
i �� S̃′′| + |R̃′′′

i �� S̃′′′
i |)). (3)

The equation 3 holds due to the fact that the join size is at least equal to the
maximum of the semi-joins sizes.
The cost of the local join computation is thus the sum of the two costs above :

T imelocal−join = T imestep.a + T imestep.b

= O
(
g ∗ (|R̃′′| + |S̃′′|) + ci/o ∗ max

i:1,..,p
(|R̃′

i �� S̃′′| + |R̃′′ �� S̃′
i| + |R̃′′′

i �� S̃′′′
i |) + l

)
.

The global cost of the join of relations R and S using Osfa join algorithm is the
sum of redistribution cost with local join computation cost. It is of the order :

T imeOsfa join = O
(
ci/o ∗ max

i=1,..,p
(|Ri| + |Si|) + max

i=1,..,p
‖Ri‖ + max

i=1,..,p
‖Si‖ + l

An Optimal Skew- nsensitive Join and Multi-join Algorithm for DAI
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+ min
(
g ∗ |Hist(R)| + ‖Hist(R)‖, g ∗ |R|

p
+

‖R‖
p

)
+ min

(
g ∗ |Hist(S)| + ‖Hist(S)‖, g ∗ |S|

p
+

‖S‖
p

)
+ g ∗ (|R̃i| + |S̃i| + |Hist(1,2)(R �� S)|) + ‖Hist(1,2)(R �� S)‖
+ g ∗ (|R̃′′| + |S̃′′|) + ci/o ∗ max

i:1,..,p
(|R̃′

i �� S̃′′| + |R̃′′ �� S̃′
i| + |R̃′′′

i �� S̃′′′
i |)

)
.

The join of relations R and S using the Osfa join algorithm, avoid JPS because
the values which could lead to attribute value skew (those having high frequen-
cies) are those which often cause the join product skew. This values are mapped
to multiple nodes so that local joins have almost the same sizes. It avoids thus,
the slowdown usually caused by attribute value skew and the imbalance of the
size of local joins processed by the standard algorithms. We recall that, the re-
distribution cost is minimal because redistribution concerns only tuples which
are effectively present in the join result.
Note that, the size of R̃′′ (resp. S̃′′) est generally very small compared to the size
of the join R̃′′ �� S̃′

i (resp. R̃′
i �� S̃′′) and the size of local join on each processor i,

|R̃′
i �� S̃′′| + |R̃′′ �� S̃′

i| + |R̃′′′
i �� S̃′′′

i |, have almost the same size � |R��S|
p

.

Remark : Sequential join processing of two relations R and S requires at least
the following lower bound : boundinf1 = Ω

(
ci/o ∗ (|R| + |S| + |R �� S|)) .

Parallel processing with p processors requires therefore : boundinfp = 1
p
∗boundinf1 .

and Osfa join algorithm has optimal asymptotic complexity when :

|Hist(1,2)(R �� S)| ≤ ci/o ∗ max(
|R|
p

,
|S|
p

,
|R �� S|

p
) (4)

this is due to the fact that, the local joins results have almost the same size and
all the terms in T imeOsfa−join are bounded by those of boundinfp . This inequality
holds, if we choose a threshold frequency f0 greater than p (which is the case for
our threshold frequency f0 = p ∗ log(p)).

5 Conclusion

In this paper, we have introduced the first parallel join algorithm with optimal
complexity based on an efficient semi-join algorithm introduced in [5] and on
a “symmetric” sub-set replication technique allowing to reduce the communica-
tion costs to the minimum while guaranteeing near perfect balancing properties.
The algorithm Osfa join is proved to have an optimal complexity even in the
presence of highly skewed data. Its predictably low join product skew makes it
suitable for multi-join operations.

The performance of this algorithm was analyzed using the BSP cost model
which predicts a linear speedup. The O(. . .) notation only hides small constant
factors : they depend only on the implementation but neither on data nor on the
BSP machine. Our experience with the join operation [4,6,3,2] is evidence that
the above theoretical analysis is accurate in practice.



625

References

1. M. Bamha, F. Bentayeb, and G. Hains. An efficient scalable parallel view mainte-
nance algorithm for shared nothing multi-processor machines. In the 10th Interna-
tional Conference on Database and Expert Systems Applications DEXA’99, LNCS
1677, pages 616–625, Florence, Italy, 1999. Springer-Verlag.

2. M. Bamha and M. Exbrayat. Pipelining a skew-insensitive parallel join algorithm.
Parallel Processing Letters, Volume 13(3), pages 317–328, 2003.

3. M. Bamha and G. Hains. A self-balancing join algorithm for SN machines. Pro-
ceedings of International Conference on Parallel and Distributed Computing and
Systems (PDCS), pages 285–290, Las Vegas, Nevada, USA, October 1998.

4. M. Bamha and G. Hains. A skew insensitive algorithm for join and multi-join
operation on Shared Nothing machines. In the 11th International Conference on
Database and Expert Systems Applications DEXA’2000, LNCS 1873, 2000.

5. M. Bamha and G. Hains. An efficient equi-semi-join algorithm for distributed
architectures. In the 5th International Conference on Computational Science
(ICCS’2005). 22-25 May, Atlanta, USA, LNCS 3515, pages 755–763, 2005.

6. M. Bamha and G. Hains. A frequency adaptive join algorithm for Shared Noth-
ing machines. Journal of Parallel and Distributed Computing Practices (PDCP),
Volume 3, Number 3, pages 333-345, September 1999.

7. A. Datta, B. Moon, and H. Thomas. A case for parallelism in datawarehousing
and OLAP. In Ninth International Workshop on Database and Expert Systems
Applications, DEXA 98, IEEE Computer Society, pages 226–231, Vienna, 1998.

8. D. J. DeWitt, J. F. Naughton, D. A. Schneider, and S. Seshadri. Practical Skew
Handling in Parallel Joins. In Proceedings of the 18th VLDB Conference, pages
27–40, Vancouver, British Columbia, Canada, 1992.

9. K. A. Hua and C. Lee. Handling data skew in multiprocessor database computers
using partition tuning. In Proc. of the 17th International Conference on Very Large
Data Bases, pages 525–535, Barcelona, Catalonia, Spain, 1991. Morgan Kaufmann.

10. M. Kitsuregawa and Y. Ogawa. Bucket spreading parallel hash: A new, robust,
parallel hash join method for skew in the super database computer (SDC). Very
Large Data Bases: 16th International Conference on Very Large Data Bases, Au-
gust 13–16, Brisbane, Australia, pages 210–221, 1990.

11. V. Poosala and Y. E. Ioannidis. Estimation of query-result distribution and its
application in parallel-join load balancing. In: Proc. 22th Int. Conference on Very
Large Database Systems, VLDB’96, pp. 448-459, Bombay, India, September 1996.

12. D. Schneider and D. DeWitt. A performance evaluation of four parallel join algo-
rithms in a shared-nothing multiprocessor environment. In Proceedings of the 1989
ACM SIGMOD International Conference on the Management of Data, Portland,
Oregon, pages 110–121, New York, NY 10036, USA, 1989. ACM Press.

13. M. Seetha and P. S. Yu. Effectiveness of parallel joins. IEEE, Transactions on
Knowledge and Data Enginneerings, 2(4):410–424, December 1990.

14. D. B. Skillicorn, J. M. D. Hill, and W. F. McColl. Questions and Answers about
BSP. Scientific Programming, 6(3):249–274, 1997.

15. Joel L. Wolf, Daniel M. Dias, Philip S. Yu, and John Turek. New algorithms
for parallelizing relational database joins in the presence of data skew. IEEE
Transactions on Knowledge and Data Engineering, 6(6):990–997, 1994.

An Optimal Skew- nsensitive Join and Multi-join Algorithm for DAI



 

K.V. Andersen, J. Debenham, and R. Wagner (Eds.): DEXA 2005, LNCS 3588, pp. 626 – 632, 2005. 
© Springer-Verlag Berlin Heidelberg 2005 

Evaluation and NLP
1
 

Didier Nakache1,2, Elisabeth Metais1, and Jean François Timsit3 

1 CEDRIC /CNAM: 292 rue Saint Martin - 75003 Paris, France 
2 CRAMIF: 17 / 19 rue de Flandre - 75019 Paris, France 

3 Réanimation médicale CHU Grenoble INSERM U578 - 38043 Grenoble,  
France  

datamining@wanadoo.fr, metais@cnam.fr,  
jf.timsit@outcomerea.org  

Abstract. F-measure is an indicator which has been commonly used for 25 
years to evaluate classification algorithms in textmining, based on precision and 
recall. For classification and information retrieval, some prefer to use the break 
even point. Nevertheless, these measures have some inconvenient: they use a 
binary logic and don’t allow to apply a user (judge) assessment. This paper pro-
poses a new approach for evaluation. First, we distinguish classification and 
categorization from a semantic point of view. Then, we introduce a new meas-
ure: the K-measure, which is an overall of F-measure, and allows to apply user 
requirements. Finally, we propose a methodology for evaluation. 

Keywords: evaluation, measure, classification, categorization, NLP. 

1   Introduction 

Natural language processing produces many algorithms for classification, clusterisa-
tion and information retrieval. The performance of these algorithms is computed from 
several measures, like precision and recall. To make the reading of performance eas-
ier, [Van Rijsbergen 79] created a synthetic measure: the F-measure, which is a com-
bination of these two indicators. Today, needs are diversified, problems are more 
complex, but we have kept the same indicator for 25 years [Sparck Jones 2001]. Is 
this use still justified? Without renouncing to existing scales, how to integer new 
needs? In several domains, like in medicine, some users may consider that a medium 
result is a bad, or inappropriate, result. So, we had to find an indicator able to answer 
this problem, without losing qualities of existing measures.  

To do this, we introduce our paper by precising the main concepts: evaluation, 
classification, categorization, and information retrieval. We will propose a definition 
for each one (section 2). Section 3 presents the state of the art for evaluation and main 
indicators. Finally, after having analyzed the F-measure properties (section 4), we will 
propose a new approach for evaluation, adapted for each case, and allowing to inte-
grate user’s requirements (section 5).  

                                                           
1 This work is partially financed by MENRT for the RNTS Rhea project. 
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2   Etymology and Definitions 

Terms ‘classification’ and ‘clusterisation’ have different histories and origins. No 
scientific definition could be found, except in Webster dictionary which gives two 
meanings for the word classification: ‘taxonomy’ and …. category.  

According to the history of these two terms and their current meaning, we propose 
to define classification as being action of arranging a whole set into hierarchical or 
ordered structure, in existing classes or not, or the result of this action, and clusterisa-
tion as being action (or its result) of grouping elements with common characteristics. 
Nevertheless, in a classification, it will be possible to quantify or valorize the differ-
ence between proposition and requirement. We can consider an answer as being par-
tially true, and associate a metric to the difference.  Finally, information retrieval is 
different from classification and categorization by a great set of enabled answers 
(potentially infinite), by missing of referential, and often obligation of human evalua-
tion. Classical application could be a web crawler, or AI answers to a request. With so 
many different tasks, evaluation methods and indicators can be different.  

3   State of the Art 

3.1   What Is Evaluation? 

Evaluation consists in measuring the difference between an expected result and the 
final result. No metric is associated, but we use to generate a number between 0 and 1 
without unity. Some elements are very subjective and can’t be automated. Tefko 
Saracevic [Saracevic 70] insists on the main role of judge.  

3.2   Indicators and Measures: Toward the F Measure 

A system can answer to a request according to the following model: 

 Pertinent Not pertinent Total 
Found (or proposed) a B a+b 
Not found (or not proposed) c D c+d 

 a+c b+d a+b+c+d=N 

From this contingency table, NLP community computes several distances:  

precision = a/(a+b), recall = 
ca

a

+
,  pertinence= 

dcba

da

+++
+ , error = 

dcba

cb

+++
+ , 

fallout= 
db

b

+
, silence = 

ca

c

+
, specificity = 

db

d

+
 , noise =  

ba

b

+
, overlap = 

cba

a

++
 and generality = a/N 

Finally, 4 single measures (a, b, c, d) generate 10 basic indicators, themselves 
combined to generate other measures. In most of the cases, we only use precision 
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and recall. From these different measures, several synthetic indicators have been 
created, but the most famous is the F-Measure from [Van Rijsbergen 79]: 
F-Measure = ((1+ß²)*Precision*Recall) / ((ß²*Precision)+Recall), with usually ß² = 1  
It can be noticed that this measure doesn’t take pertinence into consideration and is 
binary: an answer is "good" or "not good". 

4   Analysis of F-Measure 

First, we have demonstrated that the F-measure is a harmonic average of precision 
and recall. Then, we have observed its properties. When precision has the same value 
as recall, we get: Precision = Recall = F1-measure. Therefore, the result is compre-
hensive and we try to maximize it by maximization of both precision and recall (like 
for ‘Break Even Point’ approach). Indeed, it would be difficult to evaluate an algo-
rithm which would have a good precision and a bad recall (or reverse). 

Let’s compute harmonic mean M of precision P and recall R: 
RPM

112 +=  so 

RP

RP

M *

2 += , and 
RP

RPM

+
= *

2
. Finally, we get: 

1
)*(*2

F
RP
RP

M =
+

=  

We notice that F1-measure is a harmonic mean of precision and recall. Nothing 
can justify this choice from a mathematical point of view. Nevertheless, harmonic 
mean has an interesting property which is: the result strongly decreases when only 
one of its components decreases. At the opposite, it grows strongly when the pa-
rameters are both high. This property is interesting because it would give a low result 
for algorithms which would improve precision or recall exclusively in prejudice of 
the other one. 

We can demonstrate that property for the F1-measure: we have F1=2*P*R/(P+R), 
 with precision=P and recall=R. Let’s have S=P+R and D=P-R. Our problem be-
comes: how to improve F-measure when S increases (so precision AND recall are 
high) and D is minimized (keeping precision and recall closed). We have: 

))((²² DSDSDS −+=− = PRRPRPRPRPRP 422))()(()( =×=−−+×−++  

    And finally: S

DS

S

DS

RP

RP
F

2

²

22

²²**2
1 −=−=

+
=

; that’s the reason why F-measure is 
improved when S increases, and decreases when D increases. If one of the compo-
nents is low, the resulting mean is low too. The Fn measure has another interesting 
property: it allows to modify importance of precision or recall.  

5   Proposition of New Indicator: Toward K-Measure 

In section 1, we tried to define classification and distinguish it from categorization 
and information retrieval. Now, we are going to find a new measure, with more pos-
sibilities for evaluation. 
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Case of Categorization 

After analysis of F-measure, we found a formula which could integrate those needs 
and introduce K-Measure, based on F-measure: 

K-Measure = (1+ß²)*(Precision*Recall)  / ((ß²*Precision)+Recall) 

First, we can see that if =1, then K-measure is equal to F-measure. If =1 and 
ß²=1, we get the usual F1-measure. So, the K-measure is a generalization of the F-
measure. This is particularly useful because we can keep the history. Now, let’s see 
properties when ß²=1, and  parameter is varying with values 1, 1.2, and 1.6: 

 

Fig. 1. Evolution of K measure when only  parameter is varying 

We notice that when  parameter increases, the requirement level increases too. 
For example, if precision=recall=0.4, F-measure = 0.4, and k-measure = 0.13 with 

=1.6 (three times less). This result will be considered as bad, while F-measure con-
siders it as medium. So, we can formalize a requirement level, just increasing  pa-
rameter.  

We can observe that favor precision or recall is preserved, by increasing  parame-
ter.  And finally, we can use both parameters  and : 

 

Fig. 2. Values of K-measure for ( =1; =1), ( =2; =0.2), ( =2; =5) 
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In conclusion, K-measure has very interesting properties for evaluation: 

- It is an overall of F measure which keeps its properties, 
- It allows to express a judge requirement level, 
- It can as well represent a Break Even Point approach when  =0.5. 

It is a formula of convergence, and an overall of different approaches used nowa-
days. 

Case of Classifications 

As proposed in section 1, a classification distinguishes from categorization because 
we can use a distance measure between classes.  [Budanitsky 2001] demonstrated that 
best measure of semantic distance was Jiang and Conrath measure:  

d=Distjc(c1 :c2) = 2 log(p(lso(c1 :c2)))-(log(p(c1))+log(p(c2)))  

with lso(c1 :c2)= largest common group. 
If we call ‘d’ that distance (with d=1 when classes are very far), then precision and 
recall can be defined like this: 

Precision = a / B et Recall = a / c, 
a = Count of pertinent and proposed classes (= correct classification),  
B= proposed class but not pertinent: we consider the distance ‘d’ with the 
nearest correct class. Then compute (1-d) to have B near 1 when distance is 
weak, 
c = Count of not proposed and pertinent classes. 

It is then possible to use K-measure. 

Case of Information Retrieval (IR) 

Information retrieval is different from classification and categorization because of the 
large number of possible answers. Example of classical application would be a web 
crawler. 

To find a good indicator, we started from the score used by [Voohrees 2003] 

=

Q

i i

n

Q 1

1
, where n represents the number of good answers in range i, Q is the number 

of questions. To represent a requirement level (for example: “I want that good an-
swers are in the first 30, because it is the length of a web page”, we need to modulate 
the initial Boolean and linear approach by integrating a sigmoid function. After em-
pirical researches, we could find a coefficient Wi which solves our problem: 

e
e

l
N

iN
k

kl

iw
))

1
(

)(

1

1
−

+−
×−

−

+

+
=  

With k and l, two parameters (default values are k=15, and l=0.7), N represents the 
number of answer, and i the range of the answer. 
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Let’s see the properties of that equation when k and l are varying (in our example, 
we have N=273) 

K=15, l=0.7 

We can see that if the required answer doesn’t appear in top 50, the score is 
strongly down, and quite null if higher than 150. The l parameter moves inflexion 
point (right and left), and k changes the slope. 

The two parameters allow generating any requirement level. This score favor fact 
of giving good answers in first. To compute final indicator, we just multiply weight 
by pertinence. For automatic computing, we can use a Boolean approach: 1 for a good 
answer, otherwise 0. But for human evaluation, each judge can give a percentage. 
Global evaluation indicator becomes: 

∑

∑

∑

∑

= −⎟
⎠
⎞⎜

⎝
⎛ +−−

−

= −⎟
⎠
⎞⎜

⎝
⎛ +−−

−

=

=

+

+
+

+

==

 

For automatic computing, we can use a Boolean approach: 1 for a good answer, 
otherwise 0. But for human evaluation, each judge can give a percentage.  
    This evaluation indicator is interesting because it allows: 

- To represent requirement level, 
- To be able to evaluate otherwise than with 0 and 1, 
- To control requirements. 

6   Conclusion 

In this paper, we first defined classification and categorization. In the first case, we 
were able to measure the distance between classes, but not in second case as it is bi-
nary. The F-measure, which was created 25 years ago, has been established as a stan-
dard for evaluation. Since then, the needs evolutes but not evaluation. Analysis of F-
measure helps us to create a new measure: K-measure, an overall of F-measure able to 
integrate requirements. We demonstrate how to use k-measure for classification as 
well as to integrate the distance between the results. Finally, we propose a new meas-
ure for information retrieval which enhances finding good answers first and allow the 
expression of needs.  
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K-measure provides the following advantages: a meta measure of convergence be-
tween Van Rijsbergen’s F-measure and Joachims’s break even point. It has mathe-
matical properties which allow to create a synthetic indicator from any other measure. 
Finally, it allows to integrate the judge approach of Saracevic and to formalize the 
required levels. Therefore, we consider say that it is a measure which converges the 
three approaches without modifying any of their properties. 

In our future works, we will experiment these measures, particularly their impacts 
on classical measures. 
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Abstract. The authors’ interest is focused on advanced recommending func-
tionalities proposed by more and more Internet websites w.r.t. the selection of 
movies, e-business sites, or any e-purchases. These functionalities often rely on 
the Internet users’ opinions and evaluations. A « movie-recommender » appli-
cation is presented. Recommender websites generally propose an aggregation of 
the user’s evaluations critics according to different relevant criteria w.r.t. the 
application. The authors propose an Information Processing System (IPS) to 
collect, process and manage as automatically as possible these opinions or crit-
ics to support this multi criteria evaluation for recommendation. The RS (Re-
commender System) firstly proposes information extraction techniques in order 
to classify the available users’ critics w.r.t. the criteria implied in the evaluation 
process and  to automatically associate numerical scores to these critics. Then 
multicriteria techniques are introduced to numerically evaluate, compare and 
rank the competing movies the critics are reported to. Finally the RS is pre-
sented as an interactive Decision-Making Support System (DMSS) relying on a 
sensibility analysis of the movies ranking. A particular attention is paid to the 
automation of the information phase in the decision-making process: movie 
comments cartography according to users’ evaluation criteria and attribution of 
a partial score to each critic considered as the expression of a value judgment in 
natural language. 

1   Problematic Introduction 

The impact of Information and Communication Sciences and Technologies is a kernel 
factor in developing our modes of organization, if not our societies. The economist 
and Nobel prizewinner H.A.Simon introduced the term of decisional computer sci-
ences [20]. Regardless of how humans are involved in systems nowadays, the systems 
are so complex that increasingly intricate and inescapable dynamic Information Proc-
essing Systems (IPS) are bound to emerge [21]. The aim of such an IPS is to develop 
models and methodologies that are predominantly compatible with cognitive modes 
used by human beings when confronted to complex decisions. In particular, in the 
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Simon’s Human Sciences viewpoint, the different phases of a decision-making  
process (DMP) don’t appear as a linear sequence but as a process with multiple possi-
ble cognitive loops. Thus, Intelligence (information), design (representation) and 
choice (selection) phases are necessarily overlapped in a looped DMP contrarily to 
the sequential Operational Research viewpoint [22]. 

The 1990s proved this viewpoint right. Indeed, in the 1990s, there has been an ex-
plosion of information technologies, and thus of choices a person faces. Individuals 
cannot hope to evaluate all available choices by themselves unless the topic of interest 
is severely constrained. When people have to make a choice without any personal 
knowledge of the alternatives, a natural course of action is to rely on the experience 
and opinions of others. We seek recommendations from people who are familiar with 
the choices we face, who have been helpful in the past, whose perspective we value, 
or who are recognized experts [24].Today increasing numbers of people are turning to 
computational Recommender Systems (RS) [4]. Emerging in response to the techno-
logical possibilities and human needs created by the World Wide Web, these systems 
aim to mediate, support, or automate the everyday process of sharing recommenda-
tions [24]. Different types of RS are available on the web. We propose to give a brief 
synthesis in the next paragraph.  

During the last few years, RSs have merged to help users in their quest for relevant 
and personalized information in more and more vast corpus. Several techniques are 
used to design such systems. The most widespread of them is the “Collaborative Fil-
tering” (CF) [7][10]. The CF deals with the users’ preferences w.r.t. the selection of 
given items (books, movies, etc.). It enables to achieve clusters of users who have 
expressed similar tastes. To each user, the CF associates a neighbourhood of users 
who have tastes in common with him. The CF can then propose to a user all the items 
his neighbourhood has previously appreciated and selected as a recommendation. 

A second common approach is the “Content-Based Filtering” (CBF). Applications 
mostly concerns the selection of documents [14][10]. In that case, the CBF deals with 
the characteristics, the properties of the documents and propose to the user documents 
that have similar characteristics or properties to those he has already consulted. The 
goal is therefore to find semantic neighbouring documents. For several years now, 
many research studies in the natural language processing (NLP) and the text-mining 
communities provide relevant tools for this issue [17][6][8][1]. These systems are 
based on statistic and semantic representations of documents. 

RSs have been implemented in several domains on the web.  Recommendation of 
e-business sites has been a privileged application domain [18][19][13]. However users 
still hesitate to take for granted the RS propositions. Recommendations lack credibil-
ity because they are considered as a means of hidden advertising. So a new generation 
of RS sites has merged:  they are based upon the gathering and management of users’ 
feedback experiences. This experience feedback from web users is better accepted in 
the context of recommendation. Our RS system belongs to this category.  

Nevertheless the data gathering and management in RS is often a daunting task be-
cause not enough supported. For example, the “expert” user must firstly give his opin 
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ion in natural language (NL) and then he is generally compelled to provide with a 
score (precise values, stars, etc.) consistent with the content of his experience feed-
back in NL. This score is essential to perform any further numerical evaluation in a 
recommendation perspective but the consistency checking between it and the NL 
report isn’t supported at all. Furthermore, the evaluation of the compared items  
(products, services, etc.) generally relies on several criteria and thus necessitates the 
reiteration of the previous step for each dimension of the evaluation issue! All these 
« manual » and repetitive tasks have a deterrent effect upon the voluntary “expert” 
users! We propose to automatically orchestrate these fastidious steps.   

As a singular (but representative) case of study, we focus on movie selection sup-
port systems, the “movie recommenders” [15][4]: many web sites offer movie advises 
and evaluations to film lovers looking for a movie on Internet. The NL feedback ex-
perience is here the film critic. The critics are picked up either in specialized journals 
or written down by the RS’s users. Scores are associated to the movies’ critics. Gen-
erally a purely qualitative value is required for this partial score. Imprecise values like 
stars are also often used, a star representing a bounded interval of scores. Assigning a 
score to a critic is a delicate and subjective task. However, this redundancy represents 
a genuine asset in the framework of RS [4]. Indeed, the RS provides its customers 
with very synthetic pieces of information through these scores: they enable to provide 
the RS’s users with the ranking of the competing movies and any other aggregated 
indicators such as average scores upon the film buffs’ critics. Nevertheless, the web-
masters of the RS sites recommend themselves: “… I recommend you to prefer the 
critic in NL when available rather than to mere synthetic scores…”The critic in NL is 
a rhetorical element that elucidates and legitimates the afferent score. Indeed, human 
beings often use reasoning on real numbers (precise or not, reliable or not), thus the 
critic must be the symbolic transcription of the score. This transcription is a rather 
tedious and difficult task because subjectivity is inherent to the user’s evaluation. For 
example the meaning of a star can differ from one user to another.  

Furthermore, movies are generally evaluated through several criteria (script, actor, 
cast, production, music…). Thus, a score assigned to a critic is a partial evaluation of 
the movie w.r.t. a given criterion. The global score attributed to a movie then corre-
sponds to the aggregation of its partial scores w.r.t. each criterion. Until recently, the 
most common aggregation tool, which is used in multi-criteria decision-making, is the 
weighted arithmetic mean, as it is the case in many recommender systems [4]. Movies 
are then ranked according to the aggregated scores they have been assigned. The 
recommendation principle underlying our RS is based on coupling a base of NL crit-
ics and an information fusion system based on multi criteria techniques. All these 
steps will be succinctly described, but this paper is only focused on the automated 
transcription procedure that enables to attribute a partial score to a critic in NL and on 
the critics mapping w.r.t. the set of criteria proposed by the RS. 

Section 2 describes the automatic critic/score transcription. Section 3 explains the 
automated mapping of the critics w.r.t. the set of criteria established by the RS. Sec-
tion 4 presents the complete processing of the critics in the evaluation, comparison 
and selection processes implied in the movies RS. 
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2   Critic-Score Transcription 

The first step in our critics processing is how to automatically extract scores from 
collected movie critics. The score reflects the value judgment expressed in NL in the  
critic. In this paper we only deal with qualitative scores: the comments and critics will 
be classified either “positive” or “negative”.  The automated critic/score transcription 
consists in the following steps:  

− Construction of a movie critics database with the labels “positive” and “negative”, 
− Extraction of all the lemmatized words from the critics database with the Synapse 

analyser [23]. 
− The list of these lemmatized words is the support of our text representation: each 

critic can thus be represented as a Boolean vector whose each coordinate is a Boo-
lean that expresses the presence or not of the corresponding lemmatized keyword 
in the critic,  

− Classification by supervised machine learning: we have realized a cross-validation 
campaign to classify the “critics’ vectors” in two classes: positive (P) and negative 
(N). The principle is to build-up several learning sets on already labelled movie 
critics and then to calculate the associated decision trees who will then be used as 
classifiers, 

− Analysis of the trees’ size and their consistency. 

    Each of these steps is described in the following subsections. 

2.1   Decision Trees 

We use a decision tree classification method. The basic ideas of classification with 
decision trees are: 

− In a decision tree, each node corresponds to an attribute different from the class (in 
our case a lemmatized keyword of the critic’s representation vector) and each arc is 
associated to a possible value of this attribute (a Boolean here). A tree leaf speci-
fies the expected class for the records described by the attributes path from the root 
to the leaf. 

− In a decision tree, each node should be associated with an attribute different from 
the class one and that presents the highest informational degree among the attrib-
utes that haven’t been already considered in the path from the root (this property 
defines a good decision tree). 

− For example, entropy is used to measure the information quantity hold by a node 
(This notion has been introduced in the Shannon information theory), 

    In our problematic, the decision tree is build up by machine learning on the P-N—
labelled critics database. 

2.2   A Finalized Representation 

The [1][6][8][17] references present several approaches usable in the documents clas-
sification framework. These approaches are focused on representing a knowledge 
domain and not dedicated to a specific processing of textual information. They are 
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intended to be “multiple uses”. Here, the philosophy of our modelling method is of 
different nature, the genericity of the model is left off in favour of the information  
processing: the aim of the processing is unique, i.e. finding a representation able to 
optimize critics classification in one of the a priori identified class (here P or N class). 
The idea is then indexing the critics in accordance with the most discriminative lem-
matized words for the considered classes. Thus, in our approach the entire critics’ 
corpus representation is guided right from the beginning by the unique processing 
objective set up by the goal. 

2.3   Knowledge Database 

Our tests have been done on a knowledge database filled up with cinema movie critics 
coming from a set of Internet websites. In a first experiment, we have asked to a small 
group of film lovers, so called “the experts” of this experiment, to classify these crit-
ics in two different categories: “positive” (P) or “negative” (N). In our implementa-
tion, we used 176 cinema movie critics where: 88 critics were labelled as negative, 88 
as positive. 

2.4   Complete Key Words Extraction 

A lemmatization with the commercial Synapse analyser is firstly carried out over the 
whole critics database [23]. Thus, the words coming from the same family but differ-
ent only on gender or in numeral attribute, are gathered on one unique lemma. Defi-
nite and indefinite articles are discarded. The corpus includes of this lemmatized 
10765 lemmatized words. A vector representation is associated to the corpus: the 
higher the frequency of the lemmatized word, the lower its coordinate. Each critic is 
then represented by a vector in which the ith coordinate is the frequency in the critic of 
the ith most frequent lemmatized word in the learning corpus. 

2.5   Cross Validation Campaign 

We have used the CART method to compute the decision trees [9]. The Figure 1 
shows an example of a decision tree used for the classification process. This example 
illustrates the movie RS domain. The test performed at each node of the tree node 
tells whether or not a specific word is present in the text for a specific movie critic. To 
calculate which word should be tested at each node a supervised machine learning 
procedure is performed: The word associated to a node is computed so as to minimize 
at this node a measure of the mixing degree of each class. In our case we use the well 
known “Gini” function described in the CART method [9]. 
    We then proceed to a supervised machine learning. Since the size of the knowledge 
base (176 critics) is quite small, we have used the cross validation procedure. We 
have constructed 10 sets of 176 texts. Each of these sets uses 160 texts to compute the 
decision trees and 16 texts for evaluation. The 160 texts are equally distributed in the 
two categories, i.e. 80 texts for each category P-N. In the same way the 16 texts are 
distributed in 8 texts by category P-N. 
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Fig. 1. A Decision Tree Example 

2.6   Performances Estimation Method 

To evaluate the learning results, we use iFβ  score [16]: 
2
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        (1) 

iFβ  is founded on precision and recall measures.  

    In our study β=1 providing the same weight to precision and recall defined as: 

,i i

TPi TPi

TPi FNi TPi FPi
ρ π= =

+ +
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TPi, FPi, FNi, respectively define for a class i=P,N the well classified items (i classi-
fied as i), the wrong classified items (j classified as i) and the omitted items (i classi-
fied as j). Precision πi for a class i is the proportion of selected items that are correct. 
Recall ρi for a class i is the proportion of target items that were selected. 

2.7   Performances Estimation for Positive/Negative Evaluation Experiment  

Table 1.
iFβ  values for the 10 training sets and the (P) and (N) categories 

set 1 2 3 4 5 6 7 8 9 10 

1
PF  0.78 0.77 0.82 0.88 0.77 0.67 0.84 0.62 0.75 0.75 

1
NF  0.71 0.84 0.80 0.88 0.76 0.71 0.77 0.74 0.75 0.75 

The results are satisfying since the average for the iFβ  values is more than 76%. 
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2.8   Quality of the Calculated Decision Trees 

The cross validation campaign produced ten decision trees. These trees must now be 
compared in order to verify the homogeneity of the corresponding ten classifiers. In 
particular, we can verify that the keywords implied in the 10 trees are approximately 
the same and that the trees structures are similar. 

The number of words in a tree goes from 19 at minimum to 31 at maximum. That 
means that the number of keywords necessary to index the critics in the score tran-
scription application is a drastic and efficient reduction of the initial representation 
space constituted by the 10765 words of the corpus! Over the set of the 10 computed 
trees, the total number of words used is less than 80. The representation space neces-
sary to the classification task is then limited and allows us to plan light calculations 
processes. In addition, words common to the entire ten trees amount to 20% of the 
total number of words in each tree. 

Our method allows selecting “a posteriori” the space representation adapted to the 
intended goal, the most fitted to the problem and the most efficient in compute time.  
Furthermore this representation is not “purely” statistic: the different paths of the 
decision tree represent the semantic features of the corpus. The classification process 
introduces by itself semantic highlights.  

These results allow us to use our method as a means to get automatic scoring of 
opinions expressed in natural language. Although the scores are purely qualitative in 
this version, we plan to set up 4 categories: “positive”, “very positive”, “negative” 
and “very negative”. The rejected critics are categorized as neutral.  

3   Criteria Evaluation 

In the last section we have seen that the system is able to automatically attribute a 
score to a critic written in natural language. In our general presentation of the movie 
recommenders, we have focused our attention on the fact that the critics are related to 
n evaluation criteria (script, actors, image, music, etc.). It is then necessary to adapt 
the previous transcription “critic to score” for each dimension of the evaluation.  

A score relative to one given criterion is said to be a partial score. Extending the 
automated transcription described in section 2 to partial scores necessitates extracting 
fragments from the critics that are related to the evaluation criteria. We describe this 
mapping procedure in the following. 

In a second experiment, we have proposed our experts to split up the critics in text 
fragments w.r.t. the evaluation criteria of the RS. Each fragment is classified in one of 
the three classes, i.e. the three criteria: “Script” (C1) or “Actor” (C2) or “Movie Di-
rection” (C3). In our implementation, we use 192 fragments from 144 cinema movie 
critics.  64 fragments are attributed to each criterion. 

We have constructed 10 sets of 192 fragments. Each of these sets uses 174 frag-
ments to compute the decision trees, and 18 fragments for evaluation. The 174 frag-
ments are equally distributed in the three criteria, i.e. 58 fragments for each criterion. 
In the same way the 18 texts are distributed in 6 texts by criterion. 
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3.1   Performances Estimation for Criteria Classification Experiment  

Table 2. 
iFβ  values for the 10 training sets and three categories 

set 1 2 3 4 5 6 7 8 9 10 
1

1
CF : Script 0.62 0.86 0.80 0.83 0.73 0.83 0.62 0.55 0.55 0.75 

2
1
CF : actor 0.3 0.92 1.00 0.83 0.83 0.91 0.83 0.91 0.91 0.74 

3
1
CF : movie Direction 0.73 0.67 0.86 0.67 0.42 0.77 0.36 0.57 0.57 0.64 

    The results are quite satisfying since the average for the iFβ  values is more than 

73%. 

3.2   Homogeneity for Criteria Classification Experiment  

The number of words in a tree goes from 32 at minimum to 41 at maximum. This 
representation reduction is rather drastic compared to the 5314 words of the corpus of 
this second experiment. The number of common words in all the trees is 12: it repre-
sents 29,3 % up to 37,5% of the total number of words in one tree. The total number 
of words used in the ten trees is only 82. As stated in the first experiment, the repre-
sentation space necessary to the classification task is quite limited and relevant. Each 
path from the top to a leaf of the tree represents a multi-word co-occurrence [6]. This 
notion of co-occurrence is to be related to semantic features of documents representa-
tion. There’s something more than statistics in the text analysis. 

4   The Recommendation System 

We give in the following a very short description of the complete movie RS as de-
scribed in [4]. The main goal of this section is to show the interest and role of the 
previous calculations in the complete RS processing. Sections 2 and 3 have automated 
the mapping of critics w.r.t. a set of criteria and the association of partial scores to 
them. These partial scores are then used in a multi criteria quantitative evaluation of 
movies. Multi criteria aggregation (MCA) is the basis of movies evaluation and rank-
ing in RSs. However, aggregation in RSs is usually reduced to its simplest form: av-
erage ratio or for the better weighted average ratio. We have proposed aggregation 
operators with richer semantics allowing to model different aggregation strategies for 
evaluation [5]. In this paper and for the sake of understanding, we have made up our 
mind to carry on the presentation with the weighed average operator as an illustration 
of the multi criteria analysis in the RS. The global score of a movie is thus a weighted 
average (WA) of the partial scores obtained for each evaluation criterion. The weights 
define the decisional strategy but the way they are determined is not discussed in this 
paper. Furthermore, several critics are available w.r.t. a given couple (movie, crite-
rion). It means that a first aggregation has to be processed to aggregate the partial 
scores w.r.t. this couple. A simple arithmetic average is considered in this paper for 
this first aggregation level. A grid evaluation (figure 1) of the movies candidates 



 Movies Recommenders Systems 641 

 

according to a set of criteria is at the origin of the decision support functionalities. 
The basic idea of movies evaluation refers to collective choice theory, identifying the 
criteria as voters whose votes are the critics (the value judgments they convey), and 
the movies as candidates for election. The scores embodied in the critics and assigned 
in the grid allow the differing intensities of voter preferences to be taken into account: 
each vote is an evaluation of a movie i with respect to a criterion j. The overall score 
of a movie corresponds to the aggregate of partial preferences obtained for each crite-
rion, and can thus be equated with a criteria-driven election procedure. 
    The score associated to the critic corresponds to a degree of satisfaction that is 
converted into a color code ranging from non-satisfaction (red) to complete satisfac-
tion (green), and which may take any intermediate value (depending on the granular-
ity of the classifier described in section 2) . 

 
 
 
 
 
 

 
 
 

 
 
 
 
 

Fig. 2. Multicriteria evaluation for movie critics 

    The evaluation process for the film lovers group is showed in Fig. 2. As soon as a 
critic is put in the knowledge base, it is first automatically mapped on the evaluation 
grid in a criteria line for a film column with the classification technique described in 
section 3. A score is then automatically attributed to the mapped critic through the 
transcription critic/score in section 2. Then the average scoring is computed in the cell 
where the critic has been mapped. The movie evaluation corresponding to the critic is 

automatically computed with the WA operator. 
1

( ) .
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weighed average, jλ  the weight for criterion j, j
kx  the score for movie k w.r.t. crite-

rion j and n is the number of criteria. 

4.1   Argumentation 

For the considered aggregation operator, the best movie, noted 1X  is then obtained. 

By definition we have: 1, ( ) ( )ii WA X WA X∀ ≥ . We have shown in [12] how it’s possi-

ble to automatically extract the most outstanding critics from the knowledge base, i.e. 
the main discursive items that explain this ranking. The calculation details are given 
in [2][3] for more complex operators than WA ones. The basic idea of the algorithms 
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is to rewrite any mathematical entity necessary to the argumentation function as a 
ranked sum of criterion rating contributions to this mathematical entity (it corresponds 
to an interpretation of the relative importance of criteria in terms of marginal contri-
butions). For example, in the case of the WA operator, the reasons for which 
movie 1X is preferred to movie iX , is got by rewriting formula 1( ) ( )iWA X WA X− as:  

1 1
1 1

( ) ( ) .( ) ( )
n n

j j
i j i

j j

WA X WA X x x Contribution criterion jλ
= =

− = − = . 

    Then, the most significant contributions are selected through order of magnitude 
reasoning. It provides the most determinant criteria { *}j in the choice of  1X rather 

than iX : justification is the basis of recommendation [3]. When the criteria 

{ *}j have been identified, the RS can then select the bets critics in the grid cells (1, 

{ *}j ) and the worst ones in the grid cells (i, { *}j ) in the knowledge base to eluci-

date the choice in natural language for the RS user. 

4.2   Reliability of the Classification 

Now consider the reliability of the classification for the film lover and customer of the 
RS. Let’s write ix  the vector of the partial scores obtained by movie iX . 

To define the decisional risk, i.e. the reliability of the recommendation, we propose to 
measure it according to a distance notion between movie 1X and movie iX , founded 

on the L1 norm and including the concept of improvement effort [4]:   

1 1 1 11
( , ) min ( ) ( )i i

i id WA WAδ δ= + =x x / x x 1 

    The risk notion introduced is quite different of a conventional probabilistic one and 
is more in line with a sensitivity analysis of the movies ranking to any external infor-
mation disturbance. Thus on the basis of this distance, we define the decisional risk 
notion as the expression r associated with the movie classification stability defined as 

follows: 1

1..
1

( , )
1 min i

i p
i

d
r

n=
≠

= −
x x

 where p is the number of competing movies. 

    Thus, the lower the distance between 1X and its challengers, the more sensitive the 

ranking and the less reliable the selection of 1X : indeed a “small quantity of informa-

tion” (i.e. few but relevant critics) could be sufficient to modify the movies ranking. 
We consider that we are able to make a decision when the risk is going under a fixed 
threshold rC . This threshold defines the decision acceptability in this scheme. The 

calculus of 1( , )id x x gives the least effort to provide (in the sense of norm L1) in 

order that the evaluation of iX  should be at least equal to the one of 1X . This calculus 

enables to determine the criteria on which iX should (be) improve(d) first in order to 

improve as much as possible its overall score. In other words the expression 1( , )id x x  

provides the criteria where iX  must necessarily progress to reach 1X  with a minimal 

effort. Thus, the RS provides the film lovers with the sensitive or critical dimensions 
                                                           
1 When the aggregation operator is a WA this optimization problem is a mere simplex. 
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of the evaluations. The RS manager can also use this kind of information to relevantly 
complete his knowledge base with corresponding additional critics [5]. 
    Through the concept of risk and acceptability of the decision, we have defined a 
reaction feedback loop upon the content of the critics knowledge base used for the 
movies evaluation. Pointing out only the most relevant movies and criteria for which 
additional critics should be of great interest modifies the selection process dynamics. 
The management of the RS is thus represented as a control loop: the risk accompany-
ing the decision is the controlled variable and is strongly linked to the entropy of the 
knowledge base managed by the RS. Each of the three phases—Intelligence, Design, 
Choice—of the decision-making process is identified to a function of the control loop: 
actuator, process and regulator. This viewpoint thus proposes a way the iterative cog-
nitive phases—Intelligence, Design and Choice—which represent the Simon’s Hu-
man Sciences vision of the decision process, can be represented in a control theory 
framework. The cognitive loop of the Simon’s model of DMP, we evocated in the 
introduction, is seen as a control loop on the decisional risk, itself related to the en-
tropy of the critics corpus. 

5   Conclusion 

We have developed a Decision Making Support System combining both text-mining 
techniques for the information phase and multi criteria analysis techniques for the 
justification and selection phases of movies in a RS. This movies RS approach sup-
ports the idea of cognitive automation of collective decision-making process: the 
Simon’s cognitive and descriptive model of decision-making process is here inter-
preted in a cybernetic framework . Our RS is a synthetic tool to automate or to 
strongly support the information, evaluation, comparison, and selection steps in the 
web-recommenders problematic. This paper is focused on the automatic transcription 
from critics into scores. This step associated with an automatic critics mapping proce-
dure produce a complete automation of the information phase implied in the collec-
tive DMP implied in the RS. In this kind of DMP (Simon’s IPS model), the informa-
tion phase plays a major role and that’s why its automation is an essential step in the 
RS. Exhaustive cognitive automation, as proposed in this paper, is probably (and 
hopefully!) a utopian aim but should represent one ideal for the Computer Science 
and Process Control Theory communities in the era of numerical networks. Indeed 
knowledge acquisition and processing in always greater corpus are probably a more 
crucial problem to achieve the « righteous » decision than the search of an apparently 
optimal decision that relies on many modeling hypotheses and simplifications. That’s 
what Simon pointed out in 1947[21]!  
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Abstract. This paper sets out DyQE, a dynamic query expansion information 
retrieval system implemented in the medical domain, aimed at exploring impre-
cise queries. DyQE enhances standard query and result set navigation through 
integration with dynamic taxonomy and broad query expansion. The query ex-
pansion rules are sourced from a fine grained evaluation of data retrieval-based 
query expansion. DyQE offers both a concise representation of a broad subject 
area, and a wide variety of interesting links to related subject areas. 

1 Introduction 

The amount of computer searchable information in the world is broadening, deepen-
ing, and diversifying. This increased supply is matched and driven by an increase and 
broadening of demand; non experts are encroaching on the experts turf, and lowering 
the average expertise of a searcher. These factors drive the enhancement of search.  

Traditionally, information retrieval (IR) has been focused on targeted search, the 
retrieving of discrete answers from known questions. The user has a question, the sys-
tem has an answer, IR is the process of matching them up. Targeted search models the 
interface between search and human as discrete and clean. Search is treated as a 
standalone tool, which facilitates implementation and evaluation.  

On the other hand, targeted IR is not so useful when dealing with questions and an-
swers which are less precise. The imprecise realm is better served by exploratory ap-
proaches to knowledge discovery, with a concomitant increase in user involvement. 
While imprecise search has elements in common with targeted search, there are also 
places where the targeted search tools do not serve it well. The basic desiderata of 
targeted search, correct answers and precise questions, are often missing from impre-
cise search. 

1.1 Imprecise Query  

Imprecise query is defined to be a query which does not precisely specify the infor-
mation need, and cannot retrieve documents which will satisfy the user. While most 
queries contain both precise and imprecise elements, here we focus on the latter. This 
area has been neglected because it is difficult to retrieve something that is not speci-
fied. Too, it requires interaction with the user, something difficult both to do and to 
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evaluate. Even given these impediments, we argue that there exist resources which in-
crease the usefulness of IR to imprecise query.  

Imprecise query (IQ) is not a new phenomenon; in the real world, few queries are 
entirely precise. IQ is an important topic because the forces which drive it are increas-
ing. Imprecise query originates with users who cannot sufficiently describe what they 
are looking for. This can be due to either lack of knowledge of the field, or lack of 
knowledge of self. The domain knowledge deficiency is driven by a number of fac-
tors. Information is becoming more complex, interconnected, and abundant, and the 
user base is broadening. 

Targeted search tools handle imprecise query poorly. There is an expectation that 
the user will themselves read through the results, recognising and extracting more 
precise search terms. This is a valid goal, as recognition memory is much more pow-
erful than recall [1]. The problem is that the onus is on the user to reformulate and re-
submit their original query. As imprecise query is characteristic of relatively inexperi-
enced and often less confident users, this step can lead to an aborted search process, 
which clearly does not fulfil the user’s information need. 

Purely automatic solutions for imprecise query are untenable, because by defini-
tion, an imprecise query does not contain sufficient information. We will need to in-
volve the user in the solution process, but the user is not well served by a linear list of 
results. Instead, it would be more useful to identify and summarise the semantic space 
around such a query, and allow the user to navigate it, using recognition in place of 
recall.  

In DyQE, we use query expansion to explore the semantic space surrounding im-
precise query, and use dynamic taxonomy (DT) to deal with the result sets. The next 
section introduces DT, while DT’s full integration into DyQE will be described in 
Section 4. 

1.2 Dynamic Taxonomy 

Dynamic Taxonomy (DT) [2, 3] is a browsing framework which provides classifica-
tion and filtering tools to organise the browse process. It was designed to use the 
structure found in a simple taxonomy to enhance user IR, using a combination of sim-
ple query expansion and interactive result set modification.  

While query expansion summarises the semantic area surrounding a result set, dy-
namic taxonomy summarises the result set itself, by displaying the hierarchy contain-
ing those concepts. Users can also navigate the metadata based hierarchy, choosing 
terms, and obtaining document sets that are categorised under these terms, or terms 
subsumed by these terms. By the inclusion of these subcategories, DT performs sim-
ple, strictly hierarchical expansion of chosen query terms.  

The entailing oversupply of documents that results from such a query expansion is 
handled by both query preview of search results (showing the number of subsumed 
documents), and via the zoom operator, which provides dynamic filtering of the result 
set. 

A problem with a metadata browser is that of index term overload. DT reduces in-
dex complexity in two ways. Firstly, it displays a hierarchical view of the index term 
set, allowing complexity to be hidden under higher level terms. Secondly, the afore-
mentioned zoom operator dynamically reduces the term set. 
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The zoom operation reduces the term set by filtering it against the document base. 
In response to a request to zoom on a index phrase, the system prunes the taxonomy, 
retaining only the taxonomic elements which categorise the set of text atoms which 
are also categorised by the zoom phrase. More importantly, any terms in the taxon-
omy that do not either directly or indirectly classify the remaining text atoms are 
pruned. This effectively filters the term set against the set of documents that contain 
the term (or subsumptions thereof). After a zoom, other retrieval operations act on the 
reduced taxonomy, and successive zooms add further constraints.  

2 Building DyQE 

DyQE is composed of query expansion rules, and a dynamic taxonomy browsing 
structure. This section details the construction of each of these elements. 

2.1 Query Expansion 

When faced with the standard text retrieval result of an imprecise query, the user has 
few options other than scanning the result set, or reformulating the query; DyQE uses 
query expansion techniques to give the user clickable avenues of exploration, provid-
ing a concise summary of the semantic area around a query. 

Query expansion (QE) is an information retrieval tool where words related to a 
query are added back into the query, and the query rerun. Query expansion addresses 
an oft-characterised problem; a query is made up of words, but the query terms are 
not used in the relevant documents. The information need is not specified by the 
query words. It is an unsolved problem; even Google, the state of the art in commer-
cial information retrieval, does minimal query expansion [4]. 

Query expansion has been widely explored, but mostly from a simple text retrieval 
perspective. Our work brings two novel elements to QE by looking at the problem 
from a data retrieval perspective: direct evaluation, and direct retrieval.  

By using direct evaluation, we characterise high relevance medical query expan-
sions using the process shown in Figure 1. First, the documents from the Ohsumed 
test collection (1) [5] are categorised (2) using the UMLS [6] concepts, resulting in a 
set of concept identified documents (3). A similar process takes place with the Oh-
sumed test queries (4,5).  

After data preparation, we judge the various query expansion algorithms. For each 
concept identified query (9), we expand it using one of a set of expansion algorithms. 
In the evaluation step (12), the expanded query set (11) is matched against the rele-
vant document concept set (7), leading to a success measure for this query and expan-
sion algorithm. By generalising these measures, we arrive a set of rules for generating 
the high quality medical query expansions for user by DyQE. 

Within the DyQE framework itself, we also use identified document concepts as 
handles for directly retrieving documents, both from DyQE queries, and from the 
query expansions generated from these queries. 
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Fig. 1. Generate and directly evaluate query expansion algorithms using UMLS ontology and 
Ohsumed document test collection 

2.2 Dynamic Taxonomy 

Figure 2 shows the DT building process for use in DyQE. The subsumption hierarchy 
is extracted from UMLS based on the identified concepts from the categorised Thera-
peutic Guidelines documents. 
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Fig. 2. Dynamic taxonomy build process 

3 DyQE Conceptual Framework 

The DyQE interface facilitates structured exploration of the semantic space surround-
ing a query. While this system still offers the standard ‘enter query, browse results’ 
paradigm, it integrates this with both a dynamically generated list of high relevance 
query expansions, and a dynamic taxonomy summarisation index structure. Once the 
user has entered a query, the query is parsed, and from this, three sets of links are 
generated:  
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− the standard document fragments, similar to that retrieved by a text retrieval  
algorithm,  

− a dynamic summarisation structure, outlining the corpus section that is described 
by the query terms, and 

− a set of high relevance query expansions, describing the nearby semantic space.  

This functionality is instantiated in the following manner. In preparation, we ex-
perimentally determine the characteristics of the most useful query specific ontologi-
cal relationships, as described above. These characteristics are then used by DyQE to 
generate high relevance expansions based on the current query. Because there are 
numerous such relationships, we also provide a dynamic taxonomy based browser, 
which gives the user both signposts as to the current semantic location, and categori-
sation tool for the surfeit of results.  

Dynamic taxonomy is designed to do subsumption based query expansion and 
taxonomic summarisation of results. DyQE extends DT’s original expansion scheme, 
combining the highest precision query expansions with taxonomic based browsing. 
Adhoc query expansion fits cleanly into the dynamic taxonomy framework as merely 
another way to move in the hierarchy, providing the ability to change the current 
browse focus to a closely related concept.  

DT has a unique set of features, combining query expansion and summarisation us-
ing the same subsumption hierarchy. Subsumption is very functional, being compre-
hendible, recognisable and definable, with these qualities making it useful for summa-
risation. It provides the user with markers as to their current browse location, and 
prevents confusion. Simple subsumption provides good location cues, but it is limited 
as a query expansion tool, representing only a single class of relationship. 

Browsing itself can be cumbersome, as web surfing testifies. In practice, browsing 
is often preceded by a query. For example, when using a reference book, we often 
look up a primary index word, then scan sub headings. In the web, searching is a very 
important modality. The functionality of DT can be greatly enhanced by the addition 
of a query facility, and so our work also grafts query onto dynamic taxonomy.  

Original DT involves traversal of a contiguous area of semantic space. Even with 
the addition a query facility, providing the equivalent of a semantic ‘goto’, navigation 
is still limited to three possible directions: move in (specialise), move out (generalise), 
or alter query and jump again. It is difficult to jump “nearby” without having a good 
knowledge of the domain, and, as searching becomes more widespread, this domain 
knowledge tends to become relatively more rare. This is especially the case in the 
medical field, where there is a high demand for knowledge, and a vast amount of 
available knowledge.  

Often, this domain vocabulary knowledge, and consequent refined search skill, 
come from familiarisation with the literature, that same literature that is represented 
by the documents at and around the current search point. Query preview, query ex-
pansion, and dynamic summarisation together can provide a summary of this fine 
grained background domain knowledge, in the context of the current query. This pro-
vides the user with both a summary of the necessary domain knowledge, and pointers 
to elements in the nearby semantic neighbourhood. This provides much power to the 
user, exactly what is necessary to deal with imprecise query. 
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4 System Architecture 

Our prototype is based on the original dynamic taxonomy structure. By this we mean 
that it is built around a subsumption tree hierarchy, allowing browsing by traversal, 
and the ability to zoom in on a query concept. Dynamic taxonomy has two base func-
tions: query expansion via a subsumption based hierarchy, and results summarisation 
via that same hierarchy. This work extends the former component, allowing expan-
sion via other highly productive link sets, and the latter, by allowing other forms of 
categorisation.  

While DT implicitly displays all nodes subsumed by the current browse focus, we 
extend this, by offering and allowing the choice of one of a set of expansions to re-
place the current focus. In effect, we offer a small sideways semantic jump to a 
slightly different region of the semantic space. This acts in a similar fashion to this is 
the “related word” feature of thesauri. 

DyQE extends DT’s categorisation through the display of applicable query expan-
sions. At any time, DyQE displays a list of current possible query expansions, based 
on 1) the current focus concept, 2) the original query type, and 3) the current zoom 
level, corresponding to the current subset of the document collection. This latter point 
comes about because the expansions are filtered, similar to the term filtering done on 
the DT hierarchy, against the document collection the remains accessible at the cur-
rent zoom level.  

As the user traverses the hierarchy, they are presented with the expansion alterna-
tives related to the current browse focus; it both gives them a picture of their semantic 
neighbourhood, and allows them sideways movement, instead of merely up and down 
the hierarchy. The offered query expansions provide an idiosyncratic summary of 
document content at the current zoom level. In another light, these links are a continu-
ing set of “have you seen this?” type links, allowing for opportunistic connections. 

In dynamic taxonomy, navigation is via the traversal of a tree. We supplement this 
navigation through dynamic query expansion, with the source for the query expan-
sions following the tree traversal focus. As the tree traversal focus changes, a secon-
dary panel displays the most likely relevant set of expansions for this node, given the 
above criteria. At any time, the user can select one of these expansions, which causes 
the current focus to be replaced with the chosen expansion. Additionally, as the focus 
changes, a third panel containing summaries of the document categorised by the focus 
concept are displayed.  

Figure 3 shows a summary of the results arising from DyQE actions. There are 3 
basic actions: subsumption based browsing, query expansion, or entering query text 
(1). The internal results from these actions are shown in (2), and the visible results are 
displayed in (3).  

5 Implementation  

We base our implementation of DyQE on the Therapeutic Guidelines (TG) medical 
guideline collection [7]. We identify concepts and generate a subsumption hierarchy 
for the TG information using the process described in [8]. The query expansion rules 
are generated using the system described in [9]. We store the raw HTML text, the 
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identified concepts, and the subsumption hierarchy in an Oracle database. The DyQE 
browser itself is written in the Java programming language.  
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Fig. 3. Schematic of possible user actions, resulting internal processes, and visible results for 
the DyQE system 

DyQE has three broad categories of user action: query expansion, text query, and 
browsing. Browsing involves traversal of the subsumption tree, with the added pos-
siblity of zooming in on a query concept.  

The DyQE screen layout can be seen in Figure 4. On the top left, there is box for 
entering a query. To the right of this are the control buttons: search, zoom, undo, redo, 
and goto next query concept. The last thing on this line are the concept representing 
the current zoom level of the document base.  

The remainder of the screen is divided into 4 boxes. The upper left box contains 
the dynamic taxonomy structure. This is arranged as a treeview, containing both the 
names of the taxonomic concepts, and the number of documents classified by this 
concept. Below this are a list of query expansion choices, in increasing semantic dis-
tance order. The top right box contains a list of document summaries, chosen by the 
currently focused taxonomic term. Clicking on one of these summaries fills the bot-
tom right box with the full text of the summarised document. 

System operation is as follows. At any time, there is one active concept which has 
the focus in the taxonomic tree. When the root concept has the focus, the summary 
panels are empty, but at all other times, the document fragments displayed in the 
summary panel, and the expansion displayed in the expansion panel, are related to the 
currently active taxonomic concept. 

In typical usage, the user will enter an imprecise query in the query box. The sys-
tem identifies the medical concepts in the query, opens up the dynamic taxonomy at 
all of these concepts, and zooms in on each of the concepts. Navigation focus is then 
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located at the first query concept, and as a result, the fragments related to that concept 
are displayed. At this point, due to the implicit zoom, the taxonomy panel displays a 
summary of the document set that is classified by the concepts in the query. 

 

Fig. 4. DyQE screen layout 

The taxonomy panel has largely standard DT function. Options include zoom, 
movement in and out (corresponding to specialisation and generalisation), and the 
opening and closing of branches. The only difference is the feature of dynamic focus 
movement, which happens due to outside events. One such event is the choosing of a 
query expansion. 

Potential query expansions are displayed in the query expansion box. Expansions 
offered are displayed in order of relevance. When the user chooses a query expansion, 
this changes the focus of the taxonomy pane (with corresponding change of retrieved 
document fragments). If user wishes, they can then zoom on the found expanded 
term. 

There are five control buttons; Undo, Redo, Zoom, and FocusNextQueryConcept. 
Undo and redo apply to the last action, with undoable actions including change of fo-
cus, zoom, entering of a query concept, and clicking on query expansions or hyper-
links. FocusNextQueryConcept is active when there is a multiple concept query, and 
it moves the focus to the next query concept. In the example, the user entered the 
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query ‘warfarin heart disease’, and the two query concepts ‘warfarin’ and ‘heart dis-
ease’ were identified and zoomed in the query tree. Because the initial query concept 
was ‘warfarin’, FocusNextQueryConcept moves the query focus to ‘heart disease’.  

6 Discussion 

The hypothesis of this paper is that query expansion can be usefully integrated into 
dynamic taxonomy, extending both retrieval and query preview capabilities. To 
evaluate this, we will build such a system, and do proof by demonstration [10]. 

We will evaluate our system on two levels: feasibility of design, and usability of 
functionality. With regards to the former, we address the feasibility of designing a 
system with a selected feature set. We specify a desired general feature set, and then 
evaluate how the system implements these features. We want the following features: 

1. orientation tools which keep the user informed of their current position in the se-
mantic space,  

2. query preview tools, motivating continued searching,  
3. user control enhancement, and 
4. multiple modality searching 

The second evaluation we perform relates to functional usability. This is more 
complex than design feasibility, because functional usability exists only in relation-
ship with a user. Where design feasibility looks at implementation details, functional 
usability looks at task fulfilment. Here, we answer the question, does the system pro-
vide functionality for user. Because of this, our questions are more general; instead of 
looking at specific implementation details, we focus on the system’s functionality in 
relationship to tasks that are not fulfilled by standard IR systems. Our evaluation of 
this feature will consist of broad areas of functionality, and show examples of where 
the prototype provides such functionality. 

In the area of functional usability, medical query based browser should fulfil the 
following criteria: 

1. answer typical medical questions which are difficult to answer with standard re-
trieval methods, 

2. be accessible to users with little domain knowledge, 
3. have ability to provide interesting views of the data, and 
4. provide serendipitous access to related results. 

Feasibility of design is supported by visual features which keep the user oriented 
and motivated, including the text summaries, the query preview elements, and the 
subsumption hierarchy and query expansions related to the current zoom level and fo-
cus concept. These visual features are buttressed by action tools, such as undo and 
redo buttons, and a variety of search modalities, such as integrated query/browse, hy-
perlink driven result sets, and both subsumption and query expansion based browsing. 

The functional usability criteria is met because of the rich interface. The implemen-
tation of multiple access modalities, with many hyperlinks, provides broad easy ac-
cess to the corpus, with many opportunities for recognition. The variety of access mo-
dalities provides interesting, query centred views of the corpus. 
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7 Conclusion  

This system is an overall advance in the area of exploration of results arising from an 
imprecise query. It fulfils our original goal, providing tools to explore the semantic 
area around an imprecise query. When the user recalls search terms, they can enter 
queries. If the user wants to search using recognition, they can do so in either a top 
down fashion, browsing the ontologically based taxonomy, or bottom up in a docu-
ment centred fashion, through zooming in on the document concepts. 

These exploration options are supported by a multitude of passive signposts, show-
ing the user both their position in the taxonomic hierarchy, in the query expansion 
space, and in the document space. These signposts are also hyperlinks, allowing the 
user to go and investigate further, following their interest. The interface is highly re-
sponsive, enticing the user to continue exploring. The screen is very live; clicking on 
almost any part of it leads to some action. This is not an entirely good thing, with the 
potential for user confusion. The ‘back’ button is a concession to this problem. 

This paper sets out and evaluates an innovative information exploration tool useful 
for imprecise query. This system is implemented in the medical field, and the tech-
niques can be ported to other domains.  
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Abstract. Ontologies are the backbone of the Semantic Web, a semantic-aware 
version of the World Wide Web. To the end of making available large-scale, 
high quality domain ontologies, effective and usable methodologies are needed 
to facilitate the process of Ontology Building. Many of the methods proposed 
so far only partly refer to well-known and widely used standards from other ar-
eas, like software engineering and knowledge representation. In this paper we 
present UPON, a methodology for ontology building derived from the Unified 
Software Development Process. A comparative evaluation with other method-
ologies, as well as the results of its adoption in the context of the Athena Inte-
grated Project, are also discussed. 

1   Introduction 

Ontologies, i.e. semantic structures encoding concepts, relations and axioms of a 
given domain, are the backbone of the Semantic Web (Berners-Lee et al., 2001), a 
semantic-aware version of the World Wide Web. Ontologies allow the web resources 
to be semantically enriched. This is a pre-condition to provide new, advanced services 
over the web, such as the semantic search and retrieval of web resources. 

Unfortunately the community has not yet reached a consensus on one or more stan-
dard methods for building large-scale ontologies. For this reason, in this paper we 
propose a method derived from a well-established software engineering process, the 
Unified Software Development Process (Jacobson et al., 1999). 

Along this line, we present UPON, a novel approach to large-scale ontology build-
ing that takes advantage of the Unified Process (UP). As a result, on one side, the 
adoption of the UP and the Unified Modeling Language (UML) makes ontology 
building an easier task for modellers familiar with these techniques. On the other side, 
we show how well each phase of ontology building fits in the UP, thus guiding the 
process of ontology development through a number of consolidated steps. 

                                                           
* This work is partially supported by the Interop NoE and Athena IP, 6th European Union 

Framework Programme.  
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UPON is aimed at supporting the work of the ontology engineers, that we classify 
as knowledge engineers (KE) and domain experts (DE). Even though automatic on-
tology learning methods allow ontology engineers to significantly speed up the ontol-
ogy building process, the automatically generated ontology always requires an addi-
tional manual validation and integration. Therefore, a manual procedure is still neces-
sary to guide the process of releasing the final ontology. 

The paper is organized as follows: in Section 2 we present our approach to ontol-
ogy building. Section 3 discusses previous work in this area and provides a two-fold 
evaluation of UPON, the first by comparison with others methodologies, and the 
second in the context of the Athena Integrated Project1. In particular, using UPON, an 
eProcurement ontology was built with the support of AIDIMA2, a research and devel-
opment association, dedicated to technology and innovation transfer to the Spanish 
woodworking and furniture sector. Finally, in Section 4 we provide conclusions and 
future work. 

2   UPON: Unified Process for Ontology Building 

In this section we present UPON (Unified Process for ONtology building), an incre-
mental methodology for ontology building. The process we propose stems its charac-
teristics from the Software Development Unified Process, one of the most widespread 
and accepted methods in the software engineering community, and uses the Unified 
Modeling Language (UML) to support the preparation of all the blueprints of the 
ontology project. UML has been already shown to be suitable to this end (Guizzardi et 
al., 2002), confirming its nature of rich and extensible language.  

What distinguishes the UP and UPON from the other processes, respectively for 
software and ontology engineering, is their use-case driven, iterative and incremental 
nature. 

UPON is use-case driven in that it aims at producing an ontology with the purpose 
of serving its users, both humans and automated systems (e.g. semantic web services, 
intelligent agents, etc.). User interactions take place through use cases that drive the 
exploration of all aspects of the ontology. 

The nature of the process is iterative because each activity is repeated possibly 
concentrating on different parts of the ontology being developed, but also incre-
mental, since at each cycle the ontology is further detailed and extended. 

Following the UP, in UPON we have cycles, phases, iterations and workflows. 
Each cycle consists of four phases (inception, elaboration, construction and transi-
tion) and results in the release of a new version of the ontology. Each phase is further 
subdivided into iterations. During each iteration, five workflows (described in the 
next subsections) take place: requirements, analysis, design, implementation and test. 
Workflows and phases are orthogonal in that the contribution of each workflow to an 
iteration of a phase can be more or less significant: early phases are mostly concerned 
with establishing the requirements (identifying the domain, scoping the ontology, 
etc.), whereas later iterations result in additive increments that eventually bring to the 
                                                           
1 “Advanced Technologies for Interoperability of Heterogeneous Networks and their Applica-

tion”, Integrated Project 507849, 6th EU FP - http://www.athena-ip.org 
2 http://www.aidima.es/aidima 
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final release of the ontology (Fig. 1). Notice that, as illustrated in the figure, more than 
one iteration may be required to complete each of the four phases. This scheme follows 
faithfully the Unified Process. In addition, as shown in the figure, the domain expert 
provides his contribution in the early workflows and partially during the Test while the 
knowledge engineer is mostly focused on the Design and Implementation.   
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Fig. 1. The UPON Framework 

 
The first iterations (inception phase) are mostly concerned with capturing require-

ments and partly performing some conceptual analysis. Neither implementation nor test 
is performed. During subsequent iterations (belonging to the elaboration phase) analysis 
is performed and the fundamental concepts are identified and loosely structured. This 
may require some design effort and it is also possible that the modellers provide a pre-
liminary implementation in order to have a small skeletal blueprint of the ontology, but 
most of the design and implementation workflows pervade iterations in the construction 
phase. Here some additional analysis could be still required aiming at identifying con-
cepts to be further added to the ontology. During the final iterations (transition phase), 
testing is heavily performed and the ontology is eventually released. 

The incremental nature of UPON requires first the identification of the relevant 
terms in the domain, gathered in a lexicon; then the latter is progressively enriched 
with definitions, yielding a glossary; adding to it the basic ontological relationships 
allows a thesaurus to be produced, until further enrichments and a final formalization 
produces the sought reference ontology. 

In the following subsections each ontology workflow is described in detail, with 
the help of a practical example. 

2.1   The Requirements Workflow  

Requirements capture is the process of specifying the semantic needs and knowledge 
to be encoded in the ontology. The essential purpose of this workflow is to reach an 
agreement between the modellers, the knowledge engineers, and the final users (Ja-
cobson et al., 1999), represented by the domain experts. 

During the first meetings, knowledge engineers and domain experts establish the 
guidelines for building the ontology. The first goal is the identification of the objec-
tives of the ontology users. To this end, it is necessary to: (i) determining the domain 
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of interest and the scope, and (ii) defining the purpose. These objectives are achieved 
by: (iii) writing a storyboard, (iv) creating an application lexicon, (v) identifying the 
competency questions, and (vi) the related use cases. 
 
(i) Determining the domain of interest and the scope. Delimiting the domain of 
interest is a fundamental step to be performed (Uschold and King, 1995), aiming at 
focusing on the appropriate fragment of reality to be modelled. If the domain is huge, 
one or more sub-domains may also be determined. 

The domain we used to validate the UPON methodology is eBusiness. In particu-
lar, we focused on eProcurement, the business-to-business (B2B) purchase and sale of 
goods and services over the Internet. 

Defining the scope of the ontology consists in the identification of the most impor-
tant concepts to be represented, their characteristics and granularity. Defining a scope 
means making a set of ontological commitments, bringing some part of the domain 
into focus at the (required and expected) expense of blurring other parts. These onto-
logical commitments are not incidental: they provide a guidance in deciding what 
aspects of the domain are relevant and what to ignore.   

Following Guarino et al. (1994), the ontological commitment can be seen as “a 
mapping between a language and something which can be called an ontology”. This 
allows one to preliminarily identify terms as representatives of ontology concepts. 

Usually at this stage modellers have only a vague idea of the role each concept will 
play, i.e., their semantic interconnections, within the ontology. If necessary, they can 
annotate these ideas for further development during subsequent iterations. 

In the eProcurement application, the ontology chiefly concerns all the processes 
and the interactions between a buyer and a supplier (e.g., exchange of business docu-
ments like an invoice or a purchase order). 

(ii) Defining the purpose (or motivating scenario). The reason for a new ontology, 
its intended uses, and the kinds of users must be established. In the eProcurement 
application, the goal of the ontology is to provide a better understanding of the 
domain of interest and be a support for semantic interoperability between two legacy 
systems. In particular, we envisage three basic uses of the developed ontology: 

• search and retrieval of semantically enriched documents; 
• ontology-based reconciliation of data messages exchanged between a buyer 

and a supplier in business transactions; 
• ontology-based reconciliation of business processes between two different 

business partners (e.g. the steps in a purchasing activity). 

(iii) Writing a storyboard. In this step the domain expert is asked to write a panel or 
series of panels of rough sketches outlining the sequence of all the activities that de-
fines a particular scenario. This storyboard can be also used to extract the terminology 
of the domain expert. 
(iv) Creating the application lexicon. This task can be supported by using some 
automatic tools to extract knowledge from documents, such as OntoLearn (Navigli 
and Velardi, 2004). 
 



 A Proposal for a Unified Process for Ontology Building: UPON 659 

 

 (v) Identifying the competency questions. Competency questions are questions an 
ontology must be able to answer (Gruninger and Fox, 1995). They are identified 
through interviews with domain experts, brainstorming, an analysis of the document 
base concerning the domain, etc. The questions do not generate ontological commit-
ments, but are used during the test workflow to evaluate the ontological commitments 
that have been made. The usage of competency questions is more appropriate when 
the ontology will be used for querying and discovering resources rather than for rec-
onciliation.   

(vi) Use-case identification and prioritization. UPON proposes to take competency 
questions into account through use-case models. A use-case model serves as a basis to 
reach an agreement between the users (i.e., who require the ontology) and the 
modellers, and contains a number of use cases. In the context of ontologies, use cases 
correspond to knowledge paths through the ontology to be followed for answering 
one or more competency questions. Although they are to be specified during the 
analysis and design workflows, it is necessary to prioritize and package (i.e. group) 
them during requirements. The result will help dictate which use cases the team 
should focus on during early iterations, and which ones can be postponed. 

The outcome of the Requirements Workflow is a set of documents, including those 
resulting from the above steps, to be extended during subsequent iterations. 

2.2   The Analysis Workflow 

The conceptual analysis consists of the refinement and structuring of the ontology 
requirements identified in previous section. The ontological commitments derived 
from the definition of scope are extended, by reusing existing resources and through 
concept refinement. 

Considering reuse of existing resources: Identification of relevant terms (domain 
lexicon). The description of this activity adheres to the view of linguistic ontology 
(Gómez-Pérez et al., 2004) in which concepts, at least the lower and intermediate 
levels, are anchored to texts, i.e. they have a counterpart in natural language.  
    Reuse concerns internal legacy resources as well as external resources requiring 
possible refinements and extensions, like interviews, documents, standards, 
glossaries, thesauri, computational lexicons and available ontologies.  

In the eProcurement application the domain experts considered the following 
eBusiness standards: ebXML (http://www.ebxml.org), RosettaNET 
(http://www.rosettanet.org), and OAGIS (http://www.openapplications.org). The 
analysis of these standards comprises 2614 elements (140 from ebXML, 1873 from 
RosettaNET, 600 from OAGIS). A statistical analysis was done in a corpus of docu-
ments of reference to identify frequently used terms to be included in the domain 
lexicon. The domain experts decided to include, in this lexicon, all the terms present 
in at least two standards (e.g. Price, Currency, TransportMode, etc.). Other terms were 
included only after approval from a wider panel of experts. After this activity, the 
domain lexicon contained 83 terms.  
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Modelling the application scenario using UML diagrams. The goal of this activity 
is to model the application scenario and better specify the Use Case Diagrams, drawn  
in the requirement workflow, with the aid of Activity and Class Diagrams. The reason 
to use UML is that it represents the scenario in a shared language, that allows domain 
experts (especially business people) to perform this activity without the support of the 
knowledge engineer.  
Building the glossary. A first version of a glossary of concepts of the domain of 
interest has to be built merging the application lexicon (from the domain experts) and 
the domain lexicon (from the existing resources). Considering the scope of the two 
lexicons we can organize all the concepts in two major areas: the intersection area and 
the disjoint area (see Fig. 2). As done with the analysis of existing resources, it is 
possible to use a similar “inclusion policy”: the glossary should include all the con-
cepts coming from the intersection area and, after the domain experts approval, the 
ones from the disjoint area. Then domain experts should agree on the definition of 
concepts. It is very important that the concepts are defined according to precise refer-
ences or mentioning the author of that definition. 

2.3   The Design Workflow 

The refinement of entities, actors and processes identified in the analysis workflow, as 
well as the identification of their relationships, is performed during the design work-
flow. The design of the ontology follows the OPAL methodology (Missikoff and 
Taglino, 2002). 

Categorising the concepts according to the OPAL methodology (Actor, Process, 
Object). Each concept can be further enriched with the identification of a top-level 
“category” for the defined concept (e.g. entity for Product, process for Purchase Order 
Issuing, actor for Purchasing Unit, etc.). 

These “categories” include the major ontological categories, according to proposals 
of top ontologies, such as (Sowa, 1999), or meta-ontologies (Uschold and King, 
1995). We adopted the OPAL methodology.  
Refining the concepts and their relations. At this stage, the gradual and incremental 
passage from terms to concepts is made clear by the formal definition of relations 
between sets of synonyms identified in the previous phase. 

As a first structuring step, concepts can be organized in a taxonomic hierarchy 
through generalization (the kind-of or is-a relation). Three main approaches are 
known in the literature (Uschold and Gruninger, 1996): top-down (from general to 
particular), bottom-up (from particular to general) and middle-out (or combined). The 
combined approach consists in finding the salient concepts and then generalizing and 
specializing them. This approach is considered to be the most effective because con-
cepts “in the middle” tend to be more informative about the domain. 

The resulting taxonomy can finally be extended with other relations, i.e., part-of 
and association. The outcome of this step is a UML class diagram, using generaliza-
tion (IsA), aggregation (Part-Of) and association relations. A UML association rela-
tion can be labeled with a predicate and allows to represent all the relations needed for 
the ontology to be built. 
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Intersection
Area

Disjoint
Area

Application
Lexicon (AL)

Domain
Lexicon (DL)

Concepts
from the

Intersection
Area

Disjoint
Area

Glossary

Concepts
from AL

only

Concepts
from DL

only

Purchase Order: A printed or 
typed document, issued by the 
Buyer Purchasing Unit as a firm 
and formal request to a specific 
Manufacturer/Supplier to pro-
duce and supply goods/services 
according to Price, Terms and 
Conditions previously agreed 
and approved. (Merriam Web-
ster + AIDIMA) 
b) 

Fig. 2. a) Activity of glossary building. b) One of the concepts included in the eProcurement 
glossary with its definition. 

2.4   The Implementation Workflow 

The purpose of this workflow is to formalize the ontology in a language and to im-
plement it in terms of components. Components implement concepts from the design 
workflow and follow the established grouping into packages (i.e. ontology portions). 
Use-case prioritization from the requirements workflow and packaging from all the 
previous workflows allow component engineers to work on different parts of the 
ontology to be integrated at subsequent iterations. 

Components can be written down in a variety of languages and notations. The 
adoption of a certain formalism is appropriate as long as it conveys the appropriate 
expressiveness and it allows an easy reuse within the community. As a result of a long 
standardization effort, the Ontology Web Language (OWL: 
http://www.w3.org/TR/owl-features) is the main candidate for encoding an ontology 
to be used on the Semantic Web. The outcome of this workflow is the implementation 
model, including packages of implemented components.  

For instance, in the eProcurement domain, concepts can be packaged in two 
groups: the ones concerning internal activities, performed inside a business organiza-
tion (e.g. Purchase Requisition Form, Evaluating Purchase Request, ...), and the ones 
concerning interaction activities, performed between two different business organiza-
tions (e.g. Purchase Order, Issuing Purchase Order). 

2.5   The Test Workflow 

The test workflow allows to verify that the ontology correctly implements its re-
quirements. UPON envisages two kinds of test. The first concerns the coverage of the 
ontology over the application domain. In particular, the domain expert is asked to 
semantically annotate the UML diagrams, representing the application scenario, with 
the ontology concepts. This test is more appropriate for ontologies to be used for the 
ontology-based reconciliation of messages and business processes. The second con-
cerns the competency questions and the possibility to answer them by using concepts 
in the ontology. For instance, in the eProcurement application such a test gives a 
positive result, since it is possible to answer to the question “What are the documents 
that a company receives before a Purchase Order?” using the ontology concepts 



662 A. De Nicola, M. Missikoff, and R. Navigli 

 

Request For Quotation, Processing RFQ, Sending RFQ. This test is more appropriate 
for ontologies to be used for discovery and search of web resources.   

3   Related Work and Evaluation 

The first contributions to ontology building methods are due to Gruber (1993), Grun-
inger and Fox (1995), Uschold and King (1995), Uschold and Gruninger (1996), con-
stituting the basis for many subsequent proposals. Gruber’s seminal work discusses 
some basic ontology design criteria (clarity, coherence, extendibility, minimal encod-
ing bias and ontological commitment). Gruninger and Fox (1995) provide a skeletal 
methodology for ontology building, while a method based on competency questions is 
presented by Uschold and King (1995). 

A complete ontology development process, METHONTOLOGY, is proposed by 
Fernández et al. (1997). The process is composed by the following phases: specifica-
tion, conceptualization, formalization, integration, implementation, maintenance. Its 
life cycle is based on evolving prototypes and specific techniques peculiar to each 
activity. Other activities, like control, quality assurance, knowledge acquisition, inte-
gration, evaluation and documentation are carried out simultaneously with the ontol-
ogy development activities. 

With a strong emphasis on knowledge maintenance and management, Sure et al. 
(2004) propose On-To-Knowledge, an ontology development process consisting of 
five main phases: feasibility study, kick-off, refinement, evaluation, application and 
evolution. Each phase consists of a number of sub-steps. 

Other approaches, often tied to industry or research projects, include the methods 
used for building CyC, SENSUS, and KAKTUS (OntoWeb deliverable, 2002). A com-
plete overview of ontology building methods is provided by Corcho et al. (2003). 

We provide a two-fold evaluation of the proposed approach. First, we provide a 
comparative evaluation with respect to the methodologies introduced above. Second, 
we briefly describe our experience in using the process in building an ontology of 
eProcurement for the Athena Integrated Project. 

In order to evaluate a number of different ontology building processes, Fernández 
and Gómez-Pérez (2002) present a framework based on the comparison with respect 
to the IEEE 1074-1995 standard for software development life cycle. Here we inte-
grate UPON into the evaluation framework in order to assess it with respect to the 
other proposals. 

The IEEE standard, applied to ontologies, distinguishes three kinds of processes: pro-
ject management processes, concerning the creation of a project management frame-
work for the entire ontology life cycle; ontology development processes, including a 
pre-development process (an environment study and a feasibility study), a develop-
ment process (requirements, design, implementation) and a post-development process 
(installation, operation, support, maintenance and retirement of an ontology); integral 
processes, required to complete ontology project activities. 

Because of its nature, UPON does not deal with project management processes and 
pre/post development activities, while this is a major benefit of the On-To-Knowledge 
approach. On the other side, the adoption of UPON does not require any learning 
curve for domain experts using UML and the Unified Process, because it is just an 
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adaptation of the UP to ontology building. This is an advantage also over the adoption 
of METHONTOLOGY, that roughly covers the same development processes as 
UPON. Furthermore, an extension of the UP, the Enterprise Unified Process (Nal-
bone et al., 2004), is being developed with the aim of taking project management and 
all the other pre/post development activities into account. In the future we will con-
sider the extension of UPON to these other aspects. 

Another big advantage of UPON over the other methodologies is that diagram-
ming, documentation and versioning can be performed with the aid of a variety of 
tools specialized for UML, like Rational Rose, Microsoft Visio, etc. 

UPON was applied in the context of the Athena Project for building an ontology of 
eProcurement. Despite its preliminary stage, both domain experts and modellers ex-
pressed their appreciation. The developed ontology consists of 23 actors, 21 proc-
esses, 14 objects and 83 attributes, complex and atomic. Though it may seem a “small 
ontology”, it is appropriate for the given purposes. In particular it allows the semantic 
annotation of the main business documents (e.g. the purchase order and the invoice) 
used in a purchasing transaction. 

4   Conclusions and Future Work 

In this paper we presented UPON, an ontology building methodology based on the 
Unified Process. Ontology building is different from developing a software system, 
but we showed that the basic phases are the same and some diagrammatic specifica-
tions can be used for each phase of the lifecycle of both software systems and  
ontologies. 

The strength of the approach lies in the UP being a highly scalable and customiza-
ble framework. It can indeed be tailored to fit a number of variables: the ontology 
size, the domain of interest, the complexity of the ontology to build, the experience 
and skill of the project organization and its people. Furthermore, the modellers can 
decide to adapt the scheme presented here for one of the methodologies derived from 
the UP (like the Rational Unified Process). 

In a future work, we would like to provide a more detailed evaluation of the proc-
ess with respect to the other proposals as well as an analysis of how to adapt cross-
phase activities to the needs of ontology building. In describing UPON, some aspects 
of the UP, like interfaces, architectures, activity diagrams etc., have been neglected 
for the sake of space. 

Finally, an important aspect is the possibility of assessing the quality of an ontol-
ogy built with the UPON methodology. This issue is currently under elaboration and 
will be presented in the next future. 
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Abstract. Software package selection is an activity that plays an increasingly 
crucial role in the delivery of software systems. One of its main open issues is 
how to structure the knowledge about the software marketplace and in 
particular how to know which types of packages are available and which are 
their objectives. Profit and non-profit organizations of any kind use to arrange 
these types into categories in a hierarchical form. However, the rationale behind 
the proposals found is often confusing and therefore their usefulness is 
hampered. In this paper we propose the use of taxonomies for structuring this 
knowledge. Our taxonomies are goal-driven, which means that we provide a 
rationale for the decisions taken. The leaves of the taxonomies are the types of 
packages available in the market, whilst the intermediate nodes are categories 
that group them when closer relationships are found. The proposed taxonomies 
are not defined from the scratch but applying the appropriate transformation 
rules to some departing classification available. We define the syntactic form of 
the rules and also their applicability conditions as properties on the involved 
goals. We apply them to a particular case, a taxonomy for business applications. 

1   Introduction 

The amount of software packages [1, 2] available on the market is growing more and 
more. This tendency is due both to the increasing adoption of component-based soft-
ware technologies by the community, and to the continuous creation of new commun-
ication and marketing channels that bridge the gap between providers and consumers 
of those products. Therefore, there is an increasing need for organizing the available 
types of software packages to achieve more efficient and reliable selection processes.  

As a response to this need, profit and non-profit companies, organizations and 
teams have arranged this knowledge by defining categories of services, products and 
knowledge, usually structured in a hierarchical form [3-14]. Regardless of their 
comprehension, completeness, and scope, all of these proposals share a common 
characteristic that may be considered as a drawback: they present a hierarchy of items 
without a clear rationale behind. The categorization relies on experience, knowledge, 
and observation but they rarely use knowledge engineering and requirements 
engineering techniques to classify the enclosed items. Sometimes, the meaning of a 
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1 C. Ayala’s work has been partially supported by a FI grant (Catalan government). 
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particular category is not clear without further examining the items, especially if it is 
absolutely unknown to the user. As a result, the understanding, use, evolution, 
extension, and customization of the categorization proposal may be difficult. 

The purpose of this paper is to present an approach for solving this drawback. Our 
proposal is based on the use of goals to provide semantics to the nodes of existing ad-
hoc classification hierarchies. Then, we may define the process of taxonomy 
construction as the repeated application of transformation rules over the nodes of the 
source hierarchy. These transformations must satisfy some completeness and 
correctness conditions with respect to the involved goals which will be presented 
here. For illustration purposes, we apply these rules to a case study. 

2   A Process for the Construction of Software Package Taxonomies 

The transformation of an unstructured classification into a goal-based taxonomy can 
be roughly divided into two steps. Firstly, we apply techniques for discovering goals 
in the departing classification hierarchy; examples are the GBRAM method [15], built 
on top of the Inquiry Cycle approach [16], and decision trees building algorithms such 
as C4.5 [17] and CART [18] for expressing goals as a combination of classifiers 
values. Secondly, we rearrange the hierarchy to make it correct and complete by 
applying repeatedly transformation rules.  

In the rest of the paper we focus on the second step of the process. In other words, 
we consider that the goal discovery process will be covered by existing techniques as 
those mentioned above. For defining formally the transformation rules, we first state 
the notions of taxonomy and goal and we define what a correct and complete 
taxonomy is. These two notions will induce naturally a process to apply the 
transformation rules in a comfortable order that guarantees termination while being 
expressive enough. 

A goal-oriented taxonomy T is a tree over a domain. As such, we need predicates 
and functions shown in table 1. 

Table 1. Predicates and functions over taxonomies 

Belongs(T, A): the element A belongs to T Parent(T, A, B): A is parent of B in T 
Leaf(T, A): A is a leaf in T Root(T, A): A is the root of T 
Children(T, A): returns the set of children of A in T  
Successors(T, A): returns the set of successors of A in T Goal(A): goal of node A 
Ancestors(T, A): returns the set of ancestors of A in T Name(A): name of node A 

 
Goals are defined over a set X ={xk}n of independent variables that characterize the 

taxonomy. Goal satisfaction is defined by means of assignment to the variables, 
therefore for each assignment ass = (x1←v1, …, xn←vn), the expression satass(G) 
yields true if the goal G evaluates to true for this assignment, otherwise false. 
Throughout the rest of the paper we use the predicates on goals with the meaning and 
abbreviations showed in table 2. 
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Table 2. Predicates, semantics and abbreviations used over goals 

Predicate or function Semantics Abbrev 
impliesGoal(G, H): the goal G implies the goal H ∀ass: satass(G)  satass(H) G H 
soft-impliesGoal(G, H): the goal G implies the goal H for 
some assignment whilst the reverse is not true 

∃ass: satass(G)  satass(H) ∧ 
¬∃ass: satass(H)  satass(G) 

G± H 

disjointGoals(G, H): goals G and H are mutually exclusive ∀ass: ¬ satass(G) ∧ satass(H) ¬G∧H 
equivGoals(G, H): goals G and H are equivalent ∀ass: satass(G) = satass(H) G≡H 
emptyGoal(G): goal G is never satisfied ∀ass: ¬ satass(G) G=∅ 

F = diffGoals(G, H): obtain the difference of goals G and H 
∀ass: satass(G) ∧ ¬ satass(H)  

         ⇔ satass(F) 
G−H 

F = unionGoals(G, H): obtain the union of goals G and H 
∀ass: satass(G) ∨ satass(H)  

         ⇔ satass(F) 
G∪H 

F = intersectGoals(G, H): obtain the intersection of goals G 
and H 

∀ass: satass(G) ∧ satass(H)  
         ⇔ satass(F) 

G∩H 

UnionGoalsExt({Gk}n), intersectGoalsExt({Gk}n) are extensions to a set of goals (used quantified) 

 
A goal-oriented taxonomy T is said to be correct and complete if it satisfies the 

conditions below. C1 ensures that decomposition of software package types is well-
formed, C2 that the taxonomy provides a unique way for classifying software 
packages and C3 that software packages can always be classified using the taxonomy: 

 

C1. Parent-child correctness. The goal of each node is implied by its parent goal: 
                    ∀X: belongs (T, X): [∀Y: Y∈ children(T, X): Goal(X)  Goal(Y)] 

C2. Siblings correctness. The goals of siblings are disjoint: 
                        ∀X, Y: X ≠ Y ∧ belongs (T, X) ∧ belongs(T, Y) ∧ 

                                    (∃A: belongs (T, A): parent(T, A, X) ∧ parent(T, A, Y)):  ¬ Goal(X) ∧ Goal(Y)  

C3. Completeness. The goals of siblings cover altogether the goal of their parent: 
                    ∀X: belongs (T, X) ∧  ¬ leaf(T, X): [Goal(X) ≡ ∪Y: Y∈children(T, X): Goal(Y))] 

 
Given these correctness and completeness notions, we can define a process for 

rearranging a goal-oriented taxonomy: first we remove conflicts among parents and 
children to ensure C1, next we detect and solve conflicts among siblings to ensure C2 
and afterwards we complete the taxonomy identifying new nodes that fulfill the 
parent goal to ensure C3. We add a fourth step, once we have a correct and complete 
goal-oriented taxonomy, to tailor the result to the particular (and subjective) taste of 
the designer with respect to level of detail. Transformation rules are used in each step 
to progress towards the result. 

3   A Set of Transformation Rules for Manipulating Taxonomies 

In this section we present the transformation rules that are used when restructuring 
taxonomies. Taxonomy manipulation is goal-based taking into account the properties 
of correctness and completeness of taxonomies stated in section 2. There are 8 
transformation rules that are applied into the 4 identified steps; some rules apply to 
more than one step. Some of the rules may take slightly different forms, and we have 
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therefore some different variations of the basic idea which are given different names. 
The rules are specified by pre and postconditions using the predicates and functions 
on taxonomies and goals introduced in section 2; in postconditions, the expression 
x@pre stands for the value of x before applying the rule. Due to lack of space, the 
predicates on the form of the tree are not written explicitly, they can be easily inferred 
from Fig. 1, which shows graphically the transformation rules. In each step we 
assume as invariants the conditions Ci (see section 2) that have been ensured in the 
previous step that must be considered implicitly as part of the preconditions and 
postconditions of the rules that apply in this step. Last, we get rid of renamings, we 
assume that every rule has the right to change the name of the involved nodes for 
legibility.  

3.1   Transformation Rules in Step 1 

When a node B is found such that its goal is not implied by its parent’s goal, we have 
basically two options: to move B to another part of the taxonomy T or else to remove 
it. We introduce therefore two rules, Reallocation and Removal. 

 

R1. Reallocation(T, A, B, X) Changes the current position of B (and its successors), because 
its goal violates C1with respect to its parent’s goal A. The new parent position will be X. 

• Precondition: ¬ Goal(A)  Goal(B) 

There are several variations of reallocation, each refining slightly this initial contract: 
− B’s goal is implied by some other node X’s goal in the taxonomy T, which is the 

destination of the reallocation. We call this variant Strict Reallocation and it is 
characterized by the fact that its precondition is further enlarged: 

R1.1. Strict Reallocation(T, A, B, X).  
• Precondition:  ¬ Goal(A)  Goal(B) ∧ Goal(X)  Goal(B) 

− B’s goal is not implied by any other node’s goal in the taxonomy T, but there is a 
relationship with node X’s goal, which is the destination of the reallocation. We 
represent this relationship by the concept of soft implication (± , see section 2). In 
this case, we have three more subcases: 
a) X’s goal is left as it is, which means that we need further rules to be applied on 

X and B to reach a correct state. In other words, this reallocation is just a first 
move in a multi-rule movement. We call this Unfinished Reallocation. 

R1.2. Unfinished Reallocation(T, A, B, X).  
• Precondition: ¬ Goal(A)  Goal(B) ∧ Goal(X) ±  Goal(B) 

b) X’s goal is enlarged, to capture the part of B’s goal that is not implied. Of 
course, this increment of satisfaction must be propagated to all X’s ancestors. 
This variant is called Enlarged Reallocation. 

R1.3. Enlarged Reallocation(T, A, B, X).  
• Precondition: ¬ Goal(A)  Goal(B) ∧ Goal(X) ±  Goal(B) 

• Postcondition: Goal(X) = Goal@pre(X) ∪ Goal(B) ∧ 
                  ∀Y∈ancestors(T, X): Goal(Y) = Goal@pre(Y) ∪ Goal(B) 
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c) B’s goal is narrowed, to discard the part of the goal that is not implied by X’s 
goal. Of course, this narrowing must be propagated to all B’s successors. Thus, 
we obtain the Narrowed Reallocation. 

R1.4. Narrowed Reallocation(T, A, B, X).  
• Precondition: ¬ Goal(A)  Goal(B) ∧ Goal(X) ±  Goal(B) 

• Postcondition: Goal(B) = Goal@pre(B) ∩ Goal(X) ∧ 
                  ∀Y∈successors(T, X): Goal(Y) = Goal@pre(Y) ∩ Goal(B) 

In the case of removal, in this step we consider a special case of the general 
Removal rule, called Hard Removal (for distinguishing it from the type of removal 
introduced later) that is applied when the node is not related neither to its parent goal, 
nor to other nodes, nor the overall taxonomy goal. 

R2. Removal (T, A, B). Deletes the B node (and its successors) from the taxonomy T. 

R2.1. Hard Removal (T, A, B)  
• Precondition:  ¬ Goal(A)  Goal(B) 

3.2   Transformation Rules in Step 2 

When some siblings {Ck}n that are children of A are found such that their goals are 
not disjoint, we have basically three options:  
− To remove repeatedly until no overlapping exists, applying the Soft Removal rule  

such that an element B of these {Ck}n (and its successors) is removed each time. 

R2.2. Soft Removal(T, A, B). 
• Precondition: ∃C: parent (T,A,C): Goal(B) ∧ Goal(C) 

− To merge them to hide the overlapping part applying a particular case of the Merge 
rule, called Inclusive Merge. 

R3. Merge (T, A, {Ck}n, B). Merges the nodes {Ck}n into one called B. The new node’s goal is 
the union of siblings’ goals. The children of the merged nodes become children of the new goal. 
It is important to stand out that these new children are in fact siblings and so new conflicts may 
arise, to be dealt with later in step 2. 
• Postcondition: Goal(B) = ∪ k: 1 ≤ k ≤ n: Goal(Ck)   
R3.1 Inclusive Merge(T, A, {Ck}n, B)  
• Precondition: ∩ k: 1 ≤ k ≤ n: Goal(Ck) ≠ ∅  

− To keep them extracting the common part applying the Split rule. This rule has a 
slightly difficult contract. It takes the common part of the set of siblings {Ck}n and 
makes a new node B with it. In the precondition, we must make sure that C1 is not 
violated after applying the rule. This could happen if for some child of some of the 
involved nodes, its goal is not implied neither by its current parent after the 
operation, nor by the new node; in other words, the goal of the child could be 
partially covered by the old and new nodes.  

R4. Split (T, A, {Ck}n, B). 
• Precondition:  ∩ k: 1 ≤ k ≤ n: Goal(Ck) ≠ ∅ ∧ 
                ∀X∈children(T, Ck): Goal(X)  (∩ k: 1 ≤ k ≤ n: Goal(Ck)) ∨ 
                                (∩ k: 1 ≤ k ≤ n: Goal(Ck))  Goal(X)  
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• Postcondition: Goal(B) = ∩ k: 1 ≤ k ≤ n: Goal(Ck) ∧ 
                             ∀k: 1≤ k ≤ n: Goal(Ck)= Goal(Ck)@pre −Goal(B) ∧ 
                             ∀k: 1 ≤ k ≤ n: ∀X∈children@pre(T, Ck): 
                                       (Goal(B)  Goal(X))  parent(T, B, X) ∧ 
                                       (Goal(Ck)  Goal(X))  parent(T, Ck, X) 

3.3   Transformation Rules in Step 3 

Step 3 is oriented to reach the state C3. When the decomposition of a node is such 
that its children do not cover its goal, the only behavior that applies is to create new 
nodes covering the part of goal left. Thus, we only can to apply the Identification rule 
adding as preconditions the incompleteness of parent’s goal and that the new node’s 
goal will not violate the states C1 and C2 ensured in the two previous steps. 

 

R5. Identification(T, A, B). Inserts a new node as child of an existing one whose goal is not 
fully covered by its children’s goals. The new node’s goal must not violate neither C1 nor C2 
• Precondition: Goal(A)  Goal(B) ∧ 
                            (∀X: X∈children(A): ¬Goal(X) ∧ Goal(B)) ∧ 
                            ¬ (Goal(A) ≡ ∪ X: X∈children(A): Goal(X)) 

3.4   Transformation Rules in Step 4 

Step 4 just restructures the taxonomy once it has been proven correct with the aim of 
leveraging the incoming taxonomy. In a few words, the rationale for changing the 
form of a correct taxonomy is:  

 
− a leaf A is too abstract (i.e., its attained goal is too coarse-grained, mixing different 

concepts) and should be decomposed into {Ck}n nodes to add detail. Thus,  
Division rule should be applied: 

R6. Division(T, A, {Ck}n). Breaks a node A into several descendants. Relationships among the 
new nodes’ goals and the divided node’s goal shall ensure that C1, C2 and C3 are preserved. 
• Precondition: ∀k: 1 ≤ k ≤ n: Goal(A)  Goal(Ck) ∧ 
                            ∀j, k: 1 ≤ j < k ≤ n: ¬(Goal(Cj) ∧ Goal(Ck)) ∧   
                  Goal(A) ≡ ∪ k: 1 ≤ k ≤ n: Goal(Ck) 

− the children of a node A do not really add value to the taxonomy and must be 
either removed applying Pruning rule or merged (the variant used in this step is 
called Non-inclusive Merge a weaker version of the merge of step 2): 

R7. Pruning(T, A). Eliminates the children (and all its successors) of an intermediate node A. 

 

R3.2 Non-inclusive Merge (T, A, {Ck}n) 
• Postcondition: Goal(B) = ∪ k: 1 ≤ k ≤ n: Goal(Ck)  

− the conceptual gap among a node A and some of its children is too wide, resulting 
in a too flat hierarchy, and an intermediate node with a new goal must be 
introduced using Abstraction rule: 
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R8. Abstraction(T, A, {Ck}n, B). Creates a new node B as parent of a set of existing ones 
{Ck}n, which becomes child of their parent A. The new node’s goal is the union of the goals of 
the nodes in the set. The children of the merged nodes become children of the new goal. 
• Postcondition: Goal(B) = ∪ k: 1 ≤ k ≤ n: Goal(Ck)  
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Fig. 1. Set of Transformation Rules 

3.5   Final Remarks 

As a summary, table 3 presents the transformation rules according to the step in which 
they can be used. It is not difficult to demonstrate both the correctness of the rules and 
the termination of each step. For correctness, it can be shown that, at each step, the 
rules preserve the conditions that apply. Our style in writing the rules (preconditions, 
postconditions, and invariants) makes these proofs easier. For termination, we can 
define metrics whose value is not incremented by the application of the rules. For step 
1, the metrics counts the number of pairs parent-child that violate the goal implication 
rule. Each rule applied decrements by 1 or does not modify the value. For step 2, it is 
not so easy because individual merges can generate more conflicts among children 
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than the one that is being solved; therefore, we need a more elaborated metrics in 
which not just the number but also the position at the tree (more precisely, the level) 
is taken into account. For step 3, and identification either decrements by 1 or does not 
modify the metrics’ value. Step 4 has not an invariant to be ensured, so we do not 
need termination condition, the step may finish at any moment.  

Table 3. Summary of transformation rules and their applicability to the 4 steps 

Step Reallocation Removal Split Merge Identification Division Pruning Abstraction 

1 R1.1, R1.2, 
R1.3, R1.4 

R2.1       

2  R2.2 R3 R4.1     

3     R5    

4    R4.2  R6 R7 R8 

4   An Example: A Taxonomy for Business Applications 

In this section, we apply our goal-based transformation rules for restructuring the 
classification of Business Applications (BA) –i.e. products that are used in the daily 
functioning of all types of organizations worldwide– proposed by Gartner [3]. We 
only expose the process of rearranging the hierarchy, assuming that the process of 
discovering goals and binding them to the departing classification has been performed 
before. We focus on a particular part of the original Gartner BA classification, the 
subtree bound to Supply Chain Management (see Fig. 2). Due to lack of space, we 
leave one of its nodes (Supply Chain Planning) out of our study. We complement the 
figure with the goals of the nodes that we are going to manage in our process (see 
table 4). 

 
SupplySupply ChainChain ManagementManagement (SCM)(SCM)

Supply Chain
Execution

(SCE)

Supply Chain
Planning (SCP)

Transportation
Management

(TM)

Buy-Side e-
Procurement

(BSeP)

Warehouse
Management

(WM)

Supplier Relationship
Management (SRM)

Buy-side Internet 
Commerce (BSIC)

International
Trade

System
(ITS)

e-Sourcing
(eS)

e-Marketplace
(eM)

e-Commerce
Content

Management
(eCCM)  

Fig. 2. An excerpt of the BA Gartner classification 

Taking into account the form of the tree and the attached goals, table 5 summarizes 
the goal-based reasoning and transformation rules applied in each step of our 
example, whilst Fig. 3 shows the taxonomy after each of the 4 steps. The relationships 
among goals that violate some condition are stated in the second column. The other 
two columns state the rule that is applied at every moment. The relationships among 
goals require knowledge on the domain, enough as to discern for instance that in the 
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first step we discover that the goal of SCE is not oriented to automate business 
processes, such that we can infer that G(SCE) does not imply G(ITS). 

 

Table 4. Goals boud to some nodes of the BA taxonomy 

Node Names Goal Attained 

Supply Chain Management (SCM) 
To encompass the process of creating and fulfilling demands 
of the market for goods and services, mainly in 2 categories: 
execution and planning 

Supply Chain Execution (SCE) 
To manage relationships with the supplier (sourcing and 
procurement), and manufacture and logistics aspects 

Transportation Management (TM) To manage all freight deliver activities across the enterprise 

International Trade Systems (ITS) To automate the import/export business process 

Warehouse Management (WM) To manage the operation of a warehouse or distribution center 

Supplier Relationship Management 
(SRM) 

To manage enterprise interactions with the organizations that 
supply goods and services that are used. 

Buy-Side Internet Commerce (BSIC) To manage the internet by-side commerce 

eCommerce Content Management 
(eCCM) 

To address how to take unstructured product content and 
create and manage structured data on internet 

Table 5. Transforming the original Gartner classification into a goal-based taxonomy 

Step Goal Reasoning Rule Applied 

¬G(BSIC)  G(eCCM) 2.1 Hard Removal(BA, BSIC, eCCM) 
¬G(BSIC)  G(eM) 2.1 Hard Removal(BA, BSIC, eM) 
¬G(BSIC)  G(BSeP) ∧ G(SRM)  
G(BSeP) 

1.1 Strict Reallocation(BA, BSIC, BSeP, SRM) 

¬G(BSIC)  G(eS) ∧ G(SRM)  
G(eS) 

1.1 Strict Reallocation(BA, BSIC, eS, SRM) 

¬G(SCM)  G(BSIC) 2.1 Hard Removal(BA, SCM, BSIC) 

1 

¬G(SCE)  G(ITS) 2.1 Hard Removal(BA, SCE, ITS) 

2 G(SCE) ∩ G(SRM) ≠ ∅ 3.1 Inclusive Merge(BA, SCM, {SCE, SRM}) 

3 

¬ (G(SCE) ≡ 
G(BSeP)∪G(eS)∪G(WM)∪G(TM)) 
Left goals: Manufacturing Manage-
ment (MM), Not-eProcurement (eP), 
Not-eSource (NeS) 

5 
5 
5 

Identification(BA, SCE, MM) 
Identification(BA, SCE, NeP) 
Identification(BA, SCE, NeS) 

4 

Logistics Management (LM) 
Sourcing (S) 
Procurement (P) 
Supplier Interactions(SI) 

8 
8 
8 
8 

Abstraction(BA, SCE, {WM, DM}), creates 
LM 
Abstraction(BA, SCE, {eS, NeS}), creates S 
Abstraction(BA, SCE, {eP, NeP}), creates P 
Abstraction(BA, SCE, {S, P}), creates SI 

We have rearranged the whole Gartner BA taxonomy. It originally had 96 nodes, 
78 were leafs (i.e., types of software packages) and just 18 intermediate nodes. The 
longest path from the root to a leaf was of length 6 (just one, and two of length 5), 
whilst the maximum width was 10 siblings (average width 4,33). Our process resulted 
in a taxonomy of 188 nodes, 120 of them leafs. The tree changed its form, with a 
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was not evident, making hard the use of the hierarchy; levels of abstraction were 
different at different parts of the hierarchy; and so on. 

Different actors may benefit from our approach: 

• Software consultant companies offering assessment for business automation may 
structure their services better. 

• Medium- and large-size companies with their own IT department may be more 
confident on their own selection. 

• Software engineers which usually carry out package selection may structure better 
their knowledge and may aim at a better return of investment. 
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Abstract. Ontology-based information system can increase the precise
and recall of information retrieval and filtering on the Web but faces
the problem of Ontology heterogeneity. The approximate information
filtering approach rewrites queries with their approximations to suit spe-
cific ontology-based information sources. The core of the approach is to
find approximations of concepts. The current methods find least upper
bounds and greatest lower bounds of a concept and then use them to get
upper and lower approximations of the concept. However, they consider
the bounds only containing separate concepts, so the quality of approx-
imations is not very acceptable. This paper defines multielement least
upper bounds and multielement greatest lower bounds that contain not
only separate concepts but also disjunctions or conjunctions of concepts.
It can be proved that the approximations based on them can be better
approximations of concepts than the current methods.

1 Introduction

Information retrieval is one of the most basic and important services on the Web.
The classic techniques based on keywords are unable to exploit the semantic
knowledge within documents and hence cannot give precise answers to queries
[1]. Ontology-based information systems can retrieval pages that refer to precise
semantics but not ambiguous keywords, and can greatly increase the precision
and recall of queries [2]. However, different information systems may use different
ontologies, and have the problem of heterogeneity: a query may be expressed
in the vocabulary of one ontology, but the information system may use another
ontology and cannot answer the query because the two ontology are heterogenous
[3]. There are two approaches to solve the problem: one is to combine the two
ontologies by Ontology merging or mapping [4]; the other is to rewrite the query.
This paper focuses on query rewriting approaches.
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Query rewriting approaches rewrite a query to an equivalent query expressed
in the vocabulary of another ontology in order to suit specific ontology-based
information sources. Since often no perfectly corresponding query exists, or the
expense of finding it is unacceptable, it requires rewriting a query to an ap-
proximate query. One of the approaches is approximate information filtering [5]
based on concept subsumption in Ontology. The core of approximate informa-
tion filtering is finding approximations of concepts. The current methods use
conjunction of the least upper bounds of a concept as the upper approximation
of the concept, and use disjunction of the greatest lower bounds as the lower
approximation. But the quality of the approximations is not very acceptable in
many cases, because they only focus on one-to-one concept subsumption rela-
tions between ontologies [6].

In this paper, we consider the subsumption relations between concepts and
disjunction or conjunction of concepts. Our idea is to add disjunctions and con-
junctions into the least upper and greatest lower bounds to get multielement
bounds. The results of the work shows the idea is feasible and effective. The
paper is organized as follows: Section 2 introduces the background and basis.
Section 3 presents the definitions of multielement least upper bounds and mul-
tielement greatest lower bounds; then proves that the approximations based on
them be better than the current methods; it also gives the definitions of the
simplified bounds to increase efficiency.

2 Approximate Information Retrieval

The ontology-based information systems [7] classifies the pages, documents or
any other pieces of information items into classes referring to concepts in the
relevant ontology. Then, it can identify and rank information items based on
user’s query requirements with respect to concepts in an ontology. It can be also
called concept-based.

Definition 1 (Concept-based information source). Information source is
a set of information items e.g. web pages, documents. If every information item
in an information source S has been classified into one or more concepts in an
ontology O, i.e. the information items are individuals in O, then S is called a
concept-based information source with respect to ontology O. Let the concepts in
ontology O form the set T = {C1, C2, . . . , Cn}. C

I(S)
i means the set of infor-

mation items in S classified into Ci. Top concept # and bottom concept ⊥ are
special concepts. For any S and O, #I(S) contains all the information items in
S, and ⊥I(S) = ∅.

There are subsumption relations between concepts. Let C, D be concepts,
C % D means C is subclass of D. We assume that all information sources S are
compatible with concept subsumption [2], i.e. C % D → CI(S) ⊆ DI(S).

Every Boolean expression of concepts is a concept query, and it can be in-
terpreted as the set of information items which should be in the answer of the
query.
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Definition 2 (Concept query). A concept query is an expression on the set
of concept names in an ontology, and are called query for short. For any query
Q, QI(S) is the answer to Q in information source S. Let O be an ontology and
its concept set be T . In any information source S, a query with respect to O can
be define as:

1. every concept name in T is a query, and the answer to C is CI(S);
2. if Q1 and Q2 are queries, then Q1 ∧ Q2, Q1 ∨ Q2 are queries, and (Q1 ∧

Q2)I(S) = Q
I(S)
1 ∩ Q

I(S)
2 , (Q1 ∨ Q2)I(S) = Q

I(S)
1 ∪ Q

I(S)
2 ;

3. if Q is a query, then ¬Q is also a query, and (¬Q)I(S) = #I(S) − QI(S).

There are subsumption relations between queries [8].

Definition 3 (Query subsumption). Query subsumption is a transitive and
reflexive relation. Let Q, R be concept queries, R subsumes Q (Q % R) if QI(S) ⊆
RI(S) in any information source S. Q and R are equivalent queries (Q ≡ R) if
R % Q and Q % R; R properly subsumes Q (Q � R) if Q % R but not R % Q;
Q % ⊥ if QI(S) = ∅ in any S.

There are heterogeneity problems in concept-based information systems. Let
the ontology of the user (who asks a query) be O1 and the ontology of the system
(who answers the query) be O2, T be the set of concepts in O2. Generally, the
system is only able to answer queries with respect to T . So it needs to rewrite
the user’s queries to equivalent queries with respect to T . However, many of
them may not have such equivalent queries, or it is impossible to find them in
an acceptable time. Approximate queries are often needed [9].

Let Q be a query with respect to O1, R be its approximate query with respect
to O2. The recall and precision of approximations [2] can be defined as:

recall(Q, R) =
|QI(S) ∩ RI(S)|

|QI(S)| ; (1)

precision(Q, R) =
|QI(S) ∩ RI(S)|

|RI(S)| . (2)

If recall(Q, R) = 1 in any S, we say R is complete; if precision(Q, R) = 1 in
any S, we say R is correct. We can use subsumption relations between queries
to find such approximations. A query Qu is called a upper approximation of the
query Q if Q % Qu; and Ql is called a lower approximation of Q if Ql % Q. The
upper approximations are complete, and the lower approximations are correct.

A concept or query may have several upper or lower approximations of dif-
ferent qualities. The precision and recall decides the quality of approximations
[9]. The approximations with higher precision and recall are better. Subsump-
tion relations between approximations can be used to compare the quality of the
approximations.

– Let R1, R2 be upper approximations of Q with respect to O2, if Q % R1 %
R2, then it has precision(Q, R1) ≥ precision(Q, R2), and recall(Q, R1) =
recall(Q, R2) = 1, so R1 is better than R2 as the upper approximation, then
we can say R1 is closer to Q than R2.
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– Let R1, R2 be lower approximations of Q with respect to O2, if R1 %
R2 % Q, then it has recall(Q, R1) ≤ recall(Q, R2), and precision(Q, R1) =
precision(Q, R2) = 1, so R2 is better than R1 as the lower approximation,
then we can say R2 is closer to Q than R1.

It is impossible to find and record approximations of all queries. A feasible
method is to rewrite queries according to the approximations of concepts. Firstly,
find approximations of all the concepts in O1 with respect to O2 and record the
results; this process can be done offline. Hereafter, when getting a query with
respect to O1, rewrite it to a new query with respect to O2 according to these
results; this process should be carried out online [6].

The process is based on the fact that any query expressions can be rewritten
to an equivalent form in which negations only apply to concept names using the
following equations: ¬(Q1 ∧ Q2) = ¬Q1 ∨ ¬Q2 and ¬(Q1 ∨ Q2) = ¬Q1 ∧ ¬Q2.
Let O1, O2 be two ontologies, T be the set of concepts in O2, for any concept
C in O1, C+ and C− are the upper and lower approximations of C with respect
to T . If Q is a concept query with respect to O1, we can easily get the upper or
lower approximations of Q with respect to T : let Q′ be the equivalent form of Q
in which negations only apply to separate concept names,

1. for any concept name C in Q′, if C is not applied by a negation, then
replace C with its upper approximation C+; if C is applied by a negation,
then replace C with its lower approximation C−. The result query is the
upper approximation of Q respect to T .

2. for any concept name C in Q′, if C is not applied by a negation, then
replace C with its lower approximation C−; if C is applied by a negation,
then replace C with its upper approximation C+. The result query is the
lower approximation of Q respect to T .

Then the key problem is how to find approximations of each concept C in O1
with respect to O2. The current methods compute approximations of concepts
with least upper bounds and greatest lower bounds of concepts [5].

Definition 4 (Least upper bounds). The least upper bounds of C with respect
to T is a set of concepts in T , notated as lubT (C), and it has:

∀D ∈ lubT (C) → C % D ; (3)
∀A ∈ T, C % A → ∃B ∈ lubT (C), B % A . (4)

Definition 5 (Greatest lower bounds). The greatest lower bounds of C with
respect to T is a set of concepts in T , notated as glbT (C), and it has:

∀D ∈ glbT (C) → D % C ; (5)
∀A ∈ T, A % C → ∃B ∈ glbT (C), A % B . (6)
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The upper and lower approximations of a concept can be easily defined as:

AT+(C) = # ∧
∧

Ai∈lubT (C)

Ai ; (7)

AT−(C) = ⊥ ∨
∨

Bi∈glbT (C)

Bi . (8)

Since all concepts in lubT (C) subsumes C, the conjunction of them is also
subsumes C. Since C subsumes all concepts in glbT (C), C also subsumes the
disjunction of them. Therefore, AT+(C) is an upper approximation of C with
respect to T ; AT−(C) is a lower approximation of C with respect to T .

The quality of the approximations of concepts is the most important factor
in approximate information filtering. Unfortunately, the quality of AT−(C) and
AT+(C) is not very acceptable in many cases. In concept set T , the superclasses
of C may be much larger than C and the subclasses of C may be much smaller
than C. They often cause lowquality approximations. In the worst cases, if C
has no subclass or superclass in T , then AT−(C) always returns the empty set
and AT+(C) returns the full set [7]. Concept sets and concept hierarchies of two
ontologies are often disparate that there are few such subsumption relations, the
worst cases are not rarely happened.

Subsumption relations between concepts and disjunction or conjunction of
concepts can be used to compute better approximations. For example, let A, B
be concepts in T ,

– If there are no concept in T subsumes C, then AT+(C) = #. C % A∧B are
also impossible. However, it may has C % A ∨ B � #, so A ∨ B is a upper
approximation of C and it is better than AT+(C).

– If C does not subsume any concept in T , then AT−(C) = ⊥. It cannot has
A ∨ B % C. However, it may has ⊥ � A ∧ B % C, so A ∧ B is a lower
approximation of C and it is better than AT−(C).

We consider adding these disjunctions and conjunctions to least upper bounds
and greatest lower bounds. Since the bounds then contain not only separate con-
cepts, we call them multielement least upper bounds and multielement greatest
lower bounds. Using the multielement bounds can get better approximations.

3 Multielement Bounds

We will formally define the multielement least upper and multielement greatest
lower bounds of concepts. In order to increase readability, we introduce several
notations: let O1, O2 be two ontologies, C be a concept in O1, T be the set of
all concepts in O2. If E = {D1, D2, . . . , Di} is a set of concepts in T , then E
is called a i-concept-set in T , |E| = i. We define Ě

.= D1 ∨ D2 ∨ . . . ∨ Di be
the disjunction of all concepts in E. Ě is called a i-concept-disjunction in T . If
|E| = 1, let Ě = D1; if |E| = 0, let Ě = #. We also define Ê

.= D1∧D2∧ . . .∧Di

be the conjunction of all concepts in E. Ê is called a i-concept-conjunction in
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T . If |E| = 1, let Ê = D1; if |E| = 0, let Ê = ⊥. We specify D be a concept in
T , E, F be concept-sets in T , Ě, F̌ be corresponding concept-disjunctions in T ,
and Ê, F̂ be the corresponding concept-conjunctions in T .

3.1 Multielement Least Upper Bounds

The definition of multielement least upper bounds is similar to least upper
bounds, but the members of bounds expand to concept disjunctions from sepa-
rate concepts.

Definition 6 (Multielement least upper bounds). The multielement least
upper bounds of C with respect to T is a set of concept-disjunctions in T , notated
as mlubT (C), if the following assertions hold:

∀Ě ∈ mlubT (C) → C % Ě ; (9)
∀F ⊆ T, C % F̌ → ∃Ě ∈ mlubT (C), Ě % F̌ . (10)

The first assertion ensures each member of mlubT (C) subsumes C. The sec-
ond ensures any concept-disjunctions that subsumes C also subsumes at least
one member of mlubT (C). Notice that mlubT (C) may not be unique for certain
C and T .

We define
MAT+(C) = # ∧

∧
Ěi∈mlubT (C)

Ěi . (11)

It is an upper approximation of C with respect to T . We compare it with
the AT+(C) from the current approach by Eq.7. Since subsumption relations be-
tween approximations can be used to compare the quality of the approximations,
we use the following theorem to prove that MAT+(C) is better than AT+(C).

Theorem 1. Let O1, O2 be two ontologies; T be the set of concepts in O2. For
any concept C in O1,

C % MAT+(C) % AT+(C) (12)

Proof. We prove C % MAT+(C) and MAT+(C) % AT+(C) respectively:
From Eq.9, for any Ěi ∈ mlubT (C), it has C % Ěi. So for any information

source S and information item x, if x ∈ CI(S), then for any Ěi ∈ mlubT (C),
x ∈ Ě

I(S)
i ; so, x ∈

⋂
Ěi∈mlubT (C) Ě

I(S)
i = (MAT+(C))I(S). Therefore, it has

CI(S) ⊆ (MAT+(C))I(S), from Definition 3, we can get that C % MAT+(C).
For any information source S and information item x, if x /∈ (AT+(C))I(S),

then because
⋂

Di∈lubT (C) D
I(S)
i = (AT+(C))I(S) from Eq.7, there must exist at

least one D ∈ lubT (C) that x /∈ DI(S); from Eq.3, it has C % D, then from
Eq.10, there exists Ě ∈ mlubT (C) that Ě % Di; since x /∈ DI(S), so it has
x /∈ ĚI(S), and then x /∈

⋂
Ěi∈mlubT (C) Ě

I(S)
i = (MAT+(C))I(S). Therefore, for

any information source S and information item x, if x /∈ (AT+(C))I(S), then
x /∈ (MAT+(C))I(S), i.e. (MAT+(C))I(S) ⊆ (AT+(C))I(S); then we can get that
MAT+(C) % AT+(C) from Definition 3.
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This theorem shows that MAT+(C) is better than AT+(C). Therefore, the
multielement bounds are effective in finding better approximations than the
original bounds.

There may be many multielement least upper bounds of C with respect to
T . Most of them may contain many redundant members: if Ě and F̌ are in the
bounds, and it has Ě % F̌ , then removing F̌ from the bounds cannot breach
the assertions in Definition 6, and it has Ě ∧ F̌ = Ě, so from Eq.11, we can get
that F̌ is redundant in computing the upper approximation. The redundancy will
increase the size of the expression of approximation, thereby reduce the efficiency.
In order to remove the redundancy, we define the simplified multielement least
upper bounds.

Definition 7 (Simplified multielement least upper bounds). Let O1, O2
be two ontologies; C be a concept in O1; T be the set of concepts in O2. slubT (C)
is called the simplified multielement least upper bounds of C with respect to T ,
if it is the multielement least upper bounds of C with respect to T , and for any
Ě ∈ slubT (C) the following assertions hold:

¬∃F ⊆ T, C % F̌ � Ě ; (13)
¬∃F̌ ∈ slubT (C), F̌ ≡ Ě ; (14)

¬∃F ⊆ T, (F̌ ≡ Ě) ∧ (|F | < |E|) . (15)

We add the three assertions to remove redundancy. The first one ensures
that the members of the bounds are least in subsumption hierarchy: there is
no disjunction of concepts that is between C and any member of the bounds;
the second one ensures that only one of multiple equivalent disjunctions can be
selected in the bounds; the third one ensures that the selected one is minimal in
length.

Theorem 2. Let s1 be simplified multielement least upper bounds of C with
respect to T , for any s2 that are multielement least upper bounds of C with
respect to T , it has |s1| ≤ |s2|.

Proof. Let s1, s2 be nonempty sets as a presupposition. Since s1 are multielement
least upper bounds of C with respect to T , from Eq.9, for any Ě ∈ s1, it has
C % Ě. Since s2 are also multielement least upper bounds of C with respect to
T , then from Eq.10, for any Ě ∈ s1, there exists F̌ ∈ s2 that F̌ % Ě.

Assume |s2| < |s1|, then using the pigeonhole principle, we can get that there
must exists two different members of s1, Ě1 and Ě2, satisfying F̌1 % Ě1 and
F̌1 % Ě2, where F̌1 is a member of s2, and it has C % F̌1. Since s1 is simplified
multielement least upper bounds of C with respect to T , from Eq.13, it cannot
has C % F̌1 � Ě1 or C % F̌1 � Ě2. Therefore, it must have F̌1 ≡ Ě1 ≡ Ě2. Then
for Ě1 ∈ s1, there exists Ě2 ∈ s1 that Ě1 ≡ Ě2 ; from Eq.14, we can get that
s1 are not simplified multielement least upper bounds of C with respect to T . It
comes an contradiction. Therefore, the assumption of |s2| < |s1| is false. Then
it must have |s1| ≤ |s2|.
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Theorem 2 shows that simplified multielement least upper bounds have the
least number of members as the multielement least upper bounds of C with
respect to T . Using simplified multielement least upper bounds can reduce the
size of the expression of upper approximations of concepts and increase efficiency.

3.2 Multielement Greatest Lower Bounds

The definition of multielement greatest lower bounds is similar to greatest lower
bounds, but the members of bounds expand to concept conjunctions from sep-
arate concepts.

Definition 8 (Multielement greatest lower bounds). The multielement
greatest lower bounds of C with respect to T is a set of concept-conjunctions in
T , notated as mglbT (C), if the following assertions hold:

∀Ê ∈ mglbT (C) → Ê % C ; (16)
∀F ⊆ T, F̂ % C → ∃Ê ∈ mglbT (C), F̂ % Ê . (17)

The first assertion ensures each member of mglbT (C) is subsumed by C. The
second ensures any concept-conjunctions subsumed by C is also subsumed by at
least one member of mglbT (C). Notice that mglbT (C) may not be unique for
certain C and T .

We define
MAT−(C) = ⊥ ∨

∨
Êi∈mglbT (C)

Êi . (18)

It is an lower approximation of C with respect to T . We compare it with
the AT−(C) from the current approach by Eq.8. Since subsumption relations
between approximations can be used to compare the quality of the approxi-
mations, we use the following theorem to prove that MAT−(C) is better than
AT−(C).

Theorem 3. Let O1, O2 be two ontologies; T be the set of concepts in O2. For
any concept C in O1,

AT−(C) % MAT−(C) % C (19)

Proof. We prove MAT−(C) % C and AT−(C) % MAT−(C) respectively:
From Eq.16, for any Êi ∈ mglbT (C), it has Êi % C. For any informa-

tion source S and information item x, if x ∈ (MAT−(C))I(S), then for any
Êi ∈ mglbT (C), it has x ∈ Ê

I(S)
i ; since Êi % C, so x ∈ CI(S). Therefore,

MAT−(C))I(S) ⊆ CI(S), from Definition 3, we can get that MAT−(C) % C.
For any information source S and information item x, if x ∈ (AT−(C))I(S),

then because
⋃

D∈glbT (C) DI(S) = (DT−(C))I(S) from Eq.8, there must exist at
least one D ∈ glbT (C) that x ∈ DI(S); from Eq.5, it has D % C, then from
Eq.17, there exists Ê ∈ mglbT (C) that D % Ê; since x ∈ DI(S), so it has
x ∈ ÊI(S), and then x ∈

⋃
Êi∈mglbT (C) Ê

I(S)
i = (MAT−(C))I(S). Therefore, for

any information source S and information item x, if x ∈ (AT−(C))I(S), then
x ∈ (MAT−(C))I(S), i.e. (AT−(C))I(S) ⊆ (MAT−(C))I(S); then we can get that
AT−(C) % MAT−(C) from Definition 3.
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This theorem shows that MAT−(C) is better than AT−(C) as the lower
approximation of C with respect to T . Therefore, the multielement bounds are
effective in finding better approximations than the original bounds.

Most of multielement greatest lower bounds may also contain many redun-
dant members: if Ê and F̂ are in the bounds, and it has F̂ % Ê, then removing
F̂ from the bounds cannot breach the assertions in Definition 8, and it has
Ê ∨ F̂ = Ê, so from Eq.18, we can get that F̂ is redundant in computing the
lower approximation. The redundancy will increase the size of the expression of
approximation, thereby reduce the efficiency. In order to remove the redundancy,
we define the simplified multielement greatest lower bounds.

Definition 9 (Simplified multielement greatest lower bounds). The sim-
plified multielement greatest lower bounds of C with respect to T , notated as
slubT (C), is the multielement greatest lower bounds of C with respect to T , and
for any Ê ∈ slubT (C), the following assertions hold:

¬∃F ⊆ T, Ê � F̂ % C ; (20)
¬∃F̂ ∈ slubT (C), F̂ ≡ Ê ; (21)

¬∃F ⊆ T, (F̂ ≡ Ê) ∧ (|F | < |E|) . (22)

The three assertions remove redundancy. The first one ensures that the mem-
bers of the bounds are greatest in subsumption hierarchy: there is no conjunction
of concepts that is between C and any member of the bounds; the second one
ensures that only one of multiple equivalent conjunctions can be selected in the
bounds; the third one ensures that the selected one is minimal in length.

Theorem 4. Let s1 be simplified multielement greatest lower bounds of C with
respect to T , for any s2 that are multielement greatest lower bounds of C with
respect to T , it has |s1| ≤ |s2|.

Proof. It can be proved in the same way as Theorem 2.

Theorem 4 shows that simplified multielement greatest lower bounds have the
least number of members as the multielement greatest lower bounds of C with
respect to T . Using simplified multielement greatest lower bounds can reduce the
size of the expression of lower approximations of concepts and increase efficiency.

4 Conclusion

This paper presents new defined multielement least upper bounds and multiele-
ment greatest lower bounds for approximate information retrieval. The bounds
contain not only separate concepts but also disjunctions or conjunctions of con-
cepts. The approximations based on them are better approximations of concepts
than the current method. We define the simplified bounds to increase efficiency
at last. How to find the simplified bounds correctly and quickly is the future
work. In fact, the approximations based on multielement bounds are the clos-
est approximations if negations cannot be used in approximation expressions.
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How to find the closest approximations containing negations is the future work.
Concept-based information retrieval only use concepts in Ontology. However,
relations in Ontology are also important in information retrieval and facing het-
erogeneous problems. It is required to extend approximate information retrieval
to deal with queries containing relations. Finding the closet approximations of
concepts does not mean that then we can get the closest approximations of
queries [6]. A framework of the whole process of approximate information re-
trieval in heterogeneous systems should solve this problem.
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Abstract. Query Expansion has long been recognized as one of the effective 
methods in solving short queries and improving ranking accuracy in traditional 
IR research. Many variations of this method have been introduced throughout 
the past decades; however, few of them have incorporated web log information 
into the query expansion process. In this paper, we propose an expansion 
technique that expands document content at the initial index stage using queries 
extracted from the web log files. Our experimental results show that even with a 
minimal amount of real world log information available and a professionally 
cataloged knowledge structure to aid the search, there is still a significant 
improvement in using our query expansion method compared to the 
conventional query expansion ones. 

1   Introduction 

With the explosive growth of the World Wide Web, many web sites are providing 
web interfaces for users to access their databases. Thus, it is becoming increasingly 
important to find an optimum retrieval system suitable for such applications. 
Compared to the conventional full text retrieval systems, the web-interfaced retrieval 
systems face additional obstacles and opportunities that need to be addressed. 

One of the well known problems posed to the web search systems is that web 
users tend to enter very short query terms, generally two to three keywords per query 
[11]. With the paucity of query terms, it is much more likely to have the word 
mismatch scenario where query terms do not match any keywords in a relevant 
document.  Although these web-based search systems encounter the severe word 
mismatch problem, they also have an additional piece of information available that 
can be exploited for search purposes – web access log files recording user activities 
when they access the web site.  

For decades, many studies in IR have tried to address the short query problem. 
One of the most recent and effective approaches is query expansion [5]. This 
technique involves expanding and reweighing query terms and reforming query 
results based on the expanded query.  The source for term expansion is typically 
derived from user feedback, or documents assumed to be relevant to the original 
query or knowledge structure such as thesaurus. Although this technique has been 
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shown to be effective [5, 18], few studies have so far explored its application in web 
search and incorporation of web log information. The only experiment that utilizes 
log information was limited to expansion term selection [8]. However, there are more 
areas in the retrieval process where log information can be applied.  

In this paper, we propose a new query association and expansion method that 
utilizes web log information to the full extent. By applying log mining techniques, we 
are able to expand the document contents with query terms entered by the users. We 
then perform expansion search based on the expanded document contents. Our query 
expansion method achieves good improvement compared to conventional expansion 
techniques even when there is professionally cataloged knowledge structure to aid the 
search and only a minimal amount of log information available.  

2   Related Works 

The concept of query expansion was originated in the 1970’s [12] where user 
feedback is applied not only to the reweighing of terms, but also to the expansion of 
search terms for further retrieval improvements. The basic idea of this technique is 
that each time the system retrieves a set of documents based on a user’s query, a set of 
extra terms is then selected from the relevant documents identified by the user, then 
finally a new query is formed with the selected terms and a new search is performed. 
This process can be carried out iteratively, and it is expected that the more iterations it 
goes through, the more number of relevant documents will be retrieved. Although this 
technique has been shown to be effective [13, 16], the requirement for users’ constant 
feedback on relevance is not appealing. 

Throughout the years, many variations of query expansion techniques have been 
introduced. They can be categorized into three main groups: manual query expansion 
[4], query expansion based on the complete document collection [5, 6, 7, 9] and query 
expansion based on local analysis [2, 17, 18] (also referred to as Relevance Feedback 
or Pseudo Relevance Feedback). The manual query expansion involves users’ 
judgment on which terms to select for expansion. This technique is rarely 
implemented because studies have shown that it does not improve search results 
effectively [4]. The basic idea for query expansion based on the complete document 
collection is to study the correlation between terms in the documents and identify the 
relationships between terms throughout the collection. This technique usually 
involves the manual or automatic building of a thesaurus type knowledge structure to 
aid the search. Unfortunately, building such a knowledge structure is extremely 
expensive, and has not achieved any significant improvements in experiments [5]. 
The third group, query expansion based on local analysis, assumes that the top n 
documents retrieved based on users’ original queries are always relevant, thus the 
expansion terms are selected via studying the correlations between the terms within 
those n documents. This technique dismisses users from any form of input, and has 
shown improvements in many studies, especially in the experiments from TREC  
[5, 18].  

Recently, there have been two interesting studies on applying alternative pseudo 
relevance feedback techniques to web search and both have achieved significant 
improvement. The first study by Billerbeck and others [3] utilizes a query association 
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technique, which relates a historical query term with the top n ranked documents 
retrieved using the Okapi ranking formula [13,18]. At the end of the process, each 
document is represented by a surrogate file formed by a set of query terms associated 
with it. The surrogate files then become the base for the initial document retrieval and 
term selection. The retrieval based on the expanded query is later performed on the 
original document collection. The basic idea is that queries are usually well thought 
out descriptions of what the users are looking for, so the surrogate files formed by 
those queries are well defined abstracts of the document, and thus improving the final 
search results. The researchers claimed an improvement of 18-20% over the 
conventional expansion approach. Although this technique has achieved promising 
results, there are several issues that need further improvement. First, the initial 
formation of the surrogate files uses a ranking formula to identify the association, thus 
the reliability of the surrogate files depends on how perfect the ranking formula is, 
and it does not reflect the true desire of the users. Second, this technique requires a 
complete query set that is appropriate for the document collection; otherwise, the 
quality of the surrogate files will not be good enough to improve the search.   

The second study aims at improving query expansion using web log information 
[8]. The researchers developed a probabilistic term selection and reweighing function 
that determines expansion terms not only on their original weight, but also on the 
probability of both the terms and the document appearing together in a user session. 
The motivation behind this technique is that the researchers believed the correlations 
between the query terms and documents extracted from a web log are valuable user 
feedback and more reliable than the pseudo relevance feedback. The experiment 
results showed a substantial improvement over the pseudo relevance feedback 
approach. However, examining their formula closely, we have found that if a term 
does not appear in the content of a document, then no matter how relevant that term is 
to the document, it will always be assigned a zero probability for that document. That 
is to say, the formula does not capture the terms that are deemed relevant by the users, 
but do not appear in the document contents. Furthermore, this technique also requires 
a web log that has sufficient document coverage and content coverage from the 
queries; otherwise, the system will not be able to obtain any term for expansion. 

3   Log-Based Association Expansion  

The Log-based Association Expansion approach we propose in this paper is aimed at 
eliminating the limitations of the two approaches discussed in Section 2. In our 
approach, we extract associations between users’ queries and documents from the 
web log, which is a more reliable source of user feedback compared to query 
association. We then make full use of these extracted associations by not only 
applying them to expansion term selection, but also to original document content 
expansion. The process can be broken down into two phases: document expansion by 
web log mining and query expansion retrieval. Their detailed descriptions are as 
follows: 
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Phase 1. Document Expansion by Web Log Mining – The system expands 
document contents with associated query terms extracted from the web log using a 
mining algorithm.   

In this phase, the system first parses the web log and extracts the information such 
as IP addresses, timestamps, document IDs and search keywords entered. The IP 
addresses and timestamps are then used to identify user sessions. This paper uses a 30 
minutes timeout to identify the sessions – an approach that has been considered in the 
literature as a default approach for session identification [19].  

The system then runs a mining algorithm on the extracted information to identify 
the associations between query terms and documents. We implemented a mining 
algorithm (shown in Figure 1) inspired by the Apriori data mining technique [1] 
which uses a user-defined minimum support threshold (min_sup) to identify frequent 
item sets (a set of items the frequency of each is equal to or higher than min_sup). 
Here frequency refers to the number of sessions in which a query-document pair 
appears together. The first part of the algorithm (lines 1 to 5) is aimed at identifying 
frequent query-document pairs. It first obtains the frequency for each pair, and if the 
frequency is higher than or equal to min_sup (line 4), every term in the query is added 
to the document with the corresponding frequency. The algorithm then handles non-
frequent query-document pairs (lines 6 to 9): if the query term exists in the document, 
it is also added to the document. The assumption is that the single threshold value 
might have left out relevant query terms that have not yet accumulated enough 
frequency, thus by adding terms that exist in the documents, we partially salvage 
relevant terms with low frequencies without risking adding irrelevant terms. 

 

Fig. 1. Mining algorithm for the association identification  

1 For each document di and query qi   
2  Count frequency n as the number of sessions where di and qi  
3 appear together 
4    If (n/total_session_count>=min_sup) 
5   Add every term xj in qi to di for n times 
6 Else 
7 For each xj in qi that was not added to the document 
8   If (xj appears in di ) 
9      Add xj to di for 1 time 

At the end of this web log mining process, we obtain a set of documents expanded 
by users’ query terms. There are several advantages for this addition. First, the query 
terms and associations identified by the process are a true reflection of user’s 
judgment on relevance feedback and, therefore, are more reliable than the associations 
created by a ranking algorithm. Second, the process adds terms to the original 
document rather than building a separate file out of query terms. This not only enables 
the early use of log information in the web development stage, but also ensures the 
full coverage of document contents where there is none or incomplete log information 
available for the document. Third, by adding query terms within the frequent item set 
to the document, we are able to capture terms that might not exist in the document, 
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yet relevant to the document contents. The web log mining process should be repeated 
periodically when a sufficient amount of log information has been accumulated. 

 
Phase 2. Query Expansion Retrieval – When a user’s query Q arrives, the system 
performs query expansion search based on the expanded document derived from 
Phase 1. The query expansion search process is carried out in the following steps: 

 
a. Initial Retrieval Based on Q – The system uses Formula (1) to measure each 

document’s score W with respect to Q, and retrieves a set of documents ordered by 
their scores from the highest to the lowest. This formula is a modified version of the 
Okapi formula [13], where the values of the parameters are with respect to the 
expanded document rather than the original document. For each document, the 
formula sums the weight (wi) for each term that appear in both the document and 
the query Q and adjust the weight with a normalizing factor. The documents are 
then ranked according to the result in descending order.  It is worth noting that both 
wi and W are inherently influenced by the query terms added in the expanded 
document. Basically, terms that reflect users’ desire is more likely to have a higher 
weight in the document, and documents containing those terms are more likely to 
obtain higher scores when there is a match between the terms in the document and 
the query terms.  
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R is the number of relevant expanded documents, r is the number of relevant 
expanded documents containing the term, N is the number of expanded documents, 
n is the number of expanded documents that contain the term, ))1((1 AVDL

DL
bbkK +−= , 

DL is the length of the expanded document, AVDL is the average length of the 
expanded documents in the given collection, and b, k1 are tuning constants usually 
set to 0.75 and 1.2, respectively. 

 
b. Expansion Term Selection – The system selects expansion query terms from the set 

of terms within the top n documents (denoted as T) derived from step a. During this 
step, each term i within T is weighted using Formula (2).The terms with the highest 
weights and do not belong to the original query are selected to form a new query.  

)1ln( +
∈Ti

iw                                                      (2) 

c. Expanded Search and Result Sets Merging – Using Formula (1), the system 
performs another search based on the new query derived from step b. Then it 
combines the retrieved document set with the original document set derived from 
step a. In order not to overpower the new query results with the original query, we 
use formula (3) to obtain the weight for each of the document in the final result set: 
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neworig WW ⋅+ α                                                     (3) 

where 
origW is the document weight based on the original query, 

newW  is the 

document weight based on the new query, and α  is a value from 0 to 1 to adjust 
the influence of the new weight on the result. The final result set is displayed in the 
decreasing order of document weights. 

Our technique differs from Billerbeck’s [3] in that we expand each document with 
queries extracted from the web log instead of building a new surrogate file based on 
associations. We believe our technique uses a more reliable source for query 
expansion because web logs give a true reflection of users’ judgments. Comparing 
with Cui’s [8], which also utilizes web logs, our technique expands the usage of log 
information in that it is not only applied to expansion term selection, but also to 
document contents expansion at the initial phase.  Thus web log information 
influences every step of the expansion process starting from the first retrieval based 
on the user’s original query. Furthermore, our web mining technique also enables the 
addition of new and related terms to the document contents. Another advantage of our 
technique is that it can be implemented even when there is not enough log 
information available, and still fine-tunes the search performance, while the other 
approaches would not be able to produce any query expansion terms.  

4   Experiments 

4.1   Test Data Collection 

Our document collection comes from a real world web site – HEAL (Health 
Education Assets Library) [10]. The web site hosts over 36,000 multimedia files for 
medical professionals. These multimedia files are organized using metadata tables 
that textually describe every aspect of the files, and web user interfaces are provided 
for users to search these files through the metadata tables. The document length for 
each description ranges from 2 words to 314 words. In order to improve the search 
performance, special medical catalogers assign each file to the MeSH (Medical 
Subject Headings) tree [12] and additional keywords table. All the techniques 
implemented in the experiments are aided by the MeSH tree and keyword tables.  

The log access files were collected from the web site server from May 2002 to 
June 2004. Due to the fact that this web site is relatively new, the number of visits is 
incomparable to other popular web search sites. Among these log files, we were only 
able to identify 4,747 sessions that contain search, clicking or downloading activities. 
Compared to over four million sessions in Cui’s experiments [8], our log information 
is extremely limited. 

We used 50 queries to conduct the experiments. These 50 queries were selected by 
the medical professionals and researchers who have used the HEAL system out of 100 
queries randomly generated from the log activities. The average length of those 
queries is 1.6 words. The relevance judgment was conducted by the medical 
professionals on a 2,000 experiment document collection, which was also randomly 
selected from the 36,000 files in the database. These 2,000 files form the test 
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collection for retrieval effectiveness testing. The term weights are assigned based on 
the complete database collection rather than the test collection. 

4.2   Experiment Setup 

All the formulas used in the experiments have been listed in Section 3. During these 
experiments the following retrieval techniques and test runs are studied on the same 
test collection for comparison purposes: 

1. FreqCase – This search system uses Formula (1) to perform document retrieval 
and no expansion process or relevant information is involved. 

2. LogCase – This is a variant of our proposed Log-based Association Expansion 
search system. It searches on the expanded documents using the algorithm from 
FreqCase. 

3. ExpCase – This search system is the conventional query expansion search. In this 
paper, this approach has the same process as our Log-based Association 
Expansion, except that no log information was added. 

4. ExpLogCase – This is our proposed Log-based Association Expansion search 
system described in Section 3. The system utilizes validated search terms and 
expansion search process to perform the search. 

5. CuiCase – This is the test run for Cui’s probabilistic query expansion using query 
logs [8].  

Due to the limited amount of real world log activities, we have generated simulated 
log activities to study the effect of abundant and correct log activities on the 
performance of the above search systems. The simulated log activities were created 
via randomly selecting relevance feedback from the medical professionals’ relevance 
judgments, and inserting them for a random number of times (ranging from 2-7 times) 
into the extracted log information. The following are the test runs using the simulated 
log information: 

6. LogCaseSim – This is a test run for LogCase with simulated web logs. 
7. ExpLogCaseSim – This is a test run for ExpLogCase with simulated web logs. 
8. CuisCaseSim – This is a test run for CuiCase with simulated web logs. 

Apart from the above test runs, we also tried test runs for Billerbeck’s query 
expansion using query association [3]. Unfortunately, the association creation process 
was not successful due to the fact that there are insufficient historical queries to form 
proper surrogate files for each document. For this experiment, we have also tested 
exhaustively on dynamic parameter value settings to identify the ones that yield the 
best combination of search accuracy and response time. These values are 0.000632, 6, 
2 and 1/3 for min_sup, number of top ranked documents for expansion, number of 
terms selected for expansion and , respectively.  

5   Experiment Results 

For the experiments, we used the precision for the first 10, 20, 30, 40 and 50 
documents retrieved (denoted in Table 2 as p@10...p@50), the average precision for 
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the first 50 files retrieved (denoted as Avg. P) the recall for the first 300 documents 
retrieved (denoted as Recall 300), and Average 11-point interpolated Recall-Precision 
(denoted as avg. 11-RP) as the evaluation metrics [2].  

 

Table 2. P@10, 20, 30, 40, 50, Average Precision, Average 11-point precision, and recall 300 

 p@10 p@20 p@30 p@40 p@50 Avg. P
Vs. 

FreqCase
Avg.  

11-RP 
Recall 
(300) 

FreqCase  0.6220 0.5460 0.4713 0.4055 0.3560 0.4802 - 0.3299 0.4364 

LogFreqCase  0.6900 0.6300 0.5687 0.5070 0.4560 0.5703 0.1878 0.4426 0.6065 

ExpCase  0.7020 0.6370 0.5780 0.5160 0.4680 0.5802 0.2083 0.4804 0.6875 

ExpLogCase  0.7200 0.6560 0.5987 0.5455 0.4940 0.6028 0.2555 0.5161 0.7381 

CuiCase 0.6360 0.5770 0.5120 0.4605 0.4212 0.5213 0.0857 0.3922 0.5882 

logFreqCaseSim 0.8580 0.7830 0.7120 0.6470 0.5972 0.7194 0.4983 0.6314 0.7780 

ExpLogCaseSim 0.8480 0.7710 0.7100 0.6450 0.5928 0.7134 0.4857 0.6688 0.8615 

CuiCaseSim 0.6380 0.6110 0.5820 0.5360 0.5008 0.5736 0.1945 0.5048 0.7769 

From Table 2, we can see that for the first 50 files retrieved, all of the non-
simulation runs gained significant improvement over the FreqCase in terms of Avg. P. 
Among them, LogFreqCase outperformed FreqCase by 18%. This shows that user log 
information can greatly improve the retrieval performance. Furthermore, such 
improvement can be further enhanced when query expansion is applied. Our 
technique, ExpLogCase, had the highest precision value for all the first N files 
retrieved, and gained 25% and 5.7% over FreqCase and LogFreqCase.  

The Avg.P value for CuiCase is the lowest among all the non-simulation runs. It 
underperformed by 15% compared to ExpLogCase. There are several factors 
contributing to such low performance. First, the term selection in Cui’s approach 
relies heavily on the web query logs, and the limited amount of logs available in this 
experiment affects the quality of expansion terms. Second, as mentioned earlier, Cui’s 
approach missed out query terms that are relevant to the document but did not appear 
in the document. Our technique captures such terms, thus resulting in a better 
performance.  Third, for this particular test data set, the vector space ranking 
algorithm in CuiCase underperforms by 5.5% in terms of Avg.P compared to the 
probabilistic model implemented in our technique. All the simulated runs experienced 
20% to nearly 50% improvements in terms of Avg.P (See Table2) over the FreqCase. 
However, CuiCaseSim’s Avg.P value was 24% lower compared to LogFreqCaseSim. 
This shows that our technique outperforms Cui’s even when there is sufficient log 
information.  

We also analyzed the test runs using the average 11-interpolated precision (Table 
3). The test run for the proposed technique, ExpLogCase, again outperformed all the 
others. It had a 56%, 31%, 16.6% and 7.4% improvement over FreqCase, CuiCase, 
LogFreqCase and ExpCase, respectively. Furthermore, its simulated test run – 
ExpLogCaseSim outperformed LogFreqCaseSim and CuiCaseSim by 5.9% and 32%.  
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Table 3. Comparison Analysis for Average 11-point precision 

 
Vs. 

FreqCase 
Vs. 

LogFreqCase 
Vs. 

Expcase
Vs. 

LogFreqCaseSim
Vs. 

CuiCase
Vs. 

CuiCaseSim 
FreqCase - - - - - - 

LogFreqCase  0.3416 - - - 0.1286 - 

ExpCase  0.4561 0.0853 - - 0.2249 - 

ExpLogCase  0.5643 0.1660 0.0743 - 0.3159 - 

CuiCase 0.1888 -0.1139 - - - - 
logFreqCaseSi
m  

- - - - - 0.2507 

ExpLogCaseSi
m  

- - - 0.0592 - 0.3247 

CuiCaseSim - - - - - - 

These figures show that overall, the expansion techniques outperform the non-
expansion ones.  Our technique, ExpLogCase, outperforms all the other techniques in 
terms of precision for the first 50 files retrieved, recall 300 and average 11-point 
precision even in situations where there is a very limited amount of extracted query 
associations available. 

6   Conclusions 

Various expansion retrieval techniques have explored retrieval effectiveness using 
original documents and rely on historical queries or surrogate files for further 
expansion. We have proposed a technique that incorporates the use of web log 
activities in improving information retrieval from the initial index term weighing 
stage. Our technique is robust enough to handle situations when not enough log 
activities are available. Our experiment has shown that the Log-base Association 
Expansion approach can achieve significant improvements using log information and 
outperforms similar approaches. Thus we can conclude that using log activities at the 
initial stage of expansion search does improve web search.   

In future, we plan to further investigate the effect of the amount of log activities on 
the readjustment of various parameters in our technique. We also plan to study the 
efficiency and tradeoff between the initial log mining process and its impact on term 
weight readjustment and how often the term scores should be readjusted. 
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Abstract. Data intensive information is often published on the inter-
net in the format of HTML tables. Extracting some of the information
that is of users’ interest from the internet, especially when large num-
ber of web pages need to be accessed, is time consuming. To automate
the processes of information extraction, this paper proposes an XML
way of semantically analyzing HTML tables for the data od interest. It
firstly introduces a mini language in XML syntax for specifying ontolo-
gies that represent the data of interest. Then it defines algorithms that
parse HTML tables to a specially defined type of XML trees. The XML
trees are then compared with the ontologies to semantically analyze and
locate the part of table or nested tables that have the interesting data.
Finally, interesting data, once identified, is output as XML documents.

1 Introduction

The World Wide Web has become more and more important as a knowledge
resource. The information in the web is often published on web pages in a lan-
guage called HTML, namely Hyper Text Markup Language [9]. In particular,
data intensive information is often published in a construct called a HTML ta-
ble. The users of the web access the information by using a browser to search
through pages and tables to locate interested items. This traditional way of in-
formation extraction is time consuming when large numbers of pages and vast
volumes of data need to be collected. For example, it is almost impossible to
access all pages on the internet for recent prices of computer parts. For this rea-
son, it is desirable to develop efficient and reliable technologies to semantically
extract interesting information from the internet. At the same time, the degree
of automation and the semantic accuracy of the technologies are critical to fulfill
the desire. This motivates the research of investigating techniques for extracting
information from HTML tables in this paper.
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stitute of Information Technology Assessment) foreign professor invitation program
of the MIC (Ministry of Information and Communication), Korea.

K.V. Andersen, J. Debenham, and R. Wagner (Eds.): DEXA 2005, LNCS 3588, pp. 696–705, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



An XML Approach to Semantically Extract Data from HTML Tables 697

Information extraction from HTML tables appears in two different types.
One type of extraction uses an extraction schema or ontology as a query
containing requirements of data of interest (called interesting data). The schema
is then used to test whether the data in a HTML table satisfies the requirements.
The data that meets the requirements becomes interesting data and is extracted
and stored [6,12]. We refer to this type of extraction as data extraction. An-
other type of extraction does not use extraction ontologies. Instead, it aims to
extract structures and types of web pages and tables on the web pages [4,11],
which we refer to as structure and type understanding. In this paper, we
concentrate on the problem of automatic data extraction from HTML tables.

HTML is a language for information presentation on web pages and does
not have mechanisms to represent the semantics of the information it presents.
At the same time, flexible HTML grammar and the use of the HTML table
construct for positioning information rather than presenting data records pose a
number of challenges and issues for data extraction [6,12,13]. Some of these are
explained as the followings.

– The use of synonyms (e.g., car and motorcar), abbreviations (e.g., kilometers
and km), hypernyms (vehicle for car), and hyponyms (sports-car for car) for
table headings makes it hard to use pure string matching to find interesting
columns in tables;

– Tables are not only used to present structured data like the one in Figure
1, but also used to position information like menus and pictures in place.
This makes the identification of the tables that contain interesting data a
big challenge;

– When tables are in a nested structure, not only the table at the top level
but also all the nested tables need to be analyzed to locate the ones that
contain the data of interest.

– The row span and the column span constructs of HTML tables and especially
nested tables require table handling techniques to use complex processes. As
shown in Figure 1, the code of the author column behind the table can be
row spans and columns spans and it can also be nested tables. All possible
options are expected to be handled properly.

Because of these challenges table processing needs to analyze tables as a whole,
including names, types, and structures etc., against the extraction ontology, not
just table headings as done in some work as we now summarize.

A number of work has been done in the area of information extraction from
web pages and HTML tables [6,12,3,10,8,13,14,7]. Work such as [5,4] empha-
sizes on understanding web pages to extract common structures of the pages for
wrapper writing purposes. Work like [11,7,13] focuses on understanding tables
and the types used in the tables, which is on a more detailed level than web
page understanding. Work on data extraction (using a template or an ontology)
include [1,6,12,10,8,13,14] but the one that is close to our work is [6]. The work
in [6] uses a relational schema as a template (although synonyms are considered)
and deals with nested tables by heuristics. In contrast, we propose an ontology
language that can represent hierarchic structures of ontologies. In addition, our
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Fig. 1. A motivation example and an o-tree

approach handles nested tables not by heuristics but by comparing the structures
of an ontology and the structure of an XML tree to identify tables of interest,
which means a real semantic method, as detailed in the following.

The main contributions of our approach are outlined as follows.
1) We define a mini language for specifying extraction ontologies. The syntax

of the language is in XML [2] which is widely accepted as a language for data
exchange. The basic construct of the language is an element, a name for which
data will be extracted. The language also has other constructs to support the
specification of synonyms, hypernyms, hyponyms, multiplicity, and conditions on
data values. An element is allowed to have child elements which means generally
an ontology is a hierarchy. An ontology specified in this language defines what
data an application expects to get. The ontology also works as a schema for the
output of extraction.

2) We define a model to represent tables on a HTML page. The model is
a specific XML tree model and node types of table, row, and cell are defined
for the nodes of the tree alongside some other attributes. This model, as it is a
tree structure, can naturally represent nested tables no matter how many levels
of nesting are on the web page. A tree of this model is called content tree. An
algorithm is defined to parse any HTML page to a content tree.

3) Algorithms are defined to compare an ontology and a content tree to ob-
tain a mapping tree which states which node in the content tree is for which
element in the ontology. The comparison involves two sub types: element name
comparison and value testing. Element name comparison is to compare an ele-
ment name with a cell value of the content tree and to find a table heading that
matches the element. Because this is not always successful, then the second type
of comparison, value testing, is to test specifically defined characteristic symbols
and value conditions to identify a possible heading for the element. These two
types of comparison do not give full semantics and there is a final step to check
parent-child relationships to make sure that the mapping tree indicate a similar
structure as the ontology.

4) Finally an algorithm is defined to extract data from a content tree based
on the mapping obtained from the previous step. The data extracted appears as
XML elements.

We start the presentation by introducing the mini-language for ontologies.
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2 Language for Specifying Extraction Ontology

In this section, we define a mini language for specifying extraction ontologies.
The extraction ontologies then work as queries. Data in HTML tables will be
parsed and analyzed and interesting data that satisfies the requirements of the
queries will be retrieved as instances of the queries.

The basic constructs of the language are EMPTY [2] XML elements and
attributes. A general format of this is < elementname[ attribute = ”value”] >
where the part in the square brackets is optional and can be repeated for mul-
tiple times. An XML element corresponds to a concept in an ontology and
the element name is the same as the concept name. The optional attributes
of the element specify the variations and the conditions of the concept. An
element can have some child elements which correspond to child concepts of
the concepts. This means that the language allows the definition of ontolo-
gies with a hierarchical structure. The optional attributes of an element we
define for an element include syn, hyp, symb, mult, and cond. The attribute
syn contains a set of synonyms separated by comma ’,’ of the element name.
For example, if the element name is mileage, then the value of syn would be
syn = ”odometer, kilometer, km”. The attribute hyp contains a set of hyper-
nyms (generalizations of the element name) and hyponyms (specializations) sep-
arated by ’,’. For example, if the element name is car, then there would be
hyp = vehicle, sports-car. symb is an attribute to store characteristic symbols
or strings to identify the value type of the element. For example, if the element
name is cost, then the dollar sign $ helps identity the column for cost. Note
that these characteristic symbols are only helping to confirm a reasoning but
not decisive. The attribute mult defines the number of occurrences of the el-
ement under its parent and it takes a symbol between ” + ” and ” ∗ ” which
are defined in the XML Recommendation [2]. If mult does not appear in an
element, then the multiplicity of the element is ′+′. Finally cond is an attribute
containing a logic condition which is extended to allow regular expressions to be
put in the boolean function expr(regular-expr). For example, for an color ele-
ment, the attribute appears as < color cond = ”expr(∗blue∗)” > to mean color
contains blue. Following is an example showing the use of the mini language in
an extraction ontology for bibliography.

<bib syn="references", hyp="publication,article"/>

<title syn="rubric" hyp="name"/>

<publisher hyp="company" mult="*"/>

<year syn="yr" hyp="time" condi= ">=2003"/>

<author syn="writer"/>

<firstname syn="fn,forename" hyp="name"/>

<lastname syn="familyname" hyp="name"/>

</author>

</bib>

An ontology defined in this language can be mapped into a tree, called an
o-tree, which will be used for semantic analysis in the next a few sections. Each
node of the tree has a unique id, usually using vi, and a label of an element
in the ontology. We use elem(vi) to return the element name on node vi and
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use attributes as syn(vi), hyp(vi), and condi(vi) to return the corresponding
attribute values of vi. This is also applicable to other types of trees presented
later.

3 Parse HTML Tables to XML Tree

In this section, we propose an algorithm to parse HTML tables into XML trees.
The result of parsing is an XML tree which will be used for semantic analysis in
the following section. We choose to parse the HTML tables on a web page to an
XML tree, not other models, because an XML tree is a natural representation
of hierarchically structured information like that contained in HTML tables. In
contrast to [7] where the nested table model lacks modelling power and some
special constructs are employed to improve it, our use of XML modelling is
sufficient for representing the information in nested HTML tables.

We note that there are many tools on the internet like Altova XMLSpy and
Stylus Studio XML IDE that convert HTML pages to XML documents, but this
type of conversion is simply takes HTML tags as XML tags and HTML contents
as text nodes of XML and there is no real structure conversion. In contrast, our
work involves fundamental structure conversion which will enable us to conduct
semantic analysis.

We now propose a c-tree (stands for Content tree) algorithm. The output
of the algorithm is a c-tree which is defined to represent both the structures and
the contents of the HTML tables on a web page with row spans and column
spans normalized. The tree has four types of nodes, a root node, some table
nodes, row nodes, and cell nodes. The root node represents the web page and
therefore whether a page contains tables or not, it always has a root node. Other
types of nodes correspond to tables and rows and columns of the tables. When a
cell contains other tables, which is a very common case with regard to the use of
tables, a table node is created under the cell node for each of the nested tables.
This causes c-trees nested under c-trees.

Each node of a c-tree has a unique ID and a label among root, table, row and
cell. The label of the root node is always root. The child nodes of the root are
all labelled with table. The child nodes of a table node are all labelled with row
and the child nodes of a row node with cell. A node also has a position number.
The root node’s position number is always 0 and all other nodes’ positions are
relative to that of their parent. Thus the k-th cell in row j of table i means that
the position number for the corresponding table node is i, position number of
the row node is j and the position number of the cell node is k. If a node is
a cell node, it also has a value which is the content of the cell in the HTML
table. Note that this value can be either a column heading of the table or a data
value in a row of the table. At this stage of parsing, we have no way to know
which type it belongs to. For cell nodes, there are optional attributes, rspan = n
and cspan = m (only one appears on each node), to mean if the cell has a span.
These two attributes are used to normalize the c-tree at the end of the algorithm.
After the normalization, the two attributes are undefined.
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Fig. 2. c-tree of bibliography

We define functions for a node for the ease of references. Given a node v,
function posi(v) returns the position number of the node. Function val(v) returns
the value of v. If v is not a cell node, val(v) returns null. Function elem(v)
returns the label of v. Function chil(v) returns the set of all child nodes of v.

Algorithm 3.1 (c-tree)
Input: a HTML page

Do:(A) - parsing

(1) create a root node vr

(2) for each < table > on the page create a node under vr with the label

table and the position number being the sequential number of the table among

all non-nested tables on the page.

(3) for each < tr > of the table, create a node under the table node with

the label row and the position number being the sequential number of the

row among all the rows of the table.

(4) for each < td > or < th > of the row, create a node under the row

node, with the label cell, the position number being the sequential number

of the cell among all cells of the row, and the value being the content

of the cell.

(5) if < table > is found within a cell, create a table node under the cell

with the position number being the sequential number of the table among

all the tables in the cell. Then the parsing moves to Step (3).

(B) - normalizing

(1) if a cell has the rspan attribute and the cell position number k, make

duplicates of the cell node and insert a duplicate to position k under

each of the sibling row nodes covered by the span and adjust the position

numbers on the cell nodes of the siblings.

(2) if a cell has the cspan attribute, make duplicates of the node s.t.

the number of duplicates is the same as the number of the spanned columns,

insert the duplicates after the node, and adjust the position numbers.

Output: the c-tree vr
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Figure 2 shows a c-tree converted from the HTML document for Figure 1(a).
In the figure, position numbers are put after the labels of nodes. All node IDs
are omitted from the figure.

4 Semantic Extraction Algorithms

In this section, we propose algorithms that semantically analyze a c-tree for in-
teresting data. The algorithms are complicated in three main aspects. Firstly,
because of the use of tables in positioning information such as menus and adver-
tizements on web pages, the tables on a web page may not contain interesting
data. Even if they do, the locations of the tables that contain interesting data
can be any where on a page. Secondly accurately analyzing tables and locating
interesting data should not only rely on the success of keyword matching be-
tween an o-tree and a c-tree, but also on the success of structure matching. In
other words, we want the relationships of elements in an o-tree to be matched
with a similar structure in a c-tree. It is this second point that makes our work
different from that of [6] which uses heuristics to trim unrelated tables without
considering relativeness of data in the tables to the elements in the o-tree. Fi-
nally, the algorithm should be able to run in both strong mode and weak mode.
By strong mode, it means that the structure of interesting data has to exactly
match the structure of the o-tree. For example with strong mode and the o-tree
in Figure 1, the data for fname and lname has to be in a table nested in the
table containing data for title and Y ear. In comparison, weak mode does not
require an exact structure match. In this mode, a c-tree containing data in nested
tables can be matched to an o-tree that has only one level or a c-tree containing
data in one table can be matched to the multiple levels of an o-tree.

In the rest of this section, we firstly define a structure called a mapping
tree which represents the relationship between a c-tree and an o-tree. Then we
define a function to compare a table node in a c-tree with a node in an o-tree
and this function is critical to building a mapping tree. After this, we define a
criteria to judge whether a mapping has been found between a c-tree and an
o-tree. If a mapping tree is found, data needs to be extracted from the content
tree. So we define an algorithm to output data in XML format. Finally we define
the overall control algorithm of the analysis.

We define a mapping tree to return the result of a successful match. A map-
ping tree is created out of a duplicate of an o-tree by removing attributes syn
and hyp of the nodes in the duplicate and adding two attributes hmap and
vmap to each node in the duplicate. The attribute hmap will be used to store
a position path when a heading match (defined in next paragraph) is found for
the element. The attribute vmap will be used to a position path when a value
match is found for the element. Here a position path shows the type of nodes
that contain the information for an element and is defined to be a sequence of
position numbers on the path from the root node to a node in a c-tree. For
example in Figure 2, 0.0.0.3.0.0.1 is a position path that uniquely identifies the
type of nodes containing data for the element lname.
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We define a function called compare which takes three arguments, a mapping
tree m, a non-leaf node o of an o-tree, and a row node r of a c-tree. The function
compares the children of o to the children of r to find a match between a child
x of o and a child y of r. y is a heading match of x if val(y) = elem(x) or
val(y) is contained in syn(x) or hyp(x), and y is a value match of x if symb(x)
is in val(y). The function is defined for the strong mode and the weak mode
separately. In the strong mode, the leaf nodes of o are compared with the leaf
nodes of r and the non-leaf nodes of o are compared with the nested tables
in r. In the weak mode, the descendents of o are used for comparison. At the
same time, any descendents of o that have not got a match are compared with
the nested tables of r. This function is an important part of our approach that
performs semantic checks when comparison is conducted.

/* m is a mapping tree, o is an o-tree, and r is a row node */

m-tree compare(m,o, r){ // for strong mode

for each x in child(o),
if x is a leaf node,

for every leaf y in r, compare elem(x) to val(y) to find a

heading (value) match for x
if a heading (value) match is found, set the position path of y

to hmap (vmap) attribute of the node in m
that corresponds to x.

else

for every non leaf y in r and for each table child z of y and

for each row child w in z, compare(m,x,w);
}
m-tree compare(m,o, r){ // for weak mode

for each x in desc(o),
compare x to the value of each child y of r to find a heading

(value) match for x
if a heading (value) match is found, set the position path of y

to the hmap (vmap) attribute of the node in m
that corresponds to x.

if x is not a direct child of o, set the position path of the

immediate table ancestor of y to hmap of the immediate

parent of x.
if x has children that do not have a match and y has table

children,

for each table node w of y and for each row node z of w,

compare(m,x, z);
return m;

}

We define a criteria to test whether a mapping has been found in a mapping
tree. A mapping is found if for the mapping tree all of the followings are true:
(1) the attribute hmap or the attribute vmap of every node is set with a value
except for those with mult =′ ∗′; (2) all position paths of hamp and vmap of
all nodes are distinct; (3) if the node v of the mapping tree has children, then
the position path p on v has to be the precedence of the position path of all v’s
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children. For all other cases, the mapping is not a possible mapping. We note
that Point (3) of the criteria checks whether the mapping for a sub o-tree is from
one nested table. If not, the mapping is not found. If a mapping has been found,
we say that the mapping tree is complete.

In the following, we define an algorithm that extracts data of interest from
a c-tree with the mapping of a mapping tree.

/* vt a table node, vm a mapping tree */

xml-document dataOutput(vm, vt){
make a duplicate of vt and all its ancestors.

label the node vt by elem(vm).
for each x in desc(vm), label all nodes

reached by hmap(x) (or vmap(x)) with elem(x).
remove all nodes with the cell label.

remove all row nodes that make any of conditions in condi false.

collapse the tree by moving all children of a row node to its parent

and remove the row node.

remove the ancestors of vt.

return vt.

}
The following algorithm controls the comparison of an o-tree to all tables of

a c-tree to locate the table containing interesting information.

Algorithm 4.1 (analysis)

Input: a c-tree vc, a o-tree vo, and a mapping tree vm

Do: For each table tree child vt of vc

call m = compare(vm, vo, vt);
if m is complete, output XML document dataOutput(vm, vt)
else if vt has table descendents at the cell level, move these table

descendents to vc and remove this table node from vc.

else remove the table node

goto the next table child of vc

Output: a set of XML documents.

Discussion. The above algorithms work for the cases where the table containing
interesting data has headings or characteristic symbols. There are other cases
where the heading of a table is on the left or a table does not have headings. For
the first case, a controlled transformation between row nodes and cell nodes of
the content tree will make the above algorithms applicable. In the second case,
extra information such as sample data need to be used. Because of the space
limit, we leave out these algorithms in this paper. Also because of the space
limit, we leave out performance discussion of our approach.

5 Conclusions

In this paper, we proposed a way of using XML modelling to semantically ana-
lyze HTML tables and extract data of interest. We introduced a mini language
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in XML syntax to specify ontologies representing the data of interest. This lan-
guage has considered factors of synonyms, hyper- and hypo- names, symbolic
characteristics of values and conditions on the data to be extracted. We then
defined algorithms that parse HTML tables to a specially defined type of XML
trees, semantically analyze the trees to locate the part of table or nested tables
that have the interesting data, and to extract and output interesting data. The
further work of this research is to study the transformation of c − trees so that
tables with headings on the left side can be recognized. At the same time, sample
documents need to be incorporated in the algorithms to make the recognition of
tables without headings possible.
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Abstract. In this paper we present and evaluate two approaches for the
generation of Semantic Fields, which are used as a tool for resource dis-
covery in the Semantic Web. We mainly concern ourselves with semantic
networks that describe their interests and resources by means of ontolo-
gies. Semantic Fields are intended to help users to locate these resources
by specifying a brief description (also as an ontology). We propose two
ways to automatically build Semantic Fields. The first one is used in the
KREIOS approach, which is based on the pre-computation of distances
between all the ontology pairs. The second one is based on a fast in-
cremental clustering algorithm, which groups together similar ontologies
as they are published. These groups constitute a pre-computed set of
Semantic Fields.

Keywords: Resource discovery, similarity of ontologies, query distribu-
tion.

1 Introduction

Information in the Web has grown very quickly. Now, the semantics of the in-
formation on the web is becoming explicit. Ontologies provide a formal repre-
sentation of the real world by defining concepts and relationships between them.
In order to provide semantics to web resources, instances of such concepts and
relationships are used to annotate them. These ontology-based annotations of
resources are the foundation of the Semantic Web.

As the amount of annotated resources is continuously increasing, finding
relevant resources according to their semantics becomes a crucial and urgent
problem to be solved. To enable information processing and content retrieval
in distributed environments like the Semantic Web with lots of ontologies, it is
necessary to define appropriate techniques to organize all these ontologies. Thus,
if we are able to find the relevant ontologies for a given request, we will provide
a solution to both resource retrieval and query distribution problems.
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This paper presents two discovery methods for finding relevant resources
related with domain ontologies. The discovery methods are based on the concept
of Semantic Field, which is a group of interrelated ontologies that can be relevant
for a given information request. The first method relies on both semantic distance
and ontology neighborhood to build Semantic Fields, whereas the second method
relies on the concepts of ontology similarity and document clustering. While the
first method is devised for specific and personalized Semantic Field building, the
second one is intended to produce generic ontology groups according to their
domains.

As an example of the practical usage of Semantic Fields, consider a peer-
to-peer network of heterogeneous resources, which are described using a variety
of ontologies (usually called a Semantic Overlay Network [5]). Semantic fields
can be used to group together similar ontologies and, accordingly, related re-
sources. This provides several advantages: better management (the network self-
organizes) and better performance (queries can be routed to relevant groups of
resources). Note that, in such a scenario, resources can enter and leave the net-
work at any moment, and so do their semantic descriptions. This requires the
system to respond incrementally to such changes.

The paper is organized as follows: Section 2 details the problem of ontology
clustering; Section 3 discusses how to measure ontology distances, including the
KREIOS and OntoCluster approaches; Section 4 presents the evaluation of both
approaches; Section 5 introduces a discussion about the obtained results, followed
by some conclusions and future work in Section 6.

2 Ontology Clustering

The problem of finding similar resources to a given query is similar to the task
of Information Retrieval (IR), where the system retrieves the most relevant doc-
uments to a query. As in IR, the Cluster Hypothesis can also be applied to
semantic descriptions. This states that documents relevant to the same queries
tend to be more similar to each other than to non-relevant ones. This hypothesis
has produced numerous clustering methods and algorithms for classifying doc-
uments. Broadly speaking, most of these algorithms are intended to calculate
document groups in such way that the intra-similarity of each group is maxi-
mized, whereas the inter-similarity between groups is minimized. In [15] we can
find a revision of the main document clustering algorithms.

In our scenario, it is also necessary that the Semantic Fields (ontology groups)
are dynamically generated. That is, whenever a new ontology is published, ex-
isting groups must be updated accordingly. Hence, only incremental clustering
algorithms can be applied for maintaining Semantic Fields. The most popular
incremental clustering algorithms are based on the single-pass and multi-pass
strategies (e.g. K-means). All these algorithms rely on the concept of centroid,
which allow comparing each incoming document to each existing group. How-
ever, for Semantic Fields, the concept of centroid seems rather artificial, and it
is not clear neither its meaning nor the way it could be updated.
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To the best of our knowledge, no clustering algorithm specific for ontologies
has been proposed. Most of the related works are focused on defining semantic
similarity measures between ontologies to improve merging and schema matching
tasks. As earlier mentioned, ontology clustering can be a very useful tool for
instance retrieval, query distribution and matchmaking. Some recent works like
[1,3,10,11] apply clustering algorithms to build global schemas for a large set of
heterogeneous XML documents. In these works, structural similarity functions
are defined to asses when two XML documents can be assigned to a same DTD
or XML-schema. In [1,11], fast incremental algorithms are proposed to update
incrementally the global schemas, whereas in [3,10] hierarchical non-incremental
algorithms are applied. However, nowadays there not exists a study about which
clustering algorithms can be used for these tasks and which are appropriate for
each kind of applications.

3 Ontology Distances

As it can be noticed in the previous section, the computation of Semantic Fields
requires either an ontology distance function or a ontology similarity function.
Much work on the computation of ontology distances stems from the ontology
alignment problem. This problem consists of finding mappings between concepts
and relations of two different ontologies. Some of these works are adaptations
of database schema matching mechanisms (e.g. CUPID, CLIO, COMA [7], etc.)
earlier developed in the database community. More recently, several works have
been proposed to use edit distances to calculate in a more flexible way such
schema mappings (e.g. [12,13]). All these approaches only regard the structural
aspects of the schemata. Although several approaches exist for calculating con-
ceptual semantic distances within a thesaurus like WordNet [2], they cannot be
directly used to compare two different ontologies. Recently, some works (e.g.
[4,14]) propose different similarity criteria for comparing two ontologies, regard-
ing their linguistic as well as their structural aspects.

COMA [7] is a schema matching system developed as a platform to combine
multiple matchers in a flexible way. It provides a large spectrum of individual
matchers that can work on automatic mode or with reuse of previously found
mappings. The use of COMA in our approach has two main advantages: it is
possible to obtain COMA for research studies, and it can be extended with
simple matchers (e.g. semantic matchers) improving results of this tool.

In a first approach we use the COMA framework in automatic mode, although
it could make use of manual mappings previously published in the network to get
better matching results. COMA is a framework that can apply sets of matching
algorithms to relational schemas and XML documents. It also provides a set of
matchers that perform syntactical and structural matching processes. However
we needed to match ontologies, described with OWL, so we developed a new
class for COMA Framework (OWLToModel) that transforms a OWL ontology
into a directed graph that COMA can deal with.
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c1/c2 c(2,1) c(2,2) c(2,3) c(2,4) c(2,5) c(2,6) c(2,7) c(2,8) c(2,9) c(2,10) c(2,11) Max

c(1,1) 0 0 0 0 0 0 0 0 0 0 0 0
c(1,2) 0 0 0 0 0 0 0 0 0 0 0 0
c(1,3) 0.615 0 0 0 0 0 0 0 0 0 0 0.615
c(1,4) 0 0 0 0 0.964 0 0 0.978 0 0 0 0.978
c(1,5) 0 0 0 0 0 0 0 0 0.76 0 0 0.76
c(1,6) 0 0 0 0.54 0 0 0 0 0 0 0 0.54
c(1,7) 0 0 0 0 0 0 0 0 0 0 0.82 0.82
Max 0.615 0 0 0.54 0.964 0 0 0.978 0.76 0 0.82

Fig. 1. Mappings Table for two ontologies using COMA

Then, using distances returned by COMA, we can obtain a matrix of semantic
distances between terms for each pair of ontologies. With this matrix, the Partial
Semantic Affinity (PSA) between two ontologies O1 and O2 can be computed as
follows:

PSA(O1, O2) =
#Concepts(O1)∑

c∈concepts(O1) max(mappings(c, O2))

PSA represents the relation between the number of concepts of the source
ontology (PSA is not symmetric) and the number of similar concepts of both
ontologies. Thus, when the compared ontologies are the same, PSA gets its
maximum value 1.

Finally, we define Semantic Affinity (SA) between these two ontologies as
follows,

SA(O1, O2) = SA(O2, O1) = min(PSA(O1, O2), PSA(O2, O1))

Let us see an example of calculating semantic affinity between two ontologies.
In this case the first ontology has 7 nodes (classes and properties are considered
nodes), and the second ontology has 11 nodes. Figure 1 shows the mappings
table (similarity values between pair of nodes that are returned by COMA),
in which we have included the maximum value for each row and column. The
reason for using this value is that, we consider that each node of one ontology
can be matched with one node of the other ontology. Thus, a node is matched
with the node that has the maximum similarity with it.

3.1 The KREIOS Approach

The first proposed method is based on the key idea that Semantic Fields evolve
dynamically depending on the application perspective. Thus, the perspective
changes because of application decisions, such as the ontology used, expected
size of the Semantic Field, precision needed, response time or user queries. In
a first approach we take into consideration that Semantic Fields depend on the
ontology that the application chooses and a set of parameters defined by it.



710 I. Navas et al.

Making use of only one parameter, the affinity range, we can state Semantic
Field expected size and precision. Thus, if we make use of small values we will
have smaller and more precise semantic fields. However, if we define high affinity
range values, semantic fields will be greater and not very useful.

Let O be the selected ontology, R the affinity range, and {Oi/i ∈ (1..n)}
previously published ontologies, we formally define a Semantic Field (SF) as

SF (O, R) = {Oi/SA(O, Oi) ≤ R}

Semantic Fields can be enhanced by providing further information about the
sub-domains where each published ontology can be ascribed [9]. A sub-domain
can be represented as the set of relevant concepts for a particular application.
With this information, semantic distances can be calculated more precisely. How-
ever, this is not the focus of this paper, in which we compare two methods
without sub-domain information.

In this way, we make use of ontology selection, the entry point and affinity
range to test our approach. When an application defines the entry point (con-
nected to an ontology), the application-based Semantic Field will only depend
on the affinity threshold, so that it only selects ontologies with semantic affinity
lower than this threshold.

3.2 The OntoCluster Approach

The OntoCluster approach builds Semantic Fields by clustering together related
ontologies, according to a given similarity measure. The algorithm is based in the
application of a Representative-Based (RB) clustering technique in a distributed
context. In RB clustering, objects are grouped based on the similarity to one
or more members of the group (the “representatives”) and not a centroid. The
resulting clusters correspond to Semantic Fields.

Let RepSet(SF ) be the set of ontologies from a Semantic Field SF that are
the cluster representatives, and sim(O1, O2) a similarity function that compares
two ontologies O1 and O2. Then, a Semantic Field can be formally defined as
follows:

– ∀Oi ∈ SF, ∃Or ∈ RepSet(SF ), sim(Oi, Or) ≥ βsim

– ∀Oi ∈ SF, 	 ∃O′
r ∈ RepSet(SF ′), SF ′ 	= SF, sim(Oi, O

′
r) ≥ βsim

– ∀Or ∈ RepSet(SF ), 	 ∃O′
r ∈ RepSet(SF ), sim(Or, O

′
r) > βrep

Notice that the configuration of clusters relies on two parameters, βsim and
βrep. The first parameter controls the homogeneity of the clusters: for all mem-
bers, the similarity to some representative is always greater than βsim. In con-
trast, βrep is the minimum similarity between representatives within a group;
this allows a certain heterogeneity within Semantic Fields. Thus, the set of rep-
resentatives plays the role of a semantic contour for its corresponding Semantic
Field. It is worth mentioning that there does not exist a unique set of representa-
tives for a given cluster, and it will depend on the applied clustering algorithm.
In this work, we have used an adaptation of the algorithm presented in [11],
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in which ontologies are encoded as sets of maximal paths, and which has been
designed to work on a fully distributed scenario like P2P networks.

In OntoCluster Semantic Fields are created incrementally. When a new on-
tology is published in the network, all the current representatives are notified.
In general, if the similarity between a representative and the new ontology is
high enough, the new ontology is added to the representative’s cluster. Note
that several, more complex, cases are possible:

– The new ontology may become a cluster representative, if its similarity to
some other representative in the group is smaller than βrep.

– The new ontology may be close to representatives in more than one cluster.
This will usually lead to cluster reorganization.

– If the ontology is not close enough to any existing cluster, it becomes a new
cluster and it is its unique representative.

As in other document clustering algorithms, OntoCluster relies on the con-
cept of similarity instead of that of distance.

Regarding the directed graph derived from an ontology O expressed in OWL,
we represent it as the set of non-recursive maximal paths, denoted Paths(O).
Besides, the elements of each path are normalized so that usual suffixes (e.g.
plurals, past tenses, etc.) are removed. We then define the similarity function
between two ontologies as follows:

pathSim(p1, p2) =
|elements(p1) ∩ elements(p2)|

max(|elements(p1)|, |elements(p2)|)

partial sim(O1, O2) =

∑
pi∈Paths(O1) maxpj∈Paths(O2)(pathSim(pi, pj))

|Paths(O1)|

sim(O1, O2) = sim(O2, O2) =
partial sim(O1, O2) + partial sim(O2, O1)

2

where the function elements returns the set of elements of the given path,
pathSim returns the similarity between two paths, partial sim gives the av-
erage similarity between the best pairwise matches of O1’s paths against O2.
Finally, sim is the symmetric function that returns the average between the two
partial similarities.

4 System Evaluation

We have studied the clustering effectiveness using as input data a set of se-
mantically annotated descriptions of web services [8]. The data set consists of
116 ontologies representing a variety of very heterogeneous resources 1. We have
manually identified 14 Semantic Fields from this data set. The quality of the
system-generated Semantic Fields have been evaluated with traditional infor-
mation retrieval measures, namely: precision, recall and F1 measure. Given a
1 http://moguntia.ucd.ie/repository/datasets/



712 I. Navas et al.

system-generated field Fi and a manual group Gj , these measures are defined as
follows:

Precision(Fi, Gj) =
|Fi

⋂
Gj |

Fi

Recall(Fi, Gj) =
|Fi

⋂
Gj |

Gj

F1(Fi, Gj) =
2 · Precision(Fi, Gj) · Recall(Fi, Gj)
Precision(Fi, Gj) + Recall(Fi, Gj)

=
|Fi

⋂
Gj |

|Gj | + |Fi|

To define a global measure for all the groups, firstly each manual group must
be mapped to the system-generated group that maximizes the measure. This
mapping function is defined as follows:

σ(Gj) = arg max∀Fi{measure(Fi, Gj)}

Then, the overall measure can be calculated by either macro-averaging or
micro-averaging these mappings. For example, the micro and macro averages for
F1 are calculated as follows:

micF1 = 2 ·
∑No

i=1 |Gi

⋂
Fσ(Gi)|∑No

i=1 |Gi| + |Fσ(Gi)|

macF1 = 2 · 1
No

·
N∑

i=1

F1(Fσ(Gi), Gi)

Here No is the total number of ontologies of the data set.
Additionally, in order to measure the average quality of all the generated

Semantic Fields (not only the best matches), we also calculate the macro- average
of F1 over the inverse mappings, formally:

σ−1(Fi) = argmax∀Gj{F1(Fi, Gj)}

macF1−1 = 2 · 1
No

·
N∑

i=1

F1(Fi, Gσ−1(Fi))

In Figure 2 we show the results obtained for some well-known hierarchical-
agglomerative clustering algorithms. Remember that these algorithms cannot be
applied to a real scenario since they are not incremental. We include them as the
baseline systems of the evaluation. We indicate between parenthesis the optimal
threshold of each algorithm to obtain the best groups. It can be concluded that
the best algorithm for this data set is the average-link one, although due to the
high number of generated clusters (second column) it gets a slightly low value
for the inverse F1 (last column) with respect to the complete-link algorithm.

Regarding the proposed approaches for Semantic Field generation, Figure 3
shows the optimal results (between parenthesis we indicate the best values for
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Algorithm #SF micF1 macF1 Prec. Recall F1−1

Single-link (0.35) 37 0.490 0.450 0.377 0.7024 0.493
Complete-link (0.30) 27 0.536 0.462 0.500 0.5746 0.535
Average link (0.1) 81 0.581 0.531 0.500 0.6922 0.526

Fig. 2. Results for the baseline clustering algorithms

Approach #SF micF1 macF1 Prec. Recall F1−1

KREIOS 115 0.604 0.564 0.5426 0.6824 0.5673
(radius = 3)
OntoCluster (sim) 52 0.643 0.580 0.5255 0.8283 0.6884
(βsim = 0.5, βrep = 0.6)

Fig. 3. Results for the proposed approaches

the systems parameters). It must be pointed out that in OntoCluster, optimal
parameters have been estimated by analysing the distribution of pairwise simi-
larities for a sample of ontologies.

As can be noticed, both approaches clearly overcome the results obtained
for the baseline systems. It must be pointed out that the KREIOS approach
generates as many clusters as ontologies are. This is because queries can be
fetched from any entry point of the network, and therefore the system must
calculate a Semantic Field for each one. As a consequence, this produces lower
values in the inverse F1.

5 Discussion

The previous results show that both approaches perform relatively well on a real
set of ontologies. However, we think that much work must be done to improve
the semantic distance functions as well as semantic similarity criteria to obtain
acceptable system precisions.

The main advantage of KREIOS is that it builds dynamically the Semantic
Fields according to the given query. However it has to calculate the matrix of
distances between each pair of ontologies. In a network with a high number
of incoming ontologies this is a drawback, and the cost of maintaining such a
matrix is high O(N2

o ). However, if each new ontology calculates its similarity
with published ontologies, the cost for this node will be O(No) (although the
global cost is O(N2

o )). On the other hand, the distribution of queries is very
efficient since the system just has to retrieve from the matrix the nodes that are
near the query.

Regarding the OntoCluster approach, it obtains the best results for most
of the evaluation measures. However, unlike the KREIOS approach, Semantic
Fields are incrementally constructed and maintained independently of the user
queries. This makes the distribution of queries difficult whenever the involved
ontologies are located in different Semantic Fields. An advantage of OntoClus-
ter is that the group representatives allow fast cluster updating as well as an
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efficient query distribution based on Super-Peers. Notice that just the group rep-
resentatives that are similar to the query are selected, and these representatives
distribute the query among the group members.

6 Conclusions

In this paper we have introduced the concept of Semantic Field as a means of
discovering resources in semantic networks. Given a query, each network node
is able to locate the ontologies that are semantically related to it, and then to
bring the query to their corresponding nodes.

We have presented two clustering methods that automatically generate these
Semantic Fields. One method, KREIOS, is based in the concept of seman-
tic neighborhood given a semantic distance between ontologies. The second
method, OntoCluster, is based on a representative-based clustering algorithm,
which builds a partition of the network ontologies into a set of semantically-
related groups. Both clustering algorithms work incrementally and in a totally
distributed way (i.e. they do not assume the existence of any central network
node in which to perform the ontology clustering algorithm).

The results of Section 4 show that the two presented approaches perform
relatively well on a real set of ontologies. However, we think that much work
must be done to improve the semantic distance functions as well as semantic
similarity criteria to obtain an acceptable system precision. Thus, we are working
on including other matchers (Semantic Matchers) in the COMA Framework in
order to improve the mappings obtained in automatic mode. On the other hand,
the affinity measure could be improved introducing the sub-domain parameter,
that is, choosing a set of relevant concepts for each application. Finally, we are
studying the possibility of combining both approaches, and how it can affect the
cluster quality.

Acknowledgements. This work has been supported by the MCyT grant
TIC2002-04586-C04-04/03. We would like to thank Do Hong-Hai and Dr. Er-
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Abstract. In recent years more and more information has been made
available on the Web. High quality information is often stored in ded-
icated databases of digital libraries, which are on their way to become
expanding islands of well organized information. However, managing this
information still poses challenges. The Semantic Web provides technolo-
gies that are about help to meet these challenges.

In this article we present JeromeDL, a full fledged open-source digital
library system. We exemplify how digital library content management
can benefit from the Semantic Web. We define and evaluate browsing
and searching features. We describe how the semantic descriptions of re-
sources and users profiles improve the usability of a digital library. We
present how digital libraries can be interconnected into one heteroge-
neous database with use of semantic technologies.

1 Introduction

Increasing investment in research and development as well as the trend to pro-
duce more and more written information are challenges for Digital Libraries.
Metadata - one of the main cornerstones of the Semantic Web - has been used
in libraries for centuries. E.g., tree-structured classifications schemes used to
coordinate materials on the same and related subjects lead to the hierarchical
organization of catalogs. The catalog approach to manage resources has been
successfully adapted in on-line directories like Yahoo! or the Open Directory
Project. Since more and more information becomes available also a number of
search engines have emerged. Even the search engines utilizing algorithms like
PageRank[1] still seem to not always find the high quality information we desire.

The Semantic Web effort continues to explore the usage of metadata on the
Web, and comes up with additional ways how to manage resources. Semanti-
cally annotated content of the digital library’s database can be retrieved by
new properties. These properties interlink different resources and provides new
meaningfull information to the existing fulltext and bibliographic descriptions.

In this paper we present JeromeDL, an open-source digital library, and ex-
emplify which parts of JeromeDL benefit from the Semantic Web.

K.V. Andersen, J. Debenham, and R. Wagner (Eds.): DEXA 2005, LNCS 3588, pp. 716–725, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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2 Architecture of Digital Library and the Semantic Web

The JeromeDL1 architecture[5] is an instantiation of the architecture presented
in [2] with special focus on the exploitation of the Semantic Web based metadata
(RDF, FOAF, and ontologies). The main components of the JeromeDL system
consists of:

– resource management: Each resource is described by the semantic de-
scriptions according to the JeromeDL core ontology. Additionally a fulltext
index of the resource’s content and MARC21, and BibTEX bibliographic
descriptions are provided. Each user is able to add resources via a web in-
terface. To satisfy the quality of delivered content, each resource uploaded
through the web interface has to be approved for publication. The admin-
istrative interface for librarians (JeromeAdmin) allows to manage resources
and associated metadata (MARC21, BibTEX and semantic annotations) as
well as to approve user submissions.

– retrieval features: JeromeDL provides searching and browsing features
(see section 4.1) based on Semantic Web data.

– user profile management: In order to provide additional semantical de-
scription of resources[4], scalable user management based on FOAF (see
section 3.2) is utilized.

– communication link: Communication with an outside world is enabled
by searching in a network of digital libraries. The content of the JeromeDL
database can be searched not only through the web pages of the digital
library but also from the other digital libraries and other web applications.
A special web services interface based on the Extensible Library Protocol
(ELP)[8] (see secion 4.2) has been developed.

3 Semantic Description of Resources in Digital Libraries

There are several approaches to constructing the resource description knowledge
base for digital libraries. Conventional catalogs and fulltext indexes are just the
most popular examples. In addition one can use bibliographic descriptions like
MARC21 or BibTEX. MARC21 consists of few keywords and free text values,
without a controlled vocabulary. Therefore machines are not able to utilize much
of a MARC21 description.

Text values are not enough to support machine based reasoning.
To perform more intelligent interactions with readers, the knowledge base

must be equipped with semantics. The concept of ontology introduced by the
Semantic Web is a promising path to extend Digital Library formalisms with the
meaningfull annotations. Not exploiting existing standards in Digital Libraries
would be a waste of resources. Therefore it is important to introduce ontologies
to the digital libraries domain. The ontologies have to be compatible with already
existing bibliographic description formalisms.
1 JeromeDL - e-Library with Semantics: http://www.jeromedl.org/
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3.1 JeromeDL Core Ontology

The main purpose of the bibliographic ontology is to annotate resources. There
is no need to completely capture and formalize the content of the resources. The
JeromeDL Core ontology (see Fig. 1) requires only a high level core, which is used
to capture the essence of bibliographic annotation. This corresponds to the no-
tion of an upper level ontology, as e.g., discussed in [7] for Digital Libraries. The
upper level ontology for JeromeDL aims at compatibility with existing standards.
So a good starting point for building an ontology for bibliographic description
is DublinCore Metadata.

WordNet2 was a potential candidate as

Fig. 1. JeromeDL core ontology

a part of the JeromeDL core ontology. How-
ever, some properties defined for the keyword
concept in the JeromeDL core ontology are
not accessible within the WordNet ontology.

Resources may also be described in Bib-
TEX and MARC21 format. The MarcOnt Ini-
tiative3 is aiming to extend the MARC21
with ontological information. The annotation
information is available in RDF format, and
can be easily combined with other informa-

tion. In JeromeDL this feature of RDF is exploited to connect resource informa-
tion with social networking information and user profiles.

3.2 Semantic Social Collaborative Filtering for Digital Libraries

A classic library requires its users to identify themselves in order to be able to
assign a resource (e.g., a book) to a reader. Digital resources in the Internet are
often easily duplicable and often a reader does not have to identify himself before
viewing specific content, with the exception of restricted resources. However, a
reader of a Digital Library can benefit in many ways from the identification.

Registered readers are able to annotate, evaluate and classify resources stored
in the JeromeDL database. Electronic bookmarks are popular on the WWW.
Everyone can organize already examined resources the way he perceives the
world. To identify categories a reader is interested in information on previously
read books, electronic bookmarks, annotated resources and highly evaluated
resources, are automatically collected. Each resource is described by some cat-
egories. Based on the collected categories JeromeDL identifies the categories a
reader is interested in (see Fig. 2).

On-line communities introduced the idea of online social networking [9] as
a way to interconnect members of a community at give community members a
way to explore the community.

2 http://www.cogsci.princeton.edu/˜wn/
3 MarcOnt Initiative: http://www.marcont.org/
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Fig. 2. The user’s profile in JeromeDL

To manage the users’ profiles in the JeromeDL system the FOAFRealm4[3]
library is used. It provides a semantic social collaborative filtering[4] features to
resource retrieval. The FOAF based representation of user-profiles enables one
to interlink FOAF-profiles with arbitrary other metadata, such that user profiles
and social network information can be exploited automatically in searches.

The users of the JeromeDL are able to browse bookmarks of their friends and
link some folders (categories) into their own structure. Readers can also state
how much their interests are similar to their friends. Later on each of categories
created by the reader have a unique ACL (access control list) that defines which
friends are able to see or use the content of this category. The ACL entries are
based on the distance and similarity level between issuer of the category and the
user that is willing to read the content of this category.

3.3 Interconnecting Heterogeneous Ontologies

The multiplicity of different types of descriptions used in a digital library sys-
tem can cause many problems when trying to interconnect them. Legacy biblio-
graphic formats, such as MARC21, Dublin Core or BibTeX may take a form of
binary file, text file with specific formatting or (if we are lucky) XML or RDF
file. To take advantage of information which they contain, an framework must
be created to manage and translate between different metadata.

Description of resource’s structure, different bibliographic metadata (MARC21,
BibTEX, DublinCore), user profiles and access control lists are hard to manage.
The semantic description of resources provides a unified way to make the differ-
ent types or even distributed metadata interoperable.

4 FOAFRealm project: http://www.foafrealm.org/
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Fig. 3. Components and ontologies in JeromeDL

JeromeDL uses additional libraries to cope with the multiplicity of metadata
being managed. Figure 3 represents the overview of ontologies and components
used in JeromeDL to annotate resources. FOAFRealm-Manage component is
responsible for use management based on FOAF and semantic social collabo-
rative filtering. MarcOnt Mediation Service enables to describe resources with
legacy bibliographic descriptions like MARC21 or BibTeX translated into Mar-
cOnt ontology. It is possible to generate the legacy metadata description of a
resource from existing semantic one. JeromeDL resource management handles
descriptions of structure (e.g. chapters) and content of resources in RDF. And
RDF-based object consolidation makes it possible to provide a semantically en-
hanced retrieval features (see section 4).

Transforming description of resource in legacy format such as MARC21
to semantic description requires few steps. An example flow of transforming
MARC21 description to MarcOnt semantic description would be: (1) Parse a bi-
nary MARC21 file and create a MARC-XML file. (2) Transform a MARC-XML
file to a MARC-RDF file using XSLT. (3) Transform a MARC-RDF graph to a
MarcOnt semantic description.

The third step represents the most difficult task - translating one RDF graph
into another one, using a different vocabulary. In other words - it requires speci-
fying a set of rules, where a single rule identifies existence of one set of triples as
a requirement of creating another set of triples. Translating MarcOnt semantic
descriptions back into specified legacy format requires going in other direction
on the same way. To perform translations between RDF graphs RDF Translator5

has been used.

5 RDF Translator: http://rdft.marcont.org/
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4 Semantically Enhanced Resources Retrieval in Digital
Library

4.1 Query Processing in JeromeDL

To initially find resources a search over the complete content of JeromeDL is
possible. The search algorithm of JeromeDL consists of three major steps. Each
step requires different metadata sources that describe resources in specific ways:

step A – the first step is the fulltext index search on the resources’ contents
and users’ annotations on resources,

step B – the next step is the bibliographic description search consisting of
MARC21 and BibTEX formats,

step C – the last step finally is a user-oriented search with semantics, based
on the semantic description of the resources and information about most
interested categories (regarding the user that issued the query).

Query Object. When issuing a query to JeromeDL a reader has to submit a
query object (see example Fig. 4), usually using an HTML-form.

Each query contains several entries which state what information the search
algorithm should look for in the resource description. The reader can choose from
Dublin Core Metadata, MARC21-based and BibTeX-based properties. A special
property that indicates the content of the resource is additionally provided. Each
property contains the list of possible values, that the reader expects to find in
the description of the resource. The user can specify which values are required
and which are prohibited. Additionally each value may have a ranking value
specified, so results containing a desired value are higher ranked. It is possible
to define a maximum distance between words consiting the phrase value.

Result Object. A result object (see example Fig. 5) contains the information
about the resources that have been found and additional information on the
query process that has been executed. Each of the resources is described with: the
URI of the resource, title and authors, categorizations and keywords, summary
– digest, information on the type of the resource (like XSL:FO, SWF, an antique
book’s page scans), and the ranking of the resource in this result set. Additionally
some debugging information and history of the query processing is included in
the result object.

Semantically Enhanced Search Algorithm. The search algorithm with se-
mantics implemented in the JeromeDL system[5] processes the query object
according to the flow described earlier and returns a set of result objects.

JeromeDL’s search algorithm was designed based on the following require-
ments:

– The query should return resources where descriptions do not directly con-
tains the required values.
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IsSemanticQuery true

IsConjunction false

property name=”keywords”

value=P2P(mustExists)

value=”Semantic Web”

(ranking=10)

property name=”category”

value=AI(mustNotExists)

. . .

fulltext value=”semantic routing”

(proximity=4)

Fig. 4. The search query object

resource uri=http://jeromedl.org/show?id=. . .

title=”EDUTELLA: A P2P . . .

author=”Wolfgang Nejdl, . . .

categories=[distributed systems, . . . ]

keywords=[P2P, RDF]

summary=”Metadata for the WWW . . .

bookType=pdf

hits=3

. . .

info ”. . . semantic web is to general . . .

. . .

Fig. 5. The search result object

– The meaning of values provided in the query should be resolved in the context
of users’ interests.

These goals can be achieved by combining fulltext search as well as searching
the bibliographic description and semantic descriptions of resources. The se-
mantically enabled search phase includes query expansion based on the user’s
interests.

Bibliographic Descriptions. To provide support for legacy bibliographic descrip-
tion formats like MARC21 or BibTEX a digital library system needs to utilize
the information provided by these descriptions.

RDF Query Templates. In the last phase (phase C) of the search process the
RDF query is performed. Since reader has no knowledge on the actually rep-
resentation of the semantical description of resources. The literals provided in
the query object are translated into the paths queries, based on the predefined
ontology.

Semantically Enabled Query Expansion. If the size of the result set is outside
the predefined range <MIN, MAX>, the query expansion procedure is called[5].

The information about the readers’ interests and semantic descriptions of
the resources is exploited to tailor the result set. Unnecessary resources are
removed. Previously omitted resources are added to result object. All entries in
result object are ranked according to user’s interests.

The query expansion is performed iteratively. The decision which property
to choose for the query expansion in an iteration depends on the number of the
results received from the previous iteration.

Extrapolated Profile. When a reader has just registered to the JeromeDL system
the profile information is incomplete. JeromeDL is extrapolating user profiles by
asking for friends, whose profile is used to extrapolate the readers profile. During
the search process the search engine is able to exploit categories defined by the
reader’s friends.
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4.2 Searching in a Distributed Digital Libraries Network

A recent trend in digital libraries is to connect multiple digital libraries to fed-
erations where each digital library to able to search in other digital libraries
systems. JeromeDL supports federated digital libraries by providing a commu-
nication infrastructure for a distributed network of independent digital libraries
(L2L) similar to communication in a P2P network. Utilizing XML encoded query
and result objects enabled building a SOAP based protocol prototype - Exten-
sible Library Protocol (ELP)[8]. The use of Web Services for building the P2P
network of digital libraries will enable connecting JeromeDL in the future to the
ongoing projects like OCKHAM6.

The idea of the ELP is to allow communication in the heterogeneous envi-
ronment of digital libraries. Each library has to know about at least one other
digital library, so it could connect to the L2L network. Each query is processed
across the minimal spanning tree of the L2L network.

The minimal requirement imposed on the digital library is to support at
least the DublinCore Metadata. If two digital libraries describe the resources
with semantics, like JeromeDL system, the communication between them is au-
tomatically upgraded to the semantic description level. It allows to use the search
algorithm with semantics in the L2L communication.

5 Evaluation of the Search Algorithm with Semantics

The aim of the search algorithm presented in the previous section is to reflect
the readers’ expectations and to reduces the time required to find the specified
resources in JeromeDL. An evaluation of the search algorithm needs to cover
the computable effectiveness measures and users’ satisfactory level. The quality
of retrieval features in JeromeDL depends on user oriented resource description
(FOAFRealm-manage component) and bibliographic description (JeromeDL re-
source management, MarcOnt mediation service).

The semantic social collaborative filtering supported by FOAFRealm has
been evaluated in [4]. It has been assumed that high quality information is
collected by experts. The results of experiments revealed that each user can find
an expert on particular subject within 7 hops in social network graph.

In order to measure the improvement of effectiveness of the semantic enabled
search algorithm[5], the database of the prototype system has been filled with
100 resources. After a little time of browsing 50 queries have been processed
with and without the semantic query expansion phase. To evaluate the gain in
effectiveness produced by the semantic phase of the semantic searching process,
tree metrics have been calculated: precision, recall and waste [11].

The results have shown that the semantic query expansion phase in the search
algorithm improves the results by 60% compared to the search process without
the semantic (user-oriented tailoring) phase.

6 OCKHAM: http://www.ockham.org/
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6 Future Work

The evaluation of the JeromeDL search algorithm revealed that the results de-
pend strongly on the semantic parts of resources’ descriptions. That leads to the
conclusion that better quality of the semantic description will result in higher
effectiveness of the searching process.

Definition of Evaluation Experiment for the Search Algorithm. The
JeromeDL search algorithm utilizes tree types of information: (1) implicit de-
scriptions, including semantic description; (2) descriptions provided by readers:
annotations, personal bookshelves, history of usage; (3) information about rela-
tions between readers.

To evaluate the whole search subsystem of JeromeDL, we propose a staged
experiment, that would cover all aspects of usability. In each experiment per-
formed the efficiency measures: precision, recall and waste[11] are computed.

The database of JeromeDL system is filled with a mass of resources and
MARC21 and BibTEX descriptions translated to MarcOnt ontology Readers
perform some browsing in the categories that are interesting to them. Exper-
iment 1: Readers are querying the system two times: with and without the
query expansion with semantics. With the knowledge on the database content
of the digital library, learned during the browsing part, they calculate the met-
rics: precision, recall and waste of each query result. Experiment 2: Readers
register to the JeromeDL system and continue browsing its content, annotating
some resources and creating personal bookshelves. Later on, readers performs
the queries once again, computes the metrics and compares them to the metrics
obtained from Experiment 1. Experiment 3: Each reader indicates his friends
registered in the JeromeDL system. Readers provides ACLs to the categories in
their personal bookshelves and links categories created by their friends into their
own personal bookshelves. Readers performs the queries for the last time and
compares the results with the previous experiments.

Building Network of Federated Libraries. The work started by the Li-
brary of Congress on MARC21-based web services allows to expect that these
technology will also enable communication with ELP-based digital libraries. To
simplify the use of the distributed environment of digital libraries the current
work initiates connects the L2L network to e-Learning environments[6], on-line
communities and P2P networks.

To overcome the problems that can arise in the P2P network of digital li-
braries (called L2L networks), semantic routing algorithms can be applied. Possi-
bilities include HyperCuP[10] and categorization based multicasting. That would
also improve scalability of the L2L network by limiting the required bandwidth
in the nodes.

7 Conclusions

In this paper we presented JeromeDL, a digital library that deploys Semantic
Web technology for user management and search. The FOAF vocabulary is used
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to gather information about user profile management, and semantic descriptions
are utilized in the search procedure. JeromeDL is actively deployed in several
installations and is continually enhanced with semantic features. JeromeDL is
implemented in Java and available under an open-source license. Parties inter-
ested in setting up JeromeDL are invited to join our library P2P network.
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Abstract. The aim of the present work is the graphical representation of the 
structures of a specific knowledge area with data extracted from the Web. 
Recent Internet development has facilitated access to these new resources and 
has contributed towards the creation of new disciplines which are aimed at 
taking full advantage of these resources. The main obstacles to this exploitation 
are their location and processing. This paper defines a generic architecture 
which solves the problems of processing these resources by combining 
techniques of extraction, analysis and visualization of data. Specifically in this 
work we will automatically explore two of the most important structures which 
define the DX community: the subjects within the community which generate 
the greatest interest and its social network. Graphical representations are 
presented to facilitate the analysis of this community.  

1   Introduction  

Knowledge extraction or knowledge discovery of the resources available on the 
Internet is one of the fastest growing areas of research in the scientific community, 
involving areas such as: Webmining, Cybermetrics, Webometrics, Natural Language 
Processing (NLP), etc. The aim of this work is to implement architecture to perform 
this task automatically. The transformation of information into knowledge is 
understood as a “non-trivial extraction of implicit, previously unknown, and 
potentially useful information from data” [1]. To this end, the architecture has needed 
the integration of techniques belonging to different areas, notably: Information 
Extraction, Information Recovery, Scientometrics, Visualization Techniques and 
Graph Theory Techniques.  

The present work is focused on analyzing two of the most important structures 
which define a community of researchers: the social network and the thematic areas. 
In order to carry out this analysis, knowledge of the bibliography of the community is 
necessary. This information enables both the social network to be analyzed through its 
co-authorship, as well as the application of the techniques of the co-words and NLP to 
analyze their thematic areas. As an illustrative example of these techniques, a study 
applied to the DX community is included in this work. For this reason the web pages 
with the bibliography of the DX workshops since 1997 to 2003 have been 
downloaded and semi-automatically annotated with NLP techniques.  
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Although co-authorship and co-word techniques can seem applicable to only the 
bibliographic information, they have major potential for those systems which can be 
modeled as a graph where the nodes are entities (words, web pages, enterprises, etc), 
and where the edges provide information about the existing relationships between the 
different entities (joint occurrence, reference, friendship, etc). For example, the co-
authorship technique can be used to analyze the relationships produced between 
members of a discussion forum or between company employees, and the co-word 
technique allows the analysis of the subjects dealt with in any corpus of documents or 
field with textual information.  

As described in previous work [2], it is necessary to use tools which focus on 
information from various perspectives in order to create new knowledge from the 
increasing quantity of information the systems offer. The construction of these 
perspectives should be guided by our aims or information requirements. For this 
reason, an architecture is suggested which fulfills our information requirements 
through the adequate modeling of these networks. For example, for the problem of the 
analysis of the structures of the DX community, an expert does not have the same 
information requirements as a new researcher. The expert would be interested in the 
search for similar authors or emergent lines of research in the same field, whereas a 
inexperienced researcher would want to discover which subjects are involved and the 
names of the most influential and relevant authors. Moreover, a company with the 
intention of obtaining some competitive advantage, would have completely different 
requirements to others. For example, this company could be interested in looking for 
experts collaborating on joint projects or in finding out the interests of the researchers 
of its competitors.  

As we have seen, the range of information requirements is very wide and the 
quality of information under analysis is very large and diffuse, and is sometimes only 
available from the Internet, as in the case of the communications of the DX 
community. Development of applications is necessary in order to provide us with 
automatic selection of desired information.  

In order to demonstrate the architecture and techniques used in this work which 
solve these problems, the article has been divided into the following sections: in 
Section 2 the developed architecture is described, in Section 3 the process of clearing 
errors from the extracted data is detailed, and in the Sections 4 and 5 the techniques 
used to analyze the structures of the DX community are laid out using different visual 
representations to show its social network and thematic areas. Finally, conclusions are 
presented in Section 6. 

2   Architecture  

In previous work [3], an architecture was presented, which integrated all the 
necessary processes to discover knowledge, from the extraction of information to the 
processing of analysis and visualization. In Figure 1 the different phases of the 
architecture can be observed. The architecture has been applied to summarize press 
articles containing information extracted from different digital newspapers and to 
analyze the structures of different scientific communities from the bibliographic 
database DBLP. In both cases the architecture uses a crawler/wrapper to extract the 



728          F.T. de la Rosa, M.T. Gómez-López, and R.M. Gasca 

 

information [4]. One of the most interesting features of the architecture is the 
decoupling of the process of information extraction from the treatment of the data 
extracted (analysis and visualization). This has been obtained by making use of a 
Semistructured Database (SSDB). In this work, the architecture has been enriched by 
introducing new modules which enable NLP techniques to be used to extract 
information from heterogeneous web pages, errors in the extracted data to be 
corrected, and a visual representation of these data to be obtained. For this 
 

 

Fig. 1. System Architecture 

reason, the architecture has been applied to a more complex problem: the exploration 
of knowledge areas.  

Following the architecture, web pages of the different DX workshops have been 
annotated by NLP techniques. The information gathered from the different workshops 
has been stored in an SSDB, which is recovered information from the authors, articles 
and titles. The titles have also been annotated with its Noun Phrases (NP) which are 
groups of words that can function as subjects or objects in sentences.  

Once the information has been extracted, three processes have to be carried out to 
obtain the visualization of the information. The first process consists of filtering the 
authors and the erroneous NP data. For the filtering of these data a data clearing tool 
is developed which allows the search for and elimination of the errors. In Section 3 it 
is described in more detail.  

Once the SSDB has been filtered of errors, two processes are developed in the 
phase of processing and analysis, to calculate the co-authorships and co-word 
networks. Finally, these networks are visually analyzed. In order to carry out the 
visual analysis task, a tool assists the user in the development and exploration of new 
perspectives of these networks. The processes of analysis and visualization of the 
networks will be described in a detailed way in Sections 4 and 5. 
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3   Data Clearing  

After the information extraction of the DX communications, the authors and NP 
identifiers must be normalized. Some identifiers are synonymous (in that they 
identified different forms but referred to the same author or NP). For example “Rafael 
Ceballos” is an identifier synonymous to “R. Cevallos” and “model-based 
diagnostics” is synonymous to “Model-based Diagnosis”. This process of 
elimination of errors is known as Data Clearing and in [5] a revision of Data Clearing 
techniques can be found.  

A tool has been developed in order to eliminate these errors which calculates 
several measures of similarity between pairs of identifiers (in this case, strings). The 
goal of this tool is to enable the user to select synonymous identifiers. For this reason, 
the tool shows sets of pairs of identifiers, ordered according to their similarity. In the 
great majority of cases the identifiers with a high similarity are similar identifiers, 
although not always. From these selections, the tool forms groups of synonymous 
identifiers, which afterwards are replaced by a single representative identifier. By 
default this identifier is the most frequent, although the user can change it for another 
existing or new identifier. This process is totally automatic except for the selection of 
the pairs.  

 

Fig. 2. Selection process of synonymous identifiers, ordered by the metrics s2 

The measures of similarity used in this tool are based on the algorithm of the 
Longest Common Subsequence (LCS) of two Sequences, a technique of dynamic 
programming and with polynomial complexity. In our case the sequences were the 
characters of each of the identifiers or NP. The definitions of the metrics used are:  

 

 

(1) 

 

,lcs ( y x ) * 2 lcs ( y x ),
s1 = ; s2 = 

min( x , y ) x + y

2
lcs (x, y) lcs (x, y)

s3 = ; s5 = 
x * y max( x , y )

s4 = . 0 33* s1+ . 0 33* s2 + . 0 33* s3



730          F.T. de la Rosa, M.T. Gómez-López, and R.M. Gasca 

 

In these definitions lcs(x,y) is the algorithm which calculates the LCS of the 
identifiers x and y, and the cardinal represents the length of the identifiers. It is also 
possible to use other measures of similarity between chains, such as the Levenshtein 
distance or edit distance of polynomial cost O(n*m) and this measure is less sensitive 
to the permutation of words in the chains, as for example in the case “Rafael 
Ceballos”and “Ceballos, R.”. The LikeIt distance, [6], with O(n+m) cost, is 
appropriate to compare strings of large size (n and m are the lengths of both strings).  

Our process has been incorporated into the architecture and its use in different 
SSDB has been very effective, since the number of pairs of words with a high 
percentage of similarity is scarce and in only a few minutes a user can decide which 
pairs of identifiers are synonymous. In Figure 2 the selection process offered by the 
tool can be observed.  

Although the calculation of the measures of similarity for all the pairs of identifiers 
in the treated SSDB is reasonable, this calculation is considered to be very costly in a 
very large SSDB. As future works, we suggest using the contextual information that 
these networks offer us, to improve the efficiency of the algorithm, as well as to 
automate the process of decision making, by using clustering techniques. 

4   Co-authorship Networks  

Once data have been cleared, a process is developed to calculate the co-authorship 
and later the social network is represented. The aim of this technique is the 
representation of the “invisible colleges” formed in separate established fields of  
 

 

Fig. 3. Co-authorships network of DX community 
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research. In previous work, [7], the invisible colleges are defined as researchers 
circles influenced by a few researchers of high productivity. There are several metrics 
to represent the invisible colleges through the relationships between the authors: 
metrics based on co-citation [8], metrics based on the sociometric centrality and 
metrics based on the geodesic distance [9].  

The most appropriate technique to represent the invisible colleges from the 
available data is the sociogram [10]. Therefore the impact of the authors and the co-
authorship among authors will be used as metrics and are defined as:  
 

                                                              (2) 
 

(3) 
 
where ai and aj represent two different authors and # represents the number of 
publications or collaborations. For a revision of co-authorship visual techniques [11] 
can be consulted.  

With regard to the algorithm for the distribution of the nodes on the screen, the 
Kamada-Kawai algorithm [12] has been used. The colour of each node indicates the 
importance of author. This importance is calculated with de PageRank algorithm [13]. 
Other example of co-authorships networks is presented in the annex.  

 

Fig. 4. Co-word network of DX community 

The visual analysis of the co-authorship network of the DX community presents of 
the following features:  

impact( wi ) = #Appearencess in papers titles

coocurrenc ( es w w j ) = # Ocurrences of the words wi and w j in papers titles i,
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1. The network is fragmented into one large, two medium sized and very large 
number of smaller clusters of authors.  

2. The most connected authors in the large cluster are P. Dague, L. Console, L. 
Trave-Massuyes and P. Struss. This is the kernel of the DX community.  

3. The medium sized clusters have G. Biswas, M. Stumptner and F. Wotawa as 
main researchers.  

4. In the smaller clusters, there are several clusters whose size is 5 or 7 authors, 
however the majority of clusters are composed of one, two or three 
components.  

5   Co-word Network  

The aim of the technique of the co-word is the identification of focuses or centers of 
interest, as well as the relationships that exist between them. These focuses or centers 
of interest are equivalent to the thematic areas dealt with by the DX community. Our 
goal is to produce a series of maps from the information obtained with this technique, 
which deepen the understanding of the thematic structure of the DX community. This 
technique has been analyzed widely in [14,15,16] and in [17], where we can find the 
description of a tool, Leximap, which uses this methodology together with techniques 
of Natural Language Analysis (NLA). The foundations of the technique are based on 
the construction of a co-word network from a set of documents or their titles and 
summaries. The co-word network is composed of nodes that represent the terms and 
of edges whose weights represent the co-occurrences between two words. Unlike the 
traditional technique, in this work it is assumed that the most frequent terms are the 
most important, owing to the lack of redundancies in the data available data (we have 
only the titles of the collected communications). The metrics used are the following 
ones:  

impact( w
i 
) = #Appearencess in papers titles                     (4) 

coocurrences(wi, wj 
) = # Ocurrences of the words wi 

and wj 
in papers titles        (5) 

where wi and wj are two words or different tokens and # represents the number of wi 

appearences or the wi and wj joint occurrences. The production process of these 
thematic maps also differs from the classic technique and consists of the following 
phases:  

• NP annotation with NLP techniques.  
• NP data clearing.  
• NP normalization. For example, “A Model-Based Diagnosis Framework:” is 

normalized as “a model-based diagnosis framework”.  
• NP stop word elimination. For example, “a model-based diagnosis framework” 

is normalized as “model-based diagnosis framework”  
• Co-word networks construction.  

The visual analysis of the co-word network of the DX community presents the 
following features:  
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1. The main subject of this community is the diagnosis and an important sub-
subject is the model-based diagnosis.  

2. The types of the system to be diagnosed are discrete, dynamic and hybrid 
systems.  

3. The most important applications of the work are related with car subsystems, 
telecommunication networks, aerospace systems, distributed systems and fault 
detection in industrial systems.  

4. The methods used in the DX community are related to artificial techniques 
where the consistency-based and abductive methods stand out.  

6   Conclusion and Future Works  

In this paper, two important conclusions can be highlighted. First, the resources 
available on the Internet can be exploited automatically when an adequate architecture 
is developed. The architecture presented in this paper holds all the necessary 
processes to analyze and view the information extracted from the Internet. We name 
this type of architecture Internet Knowledge Summarization, Analysis and 
Visualization (iK-SAV).  

The second conclusions, is the existence of uses for the visual analysis techniques 
in the development of interactive applications, thereby facilitating the tasks of the 
final user and the exploration of the research community.  

In this case, the DX community has been analyzed and its social network and 
subject network is represented.  

With respect to possible future work, we expect to expand the range of analysis 
that our tool covers. We intend to implement clustering algorithms which allows the 
construction of hierarchical maps and which facilitates the exploration of networks. It 
would also be necessary to improve the application so that the visualization of more 
complex networks is possible where there are different types of mixed entities. 
Furthermore, filtering could be carried out by means of the attributes stored in the 
entities and/or relationships. 
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Abstract. A main challenge in wrapping web data is to make wrappers robust
w.r.t. variations in HTML sources, reducing human effort as much as possible.
In this paper we develop a new approach to speed up the specification of robust
wrappers, allowing the wrapper designer to not care about detailed definition of
extraction rules. The key-idea is to enable a schema-based wrapping system to
automatically generalize an original wrapper w.r.t. a set of example HTML docu-
ments. To accomplish this objective, we propose to exploit the notions of extrac-
tion rule and wrapper subsumption for computing a most general wrapper which
still shares the extraction schema with the original wrapper, while maximizes the
generalization of extraction rules w.r.t. the set of example documents.

1 Introduction

The human-oriented HTML format is the major container of information on the Web.
While there are still reasons to believe that this supremacy will last in the immediate
future, specific informative contents can be effectively extracted from HTML pages
by exploiting wrapper programs. Once information has been extracted, a common ap-
proach is to encode such information into a machine-readable format, such as XML.

Generally, a wrapper consists of a set of extraction rules which are used both to
recognize relevant contents within a document and provide a semantic description of
the extracted contents. Several wrapping technologies have been recently developed:
we mention here DEByE [8], W4F [16], XWrap [9], RoadRunner [2], and Lixto [1].

Although the schema of the required information, i.e. extraction schema, should
be carefully defined at the time of wrapper generation, most existing wrapper design
approaches focus mainly on how to specify extraction rules. Indeed, such approaches
ignore potential advantages coming from the specification and usage of the extraction
schema. For instance, a schema-based wrapper is more likely to be capable of recogniz-
ing and discarding irrelevant or noisy data from extracted documents, thus improving
the extraction accuracy.

Two preliminary attempts of exploiting extraction schema have been recently pro-
posed [11,6]. In [11], where a heuristic, user driven approach to extraction rule re-
finement is proposed, the adopted tree-like schema is not able to express alternative
subexpressions. In [6], DTD-style extraction rules exploiting enhanced content models
are used in both learning and extracting phases.

A new wrapping approach which profitably combines extraction rules and extrac-
tion schema has been proposed in [3]. Here, the authors define a clean declarative

� Work supported by a MIUR grant under the project “GeoPKDD - Geographic Privacy-aware
Knowledge Discovery and Delivery”, 2004.
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wrapper semantics, and introduce the notion of (preferred) extraction models for source
HTML pages w.r.t. a given wrapper. The approach has been implemented in the SCRAP
(SChema-based wRAPper for web data) system, which is designed for extracting data
from HTML documents and modeling them as an XML document.

Designing and maintaining wrappers may require labor-intensive and error-prone
tasks, since high human involvement is needed. In particular, a main challenge in wrap-
ping web data is to make wrappers robust w.r.t. variations in HTML sources, reducing
the need for wrapper maintenance. Indeed, if extraction rules are too specific, frequent
wrapper updates must be accomplished to reflect even minimal differences from the
original web page layout. Among recent works which address the problem of repairing,
or maintaining wrappers, [10] is a schema-guided wrapping approach which proposes
a maintenance solution based on assumptions on features of the extracted data. More
precisely, syntactic and hypertextual features and annotations of extracted data items
are assumed to be preserved after page variations and then exploited to recognize the
desired information in the changed pages and induce new rules.

In this paper we develop a new approach to speed up the specification of robust
wrappers. The starting point is an initial wrapper associated with a set of example
HTML documents to be wrapped. The wrapper designer does not need to care about de-
tailed specification of extraction rules. Indeed, possible redundancy in the initial wrap-
per can be overcome by exploiting the notions of extraction rule and wrapper subsump-
tion. This enables the wrapping system to automatically generalize the initial wrapper.
We propose an algorithm for computing a most general wrapper, that is a new wrap-
per which still shares the extraction schema with the original wrapper, while eliminates
redundant conditions from extraction rules.

2 SCRAP in a Nutshell

In this section we give an overview of the SCRAP wrapping system, focusing on the
underlying concepts of schema-based wrapper and XPath extraction rules.

A wrapper is defined on the basis of: i) the desired, user-specified schema of the
information to be extracted, and ii) a set of extraction rules.

Extraction schema reflects what a user requires to extract from a source page. As
the SCRAP output is an XML document, the schema is typically represented by a DTD.
DTDs easily allow the extraction of information with multi-value attributes (operator
+), missing attributes (operator ?), and variant attribute permutations (operator |).

As in most of the earlier approaches (such as [14,1]), the extraction of desired infor-
mation proceeds in a hierarchical way by exploiting a tree model for HTML documents,
i.e. HTML parse trees. Each extraction rule applies to a sequence of nodes of an HTML
parse tree, providing a sequence of node sequences. A wrapper associates the root el-
ement er of the DTD with the root of the HTML parse tree to be processed, then it
recursively builds the content of er by exploiting the extraction rules to identify the
sequences of nodes that should be extracted.

Definition 1 (Wrapper). Let El be a set of element names, D be a DTD defining ele-
ment names in El, R be a set of extraction rules, and w : El × El ,→ R be a function
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(a)

<!ELEMENT doc (ansa,date)>
<!ELEMENT ansa (news+)>
<!ELEMENT news (title,

description?)>
<!ELEMENT title (#PCDATA)>
<!ELEMENT description (#PCDATA)>
<!ELEMENT date (#PCDATA)>

(b)

Fig. 1. (a) Example ANSA page from www.ansa.it, and (b) the associated extraction schema

associating each pair of element names ei, ej ∈ El with a rule r ∈ R. A wrapper is
defined as WR = 〈D,R, w〉.

A clean declarative semantics for SCRAP wrappers has been defined in [3]. Roughly
speaking, this semantics specifies that a portion of page is extracted if valid pieces can
be extracted w.r.t. the right content models according to the extraction schema.

Example 1. Suppose that a user would like to extract significant information about news
from the ANSA Italian News Agency site. A portion of the page displayed in Fig.1(a)
is identified as a news if it contains nested items that can be recognized to be title and
description (if available). The date of the last page change has to be also extracted. A
simple DTD describing the desired extraction schema is reported in Fig.1(b).

The SCRAP system, whose architecture is depicted in Fig. 2, consists of two major
components, namely a Wrapper Engine and a Wrapper Generator toolkit. The Wrap-
per Generator (WG) provides tools for defining the extraction schema and the set of
extraction rules for a target HTML document:

– The Schema Editor (SE) allows the designer to graphically build the structure of
target information in the form of a DTD.

– The Extraction Rule Generator (ERG) provides a visual wizard which guides the
designer through the specification of wrapping rules. Given a source HTML page
and the extraction schema as inputs, the designer is able to perform the following
main steps for each extraction rule to be newly created: selects the right pair of
elements according to the schema, highlights a portion on the current source page to
find the location path of a representative instance of the target rule, adds extraction
filters and restrictive conditions. We shall detail in Section 2.1 how extraction rules
are composed and used in SCRAP.

The Wrapper Engine (WE) encloses a running environment which is essentially
devoted to: evaluate the extraction rules against the target HTML page, compute a pre-
ferred extraction model conforming to the extraction schema, and build an XML docu-
ment containing the extracted data. Further details about the WE can be found in [3].



Learning Robust Web Wrappers 739

Fig. 2. The SCRAP architecture

2.1 XPath Extraction Rules

Our wrapping approach in principle does not rely on any particular form of extraction
rules, that is any preexisting kind of rules can be easily plugged in. However, to devise a
complete specification of wrapper in SCRAP, an effective implementation of extraction
rules based on XPath [17] has been provided.

The primary syntactic construct in XPath is the expression. The main kind of ex-
pression is called location path, which consists of a sequence of location steps sepa-
rated by symbol ‘/’ and exhibits the following form: axes1 :: node test1[predicate1]/
.../axesn :: node testn[predicaten]. The evaluation of each location step provides a
sequence of nodes that is possibly used as the context for the next step. In this work, we
focus on a subset of XPath language related to child and descendant axes.

A key role in XPath extraction rules is played by XPath predicates. An XPath pred-
icate takes a context sequence, i.e. a sequence of nodes, as input and applies an XPath
expression to yield a target sequence of sequences of nodes. Indeed, an XPath atom
$c : lp � $t is formed by an XPath expression lp and two variable names, input bind-
ing ($c) and output binding ($t), which are respectively associated to the context and
the target sequence.

XPath predicates are the basis of extraction filters which, in turn, define extraction
rules. An XPath extraction filter is a pair 〈tp,P〉, where tp is an XPath atom and P is
a conjunction of atoms, referred to as condition atoms, which act as filtering conditions
on $t. The application of an XPath extraction filter f = 〈tp,P〉 to a sequence s =
[n1, . . . , nk] of nodes yields a sequence of node sequences f(s) = [s1, . . . , sh], h ≤ k,
such that: 1) si < sj , for each i < j, 2) each si belongs to the result of the application
of the XPath expression to context s, 3) each si satisfies P .

Atoms in P allow the specification of conditions which reflect structural and content
constraints to be satisfied from subsequences in f(s). In principle, P may be formed by
both XPath and built-in atoms. The latter are particularly important as they capture the
needs of the designer for evaluating complex structural relations between elements, or
for manipulating regular expressions in order to extract specific substrings within text
elements. Table 1 sketches the features of the main predicates used in SCRAP.
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Table 1. Major types of extraction and condition predicates in SCRAP

Predicate Type Arguments Description

XPath Predicate expr, context Returns the result of evaluation of expr applied to the context

After, Before context, es, et Returns the elements et placed after (resp. before) es w.r.t. the context

TextHandler regexpr, context Returns the result of evaluation of regexpr applied to the context

Besides XPath extraction filters, SCRAP rules may also use filters which specify
restrictive constraints on the size of the extracted sequences. In particular, we con-
sider two kinds of external filters. The absolute size condition filter as specifies bounds
(min, max) on the size of a node sequence s, that is as(s) is true if min ≤ size(s) ≤
max. The relative size condition filter rs specifies policies {minimize, maximize}, that
is, given a sequence S of node sequences and a sequence s ∈ S, rs(s, S) is true if rs
= minimize (resp. rs = maximize) and there not exists a sequence s′ ∈ S, s′ 	= s, such
that s′ ⊂ s (resp. s′ ⊃ s).

An XPath extraction rule is defined as r = 〈EF, as, rs〉, where EF = f1∨ . . .∨fm

is a disjunction of extraction filters, as and rs are external filters. For any sequence s
of nodes, the application of an XPath extraction rule r = 〈EF, as, rs〉 to s yields a
sequence of node sequences r(s), which is constructed as follows. Firstly, we build the
ordered sequence EF (s) = [s1, . . . , sk] = ∪m

i=1fi(s), that is the sequence obtained
by merging the sequences produced by each extraction filter fi ∈ EF applied to s.
Secondly, we derive the sequence of node sequences S′ = [si1, . . . , sih], h ≤ k, by
removing from EF (s) all the sequences si ∈ EF (s) such that as(si) is false. Finally,
we obtain r(s) by removing from S′ all sij ∈ S′ such that rs(sij , S

′) is false.

3 Generalizing Wrapper Definition

The visual specification of wrappers has been proved to be one of the most effective
ways of designing rule-based wrappers [1]. The extraction schema comes into aid to
further simplify the wrapper design process. However, wrapper designing is often too
tight in the specification of extraction rules, causing the wrappers to be sensitive to
even small changes in the source HTML page. Moreover, redundant conditions can be
also specified in the extraction rules, due to an improper combined usage of schema
and extraction rules. For instance, it may happen that the extraction rule for a book
requires the presence of an emphasized heading, corresponding to the book title, while
the extraction rule for the book title selects all the emphasized headings. Removing the
above constraint from the book extraction rule makes wrapper maintenance easier, since
changes in book title layout only require to be reflected in the title extraction rule.

In the following we introduce a framework for generalizing wrappers. The notion of
generalization is meant as a specific-to-general learning task, being an original wrapper
and associated extraction examples the specific starting point, and most general wrap-
pers entailing those examples the ending point. However, differently from other wrapper
learning approaches [4,5,7,14], we do not need to perform a time-consuming marking
process on example documents, since the original wrapper is able to mark them.
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3.1 Extraction Rule and Wrapper Entailment

Let WR be a wrapper and d be an HTML document. We denote with xdoc =
WR(d) the XML document extracted by WR w.r.t. d. Moreover, given a set S =
{d1, . . . , dn} of HTML documents, the application of WR to S yields a set X =
{xdoc1, . . . , xdocn} of XML documents. We now provide suitable definitions of con-
tainment for XML elements and documents, as they play a basic role in the notion of
wrapper entailment.

Definition 2 (Element containment). Let e1 and e2 be two XML elements having re-
spectively s′ = [n′

1, ..., n
′
k] and s′′ = [n′′

1 , ..., n′′
h] as child sequences. We say that e1

is contained in e2 (e1 ⊆ e2) if and only if they have the same element name and there
exists a subsequence s′′k = [n′′

i1, . . . , n
′′
ik] of s′′, such that n′

j ⊆ n′′
ij , ∀j ∈ [1..k].

Definition 3 (Document containment). Let xdoc1 and xdoc2 be two XML documents
having respectively root elements er1 and er2 . We say that xdoc1 is contained in xdoc2
(xdoc1 ⊆ xdoc2) if and only if er1 ⊆ er2 .

The relation of entailment between two generic wrappers lies essentially on a com-
parison, in terms of containment, between the corresponding extracted documents.

Definition 4 (Wrapper entailment). Let WR1 = 〈D1,R1, w1〉 and WR2 =
〈D2,R2, w2〉 be wrappers and S be a set of HTML documents. WR2 entails WR1
w.r.t. S (WR2 |=S WR1) if and only if WR1(d) = WR2(d), ∀d ∈ S , and
WR1(d) ⊆ WR2(d), ∀d 	∈ S .

Before introducing the notion of rule entailment, we need to briefly explain how
containment between node sequences is here intended. Given two node sequences s′ =
[n′

1, ..., n
′
k] and s′′ = [n′′

1 , ..., n′′
h], we say that s′′ contains s′ (s′ ⊆ s′′) if and only if

there exists a subsequence s′′k = [n′′
i1, . . . , n

′′
ik] of s′′ such that n′

j = n′′
ij , ∀n′

j ∈ s′.

Definition 5 (Extraction rule entailment). Let r1 and r2 be two extraction rules, S be
a set of HTML documents, and s be any node sequence of d ∈ S which makes sense the
application of both r1 and r2. r1 entails r2 (r1 |= r2) if and only if for each d ∈ S and
for each sequence s′′ ∈ r2(s), there exists a sequence s′ ∈ r1(s) such that s′′ ⊆ s′.

Property 1. Let WR′ = 〈D,R′, w′〉 and WR′′ = 〈D,R′′, w′′〉 be two wrappers, with
|R′| = |R′′| = k, and S be a set of HTML documents. WR′′ |=S WR′ if r′′i |= r′i,
∀i ∈ [1..k].

3.2 Extraction Rule and Wrapper Subsumption

The notions presented in the previous section are sufficiently general to be applied to
wrappers defined on extraction schemas which are not necessarily equivalent. However,
the main assumption of the schema-based wrapping approach is that extraction schema
is well specified and unlikely to change, therefore we shall consider wrappers sharing
the same schema with an original wrapper. A further assumption is that of dealing with
non-recursive schemas [3]. Viewed in this respect, we seamlessly approximate wrapper
entailment by exploiting the notion of subsumption [13] to define an efficient algorithm
for wrapper generalization.
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As it is usual in traditional logics, subsumption between literals and clauses is
strictly related to the existence of substitutions, i.e. mappings of terms to variable sym-
bols. In order to adapt standard subsumption to our setting, subsumption between ex-
traction rules and wrappers, which in turn need to resort to the notions of equality and
containment for XPath predicates, must be suitably defined. Unfortunately, XPath con-
tainment revealed to be computationally expensive in the general case [12,15]. It is
worth emphasizing that XPath expressions within XPath predicates can be represented
by the formalism of tree patterns [12]. This result suggests us to consider a limited
form of containment for XPath, namely containment by homomorphism: homomor-
phism containment between two tree patterns p, q (p . q) is equivalent to the problem
of finding a homomorphism from q to p. A homomorphism h from a pattern q to a
pattern p is a total mapping from the nodes of q to the nodes of p, such that:

– h preserves node types, that is if the type of a node in q is an element name then
the corresponding node in p must have the same element name, whereas if the
type of the node in q is any one (i.e. wildcard) then nothing is required for the
corresponding node in p;

– h preserves structural relationships, that is, given two nodes v and u of q, we have
that: 1) if v is a child of u then h(v) must be a child of h(u) in p, or 2) if v is a
descendant of u then h(v) must be either a child or a descendant of h(u).

Given two XPath atoms a = $ca : lpa � $ta and b = $cb : lpb � $tb, a . b if
and only if $ca = $cb, $ta = $tb and lpa / lpb. If a and b are condition (non-XPath)
atoms, we say that a . b if a is equal to b. Moreover, if A and B are two conjunctions
of extraction and condition atoms, we say that A . B if and only if for each atom a in
A there exists an atom b in B such that a . b.

Definition 6 (Extraction rule subsumption). Let r = 〈EF = {f1 ∨ . . . ∨ fm}, [min
, max], 〉 and r′ = 〈EF ′ = {f ′

1 ∨ . . . ∨ f ′
m}, [min′, max′], 〉 two extraction rules.

We say that r′ subsumes r (r′ 0 r) if and only if:

1. for each f ′
i in EF ′ there exists an fj in EF such that f ′

i 0 fj .
2. [min′, max′] ⊇ [min, max].

We say that a filter f ′
i = 〈tp′i,P ′

i〉 subsumes a filter fj = 〈tpj ,Pj〉 (f ′
i 0 fj) if and only

if there exists a substitution θ such that tp′iθ . tpj and P ′
iθ . Pj .

Definition 7 (Wrapper subsumption). Given two wrappers WR1 = 〈D,R1, w1〉 and
WR2 = 〈D,R2, w2〉, WR2 subsumes WR1 (WR2 0 WR1) if and only if, for each
pair of elements names e1, e2 in D, w2(e1, e2) 0 w1(e1, e2).

4 Computing Most General Wrappers

A wrapper WR′ is said to be a most general generalization of WR (for short, most
general wrapper) if WR′ 0 WR and, for each wrapper WR′′ 	= WR′, WR′′ 0 WR
and WR′ 0 WR′′. The computation of a most general wrapper substantially needs to
search for a wrapper which maximizes the generalization of extraction rules, while still
correctly extracts data from a given set of source documents.
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For this purpose, an appealing idea is that of defining atomic steps of generalization
over extraction rules and their basic components. Given an extraction rule r, the gener-
alization result consists of a set of new rules each obtained by applying one atomic step
of generalization to r.

4.1 Generalization Steps

Let r = 〈EF = {f1∨. . .∨fm}, as, 〉 and r′ = 〈EF ′ = {f ′
1∨. . .∨f ′

m}, as′, 〉 be two
extraction rules. r′ is derived from r, denoted with r → r′, if and only if there exists
an atomic step of generalization which satisfies one, and only one, of the following
conditions:

1. there exist fj = 〈tpj ,Pj〉 and f ′
j = 〈tp′j ,P ′

j〉, with fj 	= f ′
j , and fi = f ′

i , ∀i ∈
[1..m], i 	= j, such that:
(a) p′ . p, where p = tpj (resp. p′ = tp′j) or p ∈ Pj (resp. p′ ∈ P ′

j), and p, p′ are
XPath atoms;
Moreover, given two XPath atoms p = $c : lp � $t and p′ = $c′ : lp′ � $t′,
p′ . p holds if and only if lp includes lp′ (lp′ / lp), that is lp′ can be derived
from lp through one of the following operations:

– removal of one predicate step or a whole step (that is not the last one)
(e.g.//a//b→ //b, /a[f]→ /a, /a[/b//c]→ /a[//c]),

– replacement of one child axis with descendant one (e.g. /a→ //a),
– replacement of one node test, which does not belong to last step, with the

wildcard symbol (e.g. //a/b→ //*/b);
(b) there exists a condition atom p ∈ Pj such that P ′

j = Pj − p;
(c) there exists a substitution θ such that P ′

jθ . Pj and:
– θ = x/c, such that c ∈ C(Pj), x ∈ V(P ′

j), or
– θ = x/y, x/z such that y, z ∈ V(Pj), x ∈ V(P ′

j),
where C(P) and V(P) denote the set of all symbols of constant and variable,
respectively, appearing in atoms in P ;

2. as′ = [min-1,max ], or as′ = [min ,max+1], or as′ = [min ,∞].

Starting from an extraction rule r it is possible to generate all rules r′ which sub-
sume r by applying a finite number of atomic generalization steps, as stated by the
following theorem.

Theorem 1. Let r and r′ be two extraction rules. If r′ 0 r then there exists a sequence
of extraction rules r0, . . . , rn such that r0 = r, rn = r′, and ri−1 → ri, ∀i ∈ [1..n].

4.2 The Algorithm of Wrapper Generalization

Fig. 3 sketches the main phases of an algorithm which takes a wrapper and a set of
example source documents as input and computes a most general wrapper. Function
generalize computes the set of all extraction rules that can be obtained by applying
atomic generalization steps. Furthermore, we remark that, for any newly generalized
wrapper WR′, ϕ(w, r, r′) returns a function w′ defined as follows:

– w′(ei, ej) = r′ for each (ei, ej) ∈ El × El such that w(ei, ej) = r, and
– w′(ei, ej) = w(ei, ej) otherwise.
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Input: A wrapper WR = 〈D,R, w〉, a set S = {d1, . . . , dn} of example HTML documents.
Output: A most general wrapper w.r.t. WR and S.
Method:
let X = {xdoc1, . . . , xdocn} be the set of XML documents extracted by applying WR on S;
MW := WR;
repeat

NW := ∅; /* the set of generalized wrappers at the current step */
let MW = 〈D,R, w〉;
for each r ∈ R do

R′ := generalize(r);
for each r′ ∈ R′ do

WR′ := 〈D,R − {r} ∪ {r′}, ϕ(w, r, r′)〉;
if (valid(WR′,X ,S))

NW := NW ∪ {WR′};
if (NW �= ∅)

MW := selectWrapper(NW );
until (NW = ∅)
return MW ;

Fig. 3. The MostGeneralWrapper algorithm

Function valid verifies that the set X ′ = {xdoc′1, . . . , xdoc′n} of XML documents
extracted by a new wrapper WR′ from the set S is such that xdoc′i = xdoci, ∀ i ∈
[1..n], xdoc′i ∈ X ′, xdoci ∈ X . Finally, function selectWrapper non-deterministically
chooses a wrapper from the set NW of general wrappers. The algorithm iterates until
no generalized wrapper can be generated.

It easy to see that the MostGeneralWrapper algorithm works in exponential time
w.r.t. the size of the initial wrapper, since evaluating a wrapper requires exponential time
w.r.t. the size of the wrapper itself. However, an interesting characterization of the com-
plexity of this algorithm is given in terms of the number of performed generalization
steps.

Theorem 2. Let WR be a wrapper. The MostGeneralWrapper algorithm correctly
computes a most general generalization of WR performing at most O(a + t + s +∑n

i=0(2 × ci + vi + hi)) atomic steps of generalization, where:

– a is the number of XPath location steps using the child axis appearing in XPath
atoms of WR,

– t is the number of XPath location steps not using a wildcard as node test appearing
in XPath atoms of WR,

– s is the number of XPath location steps appearing in XPath atoms of WR,
– n is the number of filters in WR and, for each filter fi in WR, ci and vi are,

respectively, the number of constant and variable occurrences in fi while hi is the
number of condition atoms in fi.

5 Conclusions and Future Work

We addressed the problem of learning robust web wrappers, i.e. wrappers which are
resilient to changes in source HTML pages. In particular, we proposed a wrapper gen-
eralization approach that permits to speed-up the specification of robust wrappers, since
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the wrapper designer does not need to care about detailed specification of extraction
rules. Indeed, only an initial “correct” wrapper is needed, then redundant conditions
can be removed exploiting the notions of extraction rule and wrapper subsumption. We
provided formal definitions of wrapper and extraction rule entailment and subsump-
tion, and developed an algorithm for non-deterministically computing a most general
generalization of the initial wrapper.

Future work will be devoted to the definition of preference rules that enable the
wrapping system to find the best possible generalization. A further promising research
path is to investigate complex generalization tasks, such as the combination of two or
more existing wrappers.
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Abstract. Unlike processing snapshot queries in a traditional DBMS,
the processing of continuous queries in a data stream management system
(DSMS) needs to satisfy quality requirements such as processing delay.
When the system is overloaded, quality degrades significantly thus load
shedding becomes necessary. Maintaining the quality of queries is a dif-
ficult problem because both the processing cost and data arrival rate
are highly unpredictable. We propose a quality adaptation framework
that adjusts the application behavior based on the current system sta-
tus. We leverage techniques from the area of control theory in designing
the quality adaptation framework. Our simulation results demonstrate
the effectiveness of the control-based quality adaptation strategy. Com-
paring to solutions proposed in previous works, our approach achieves
significantly better quality with less waste of resources.

1 Introduction

The past few years have witnessed the emergence of applications such as network
monitoring, financial data analysis, location-based services, and sensor networks
in which information naturally occurs in the form of continuous data streams.
These applications do not fit in the data model and querying paradigm of tra-
ditional Database Management Systems (DBMSs). Data stream management
systems (DSMSs) such as Aurora [1], STREAM [2], and TelegraphCQ [3] are
built for data management and query processing in the presence of multiple,
continuous, and time-varying data streams. Instead of being stored in advance
on disks, streaming data elements arrive on-line and stay only for a limited time
period in memory. Consequently, a DSMS has to handle the data elements before
the buffer is overwritten by new incoming data elements.

Processing of data streams brings great challenges to DBMS design for two
major reasons. First, stream data are continuously generated in large volumes by
external sources such as a sensor network. Second, the data are often collected
from remote sites and are prone to loss and delay in most cases. From the appli-
cations point of view, queries to data streams are also different from those against
traditional data. While snapshot queries (e.g. show me the current room tem-
perature) are mainstream in traditional DBMSs, persistent queries that output
results periodically (e.g. show me the temperature readings every 5 minutes) are

K.V. Andersen, J. Debenham, and R. Wagner (Eds.): DEXA 2005, LNCS 3588, pp. 746–755, 2005.
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very common in data stream applications. Unlike those in a traditional DBMS,
queries in a DSMS can be processed with various levels of timeliness, data re-
liability, and precision [4,5]. For example, the above query can be rewritten as
every 5 minutes return the temperature readings that are collected no longer than
5 seconds ago. Here the extra parameter of “5 seconds” represents a requirement
on data freshness. We call such parameters the quality of the query, much like
QoS parameters in multimedia applications. Quality support for queries is a
critical issue in DSMS design as it is directly related to user satisfaction.

Quality guarantees for multiple streams/queries in a DSMS are difficult to
maintain due to limitations of the physical resources and fluctuations in the
application’s behavior. A data stream system could contain a large number of
streams and continuous queries. Quality will degrade when the system is over-
loaded. Even with careful admission control, fluctuations of resource availability
(e.g. bandwidth variations of a network link) and application resource usage
(e.g. bursty traffic) may still cause temporary overloading that interferes with
the proper processing of queries. To deal with such variations, the DSMS needs
to automatically adjust the quality of individual queries (adaptation) at run-
time. For example, in case of overloading, data tuples can be discarded to save
costs for query processing (load shedding). In considering quality adaptations,
we always have to answer the following two questions:

1. When to perform adaptation?
2. What is the ideal magnitude of adaptation?

In this paper, we propose an approach that answers these two questions.
Streaming data are intrinsically dynamic with respect to the arrival patterns

[6]. As an example, Figure 1 shows the traces of real TCP traffic recorded from a
cluster of web servers. Note the number of packet arrivals per unit time fluctuates
within the range of [120, 450] and no obvious period can be observed. Further-
more, the processing costs of data tuples are also difficult to predict. As a result,
estimation of instantaneous and future resource consumption could easily fail.
Thus, reservation-based QoS-provisioning strategies [7] may not be applicable
to DSMSs. This opens great opportunities for optimization towards an auto-
configuring DSMS that smartly adjusts quality levels of streams in response to
fluctuations of system status and input rates.
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In this paper, we propose a solution that is derived from classical control the-
ory to address the above challenge. We formulate quality adaptation in DSMS as
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a feedback control problem. Despite the difficulties of modeling the DSMS behav-
ior, we utilize well-established tools provided by control theory to estimate the
model and develop formulas to make adaptation decisions based on the derived
model. The unpredictable traffic pattern and processing cost are modeled as dis-
turbances to the control loop. We present experimental results that demonstrate
the validity of our method. To the best of our knowledge, this is the first work
that applies control theory to data stream management research. Our ongoing
research shows that the control-based approach may also be useful in a broader
range of topics in database research.

2 Related Work and Our Contribution

Current works in DSMS study strategies to maximize quality parameters such as
query precision [8] and loss tolerance [1]. Little attention has been paid to quality
adaptation. Research that is most closely related to our work is QoS-aware load
shedding introduced in the context of the Aurora project [5]. In Aurora, a load
shedding roadmap (LSRM) is constructed to determine the target and amount
for adaptation. LSRM generates a list of possible shedding plans and sorts them
by their expected returns in CPU cost. The amount of shedding is given by a
fixed percentage P that is obtained empirically. At runtime, the amount of load
shedding increases by P as long as there is overloading. In [9], load shedding
strategy that minimizes the loss of accuracy of aggregation queries in DSMS is
discussed. The use of feedback control is inspired by the work of Lu et al [10],
which deals with the problem of real-time scheduling.

The major contribution of this work lies in its improvement on current re-
search on load shedding [5,9] in the following aspects: (i) In previous works,
adaptation (shedding) decisions depend heavily on steady-state estimates of data
traffic and processing costs. The fluctuations in data arrival are regarded negligi-
ble. Therefore, adaptation does not work well on fluctuating/bursty data inputs.
Our control-based approach explicitly takes these uncertainties into account. (ii)
The magnitude of adaptation (e.g., percentage of load to shed) is determined
using simple rules of thumb. As a result, adaptation is often imprecise: its mag-
nitude can either be insufficient (undershoot) to achieve desirable quality or
over-killing (overshoot) that leads to waste of resources. Furthermore, system
tuning is tedious due to the use of rules of thumb. Our solution allows us to
analytically tune the controller to achieve guaranteed performance.

3 The DSMS Model

We follow a push-based data stream query processing model (Fig 2), which is
a generalization of those of STREAM [2] and Aurora [1]. Streams (S1 – S3)
are generated in remotely-located devices and sent to the DSMS via a network.
Upon arriving at the DSMS, each data tuple from a stream is processed by
several database operators chained as a pipeline. The pipelines are called query
plans, which are formed by the DSMS for active queries. For example, query
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Q1 involves a join operation (O1) between S1 and S2, followed by a selection
operation (O3). Execution of operators are controlled by a resource scheduler.
In this model, we do not dictate a specific policy for the scheduler. Our quality
adaptation framework works for arbitrary scheduling policies. Before being se-
lected for processing, data tuples are kept in waiting queues (q1 – q4) for the
operators. Various system resources including CPU [5], memory [11], and net-
work bandwidth [12] could be the bottleneck in DSMS query processing under
different situations. In this paper, we concentrate on CPU usage. Each operator
Oi has an estimated CPU cost denoted as ci.

Fig. 2. System model of a
typical DSMS

Depending on the applications we are interested in, the selection of quality
parameters varies. In this research, we concentrate on tuple delays (i.e. time
elapsed between the generation and the end of processing of a tuple) as we believe
this is the most critical quality for many applications. Specifically, we allow users
to choose their delay requirements from a set of discrete values. A violation of
tuple delay requirement is called deadline miss. We control deadline misses by
regulating the system load (load shedding). A trivial strategy to maintain low
deadline miss ratio would be shedding a large fraction of the load at all times.
However, high data loss due to load shedding is also undesirable therefore the
problem becomes how to control deadline misses with less data loss.

4 The Control-Based Quality Adaptation Framework

Feedback control refers to the operation of manipulating system behavior by
adjusting system input based on system output (feedback). A well-known exam-
ple is the cruise control of automobiles. The central idea of feedback control is
the feedback control loop, which consists of the following components (Fig 3):
(i) Plant, which is the system to be controlled; (ii) Monitor, which periodically
measures the status of the plant; (iii) Controller, which compares the current
status of the plant sensed by the monitor versus the desired status that is set
beforehand. The difference between the current status and the desired status is
called error. The function of the controller is to map the error to an appropri-
ate control signal that is sent to the actuator; (iv) Actuator, which adjusts the
behavior of the plant in proportion to the control signal.

Control theory provides tools (e.g., Root locus) to efficiently design mappings
from the error to the control signal. Furthermore, under the effects of environ-
mental fluctuations, control theory allows us to choose and tune the controller
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parameters in order to: (i) guarantee system stability, (ii) provide theoretical
bounds on the system outputs, (iii) eliminate or bound the error in the steady
state, and (iv) adjust the settling time, which is the time needed for the sys-
tem to reach the steady state. These features distinguish the feedback control
approach from ad hoc solutions that use rules of thumb. Readers interested in
more details on control theory are referred to [13].

Fig. 3. The control-based
quality adaptation frame-
work

4.1 The Feedback Control Loop

Figure 3 also shows the architecture of the proposed control-based quality adap-
tation framework. The plant is the DSMS, a central part of which is the CPU
and its scheduler. Plant status is monitored periodically and output signals are
sent to the controller. The monitor is a simple component in this case since the
output signal is a variable maintained by the scheduler. We use the Deadline Miss
Ratio (M), which is the fraction of tuples that miss their processing deadlines,
as the output signal. The fluctuations of data arrival rate and the inaccuracy in
CPU cost estimation of operators are modeled as disturbances to the system.

The actuator is divided into two parts: the Admission Controller and the
Quality Adaptor. The former decides whether new streams can be accommodated
by the system while the latter adjusts each stream to control the load on the
CPU. We use a unitless quantity, CPU utilization (U), to represent the load on
CPU. U is defined as the total CPU time needed to process all the data tuples
that arrive within one unit time. Note U is the input signal to the plant. The
quality adaptor is implemented as a load shedder, which drops tuples from the
admitted streams to reduce the load on the CPU. The percentage of tuples to
drop (i.e., the shed factor) is determined by the controller, while choosing the
victim tuples to drop depends on the implementation of the load shedder itself.
We adopt the simplest load shedding strategy: choosing victim tuples randomly.
This strategy is not optimized for global utility as streams and queries may have
different priorities. A strategy that takes these differences into account is called
semantic adaptation [5]. We plan to investigate the complications of adopting
semantic adaptation in our control-based paradigm in the future.

The feedback control loop works as follows: a desired deadline miss ratio
Ms is specified by the system administrator. The monitor measures the output
signal M at the end of every sampling period. The controller compares M to Ms

and generates the control signal: the amount of load that needs to be shed. For
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convenience, we define the control signal (Ud) to be the percentage of load that
needs to be kept. In other words, 1 − Ud is the shedding factor. The controller
then sends the load change Ud to the actuator. Clearly, the generation of input
signal Ud is the key point in this loop and will be discussed in Section 4.2.
Intuitively, U and M are positively related: when U increases, the load put on
the CPU also increases therefore more deadline misses occur.

4.2 Controller Design

Now we describe how the input signal is generated by the controller. First we
denote M(k) and U(k) as the output and input of the plant at the k-th sampling
period. We start the controller design by constructing a dynamic model for
the plant. Unlike mechanical systems, our DSMS is not likely to be modeled
using known laws of nature. Fortunately, modern control theory provides system
identification techniques [14] to estimate the model of complex systems. The
idea is to model the plant as a difference equation with unknown parameters.
For example, the DSMS could be modeled by the following difference equation:

M(k) = a1M(k − 1) + a2M(k − 2) + b1U(k − 1) + b2U(k − 2) (1)

where a1, a2, b1, b2 are system-specific parameters. Then we can determine the
order and parameters of the above difference equation experimentally. Specifi-
cally, we subject the DSMS of interest with synthetic traffic loads (with white
noise) and measure the output. By doing this for a number of iterations we ob-
tain the parameters using Least Square Estimation [14]. The open loop model
shown in Eq (1) can be converted into a transfer function in z-domain:

G(z) =
M(z)
U(z)

=
b1z + b2

z2 − a1z − a2
. (2)

We use a standard Proportional-Integral (PI) [13] controller to compute the
input signal as the following:

U(k) = U(k − 1) + g
(
(Ms − M(k)) − r(Ms − M(k − 1))

)
(3)

where g, r are controller constants. The transfer function of the PI controller is
C(z) = g(z−r)

z−1 . To finish the controller design, we have the following closed loop
transfer function:

T (z) =
C(z)G(z)

1 + C(z)G(z)
. (4)

As mentioned earlier, the major advantage of the control-based approach
over the rules-of-thumb method is that we can analytically tune the controller
to achieve guaranteed performance in terms of stability, steady state error, max-
imum overshoot, and convergence time. In our case, we can use well-known tech-
niques such as Root Locus (available in MATLAB) to tune controller parameters
(g and r) based on Eq (4).

Since the quantity U(k) obtained from Eq (3) is the desirable load injected
into the plant, we have Ud(k) = U(k)/S(k) where S(k) is the real load generated
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by the streams at period k. Unfortunately, S(k) is unknown when we calculate
Ud(k). We could use S(k − 1) to estimate S(k).1

Setting sampling period. The length of sampling period has profound
effects on controller design and is a compromise between performance and cost.
A general rule is to set the sampling frequency to be as least twice of the signal
frequency [13], which is the frequency of fluctuations in streams in our system.

4.3 Admission Controller

To avoid the situation of running a large number of queries all under high data
loss ratio, we use an admission controller (AC) to help protect the system from
unexpected high loads. The AC checks if a newly registered stream can be served
by the system given the current load. For a new stream Ti, the theoretical ad-
mission condition is:

U + hiri ≤ Us (5)

where hi and ri are the per-tuple cost and arrival rate of Ti, respectively. The
target utilization Us is generated empirically based on Ms [10]. The practical
value of the above admission condition is limited for two reasons: (i) U only
reflects the current load situation of the system; (ii) both hi and ri are unknown
when the stream first registers. We remedy the above conditions as follows:
we first make estimations of the the requested utilization by taking a moving
average of current and historical data. For example, at the k-th control period,
an estimation (Ue) of U can be written as

Ue(k) = γU(k) + (1 − γ)
1
a

k−1∑
i=k−a

U(i), (0 < γ < 1)

Then we can use an optimistic admission controller such as Ue(k) < Us. In
applying this optimistic condition, we assume the cost of one single stream is
small compared to the total CPU capacity. Even if we make a bad decision at
the AC, the control loop will provide a second chance to correct this decision.

5 Experimental Results

To validate our idea of using feedback control for quality adaptation in DSMSs,
we implement a control loop as shown in Fig 3 on a data stream simulator. The
core of the simulator is a CPU scheduler based on the Earliest Deadline First
(EDF) policy. One of the nice features of this policy is that it has a utilization
bound of 1.0 for both periodic and sporadic tasks [15], meaning there will be
(asymptotically) zero deadline misses if utilization (U) is lower than 1.0. In our
simulator, we set the target deadline miss ratio Ms to 0, this is the same as to
set a target utilization Us (the same Us in Eq (5)) to anything smaller than 1.0.
We set Us to be 0.9 in our experiments.
1 We can show by analysis that this has very little impact on the performance of the

controller. We have to skip the analysis due to space limitations.
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We define four classes of processing delays: 250ms, 500ms, 1s, and 2s. The
monitoring cycle is 5 seconds if not otherwise specified. System identification
and analytical tuning of the PI controller (details skipped) suggest we set the
g and r values to 0.5 and 0.3, respectively. We test our quality framework with
both synthetic and real-world stream data. For the synthetic data, we generate
streams with update arrival times following the exponential distribution and
the b-model [6]. For real-world data, we use the LBL-PKT-4 dataset from the
Internet Traffic Archive (http://ita.ee.lbl.gov/index.html) that contains traffic
traces extracted from web servers. The queries to the stream data are simulated
in a manner that is similar to Babcock et al. [11].
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Fig. 4. Utilization and deadline misses by different load shedding strategies

We compare the performance of our control-based method with that of a
static load shedding strategy similar to the approach in Aurora. The latter uses
a rule of thumb in determining Ud: its shed factor is updated in increments of
a base factor (0.1 unless specified otherwise). Figure 4 shows the results of both
shedding methods using the same set of data streams generated with Poisson
arrival pattern. The total load of the streams is about 1.4, simulating a constant
overloading situation. The control-based strategy converges to a stable state at
about 35 seconds and the errors afterwards are kept within ±10% of the desired
value. On the contrary, the static shedding strategy shows a zigzag pattern in
the achieved utilization with an error range significantly larger than that of
the control-based method. As a result, its deadline miss ratio reaches about
20% periodically while there are almost no deadline misses in the control-based
experiment.
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Fig. 5. Performance of control-
based load shedding strategy under
different precisions of cost estima-
tion

We also investigate the response of our adaptation scheme to imprecise per-
tuple cost estimations (Figure 5). We introduce uncertainties to the costs by
selecting the real costs of each query iteration randomly from a range around
the profiled value. For example, the ‘k = 2’ treatment in Figure 5 chooses a
cost value for each tuple from the range [0.5h, 1.5h] where h is the profiled CPU
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Fig. 6. Performance of different load shedding strategies under different bursty traffic
patterns. a. Synthetic b-model traffic; b. real TCP traffic.

cost. This range for the case of ‘k = 4’ is set to be wider ([0.1h, 4.1h]) and
the profiled cost h is not even the mathematical expectation of all the possible
values. Our quality adaptation strategy handles the incorrect cost estimations
well. Comparing to the original experiment where all costs are precisely profiled
(‘k = 0’), the system achieves the same level of stability. The only difference
is that the time used to converge to the stable status is longer as uncertainty
on costs increases. In other words, the system ‘learns’ the real value of costs
gradually. For all three cases, deadline miss rates are almost zero for most of the
time although more can be observed before convergence.

To test system performance under the disturbance of bursty data arrivals,
we run experiments with the b-model data and real TCP trace (Fig 1). The
resource utilization data (Fig 6) are obviously less smooth than those in Fig 4 as
more undershoots can be observed. The undershoots become more serious as the
traffic gets more bursty. The control-based strategy performs better in reducing
overshoots when compared with static shedding. This is further supported by
the deadline miss ratio measured: deadline miss events are abundant in static
shedding while very few are observed in control-based shedding. Control-based
shedding shows less undershoot than static shedding in both Fig 6a and Fig 6b.

6 Conclusions and Future Work

This paper presents the first attempt to use a proportional-integral controller to
solve a practical problem - auto adaptation of stream qualities - in DSMSs. We
argue that continuous queries in DSMSs are quality-critical in terms of timeli-
ness, reliability, and precision. We propose a quality adaptation framework that
emphasizes maintaining low levels of deadline misses. A common practice for
DSMSs to overcome excessive incoming requests is load shedding, which is made
difficult by the bursty data input and imprecise tuple processing cost estima-
tion. We use a feedback control loop to dynamically adjust load under such
uncertainties. Compared to previous work, the control-based approach leads to
significantly better quality with less waste of resources.

We are currently in the process of implementing a quality controller in a real
DSMS. This involves modeling and controlling more complex systems than the
one described in this paper. Furthermore, we are investigating the possibilities
of using control theory to solve other database problems such as data replication
and dynamic resource allocation.
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Abstract. There has been a rising need to handle and process streaming kind of 
data. It is continuous, unpredictable, time-varying in nature and could arrive in 
multiple rapid streams. Sensor data, web clickstreams, etc. are the examples of 
streaming data. One of the important issues about streaming data management 
systems is that it needs to be processed in real-time. That is, active rules can be 
defined over data streams for making the system reactive. These rules are 
triggered based on the events detected on the data stream, or events detected 
while summarizing the data or combination of both. In this paper, we study the 
challenges involved in monitoring events in a Data Stream Management System 
(DSMS) and how they differ from the same in active databases. We propose an 
architecture for event composition and detection in a DSMS, and then discuss 
an algorithm for detecting composite events defined on both the summarized 
data streams and the streaming data. 

1   Introduction 

The data in Data Stream Management System (DSMS) is delivered continuously, 
often at well defined time intervals, without having been explicitly asked for it [9, 10]. 
The data needs to be processed in near real-time, as it arrives because of one or more 
of the following reasons – it may be extremely expensive to save the raw streaming 
data to disk; the data is likely to represent real-time events, like intrusion detection 
and fault monitoring, which need to be responded to immediately. Another major 
challenge handling streams is because of their delivery at unreliable rates, the data is 
often garbled, and they have limited processor resources. It is likely to be subjected to 
continuous queries (CQ) – which need to be evaluated continuously as data arrives, in 
contrast to the one-time queries, which are evaluated once over a point-in-time 
snapshot of the data set. The streaming data being infinite in size, and if the need for 
storage be, it has to be summarized or aggregated [11].  

Active functionality [1, 2] in a database enables automatic execution of operations 
when specified events occur and particular conditions are met. Active databases 
enable important applications, such as alerting users that a certain event of importance 
has occurred, reacting to events by means of suitable actions, and controlling the 
invocation of procedures. Most of the research efforts on incorporating this 
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functionality have focused on active capabilities in the context of relational database 
systems [2]. However, due to the nature of streaming data, pointed out earlier, active 
functionality cannot be easily incorporated on DSMS. Old aggregated data needs to 
be referred to, from time to time, for events evaluation and prove very expensive if 
the system was to make a disk access for the same each time. Also, the system would 
be required to handle detection of events on streaming data in real-time which is not 
an issue dealt with in case of traditional databases. 

In this paper, we deal with the problem of referencing the old data to respond to 
user-specified events in real time. As stated in [6], certain applications require 
reference to data, not only when it arrives, but also after it is summarized (or 
aggregated). The work illustrates a monitoring application for which access to the 
entire historical time series is required. Similarly, for event detection in streaming 
databases, there could be a need to use the past data for evaluation of events. Consider 
the field of financial data, where the value of various stocks keeps changing 
continuously. A user may be interested in re-computation of DowJones Average when 
any two of IBM, GE or Boeing stock prices change by 1% in an hour during the day. 
Assuming that the aggregation of the data is done every 10 minutes, the system would 
be required to compare the values to past data. As another example, consider the 
problem of monitoring constraints on the data, as declared by the user. They could be 
of the following types – referential integrity (foreign key), primary key, domain 
constraints etc. For example, consider two relation schemas R1 and R2, such that the 
attributes of R1 reference to relation R2. As new data arrives for R1, it would be 
required to check it against attribute values of R2 to ensure data integrity. This 
information would have to be retrieved from the disk, which would be very time-
expensive. Our performance results show that events (primitive or composite) in 
DSMS can be detected from the data streams and/or from the aggregated data in near 
real-time. 

Initial work on active databases and time-constraints data management was carried 
out in the HiPAC project [1]. In this project, an event algebra has been proposed, 
called SNOOP [3], for defining the primitive and composite events. In [5], the authors 
propose a real-time event detection method for multi-level real-time systems. There 
are many other systems, such as ODE[4], SAMOS [12], and Sentinel, address event 
specification and detection in the context of active databases, however, they differ 
primarily in the mechanism used for event detection. The Aurora [10] builds up a new 
data processing system exclusively for stream monitoring applications. It provides 
with a large number of stream operators to work with, from simple stream filters to 
complex windowing and aggregation operators. The core of the system consists of a 
large network of triggers. The OpenCQ [7] and NiagaraCQ [8] systems support 
continuous queries for monitoring persistent data sets over a wide-area network. 
OpenCQ uses a query processing algorithm based on incremental view maintenance, 
while NiagaraCQ addresses scalability in number of queries by using techniques for 
grouping continuous queries for efficient evaluation. 

The rest of the paper is organized as follows. The event model is outlined in 
Section 2. The system architecture is proposed in Section 3. The event composition 
and detection in the proposed system is described in Sections 4. The experimental 
results are discussed in Section 5. Finally, we conclude the paper in Section 6. 
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2   Event Syntax 

An event is defined as a tuple: <event type, event_life_time, event_occ_time, attribute 
list>. Event type defines the name of events which share a common system defined 
meaning specified by the eid. Event-life-time is the time for which the occurrence of 
this event is of importance and event-occ-time is the time at which the event occurs. 
Attribute list is a flat list of typed values which carry further information about the 
event.  

An event E (either primitive or composite) is formally being defined as a function 
from the time domain onto the boolean values, True and False. 

 E : T  {True, False} 
given by E = True if an event of type E occurs at time point t, False otherwise. The 
following operators are used in our system for composing primitive events. 

There are two kinds of events defined – primitive and composite. The most 
common primitive events involve modifications to the data that occur through 
commands like insert, delete, update, etc. in relational database systems and through 
method invocations in object-oriented database systems. Temporal events are the 
other type of frequently used primitive events. More advanced systems allow the user 
to register compositions of such primitive events too. As mentioned above, lot of 
work has been dedicated to evolve event algebras that would capture the necessary 
compositions of events and their efficient detection. Figure 1 gives the BNF syntax of 
the composite event used in our system; the consequent sub-sections will describe the 
operators and their semantics, followed by the strategy adopted for event detection in 
the system. We adopt SNOOP [4] as an Event Specification Language (ESL) that 
allows specification of database, temporal, explicit and composite events.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 1. BNF syntax of Event Algebra 

 
 

composite_ev ::= <element_ev><event_op><composite_ev><time_constraint> 

element_ev ::= <primitive_ev> | <atomic_condition_ev> 

primitive_ev ::= <basic_update_ev> | <temporal_ev> 

time_constraint ::= till<absolute_time> | in<time_span> 

atomic_conditon_ev ::= <attribute_name><composite_op><value> 

basic_update_ev ::= <db_op> | <ext_signals> 

temporal_ev ::= <abs_time> | <interval_time> | <rel_time> 

event_op ::= AND | OR | ANY | SEQ | NOT | A | P 

db_op ::= UPDATE | INSERT | DELETE 

time_span ::= n seconds | n minutes | n hours | n days 
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3   System Description 

In this section, we describe the proposed architecture of the event composition and 
detection in a data stream management system as shown in Figure 2. The detection of 
events is done by two separate monitoring routines, by Event Checker on streaming 
(queued) data and by Trigger Messenger, database inbuilt triggers on summarized 
data. The data is first buffered in the queue and then summarized/aggregated using 
application specific algorithms after a fixed interval of time or after a specified 
number of data points have arrived. The summarized information is then inserted into 
the persistent storage of the system, marked as DB2 in the figure. When a new event 
is defined, the event parser sends the correct event definitions to the event manager to 
be stored for later retrievals. 

3.1   Event Manager 

The event manager stores the structural information of the events specified by the 
user. An Event Specification Language is used that allows specification of database, 
temporal, explicit and composite events. In our system implementation, we define 
events using SNOOP as event algebra [3]. 

 
                                                   

 
 
 
 

  

 
                               

 
 

 
 
 
 
 
 
 
 
 

Fig. 2. Architecture of Event Composition and Detection in DSMS 

When a new event is registered with the system, the event definition is extracted 
and corresponding event handler is initialized. If the component(s) of the event is 
already known to the system as triggering event(s), then the new event subscribes to it 
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and if it is known as a triggering event, then the corresponding mechanisms for its 
detection are initialized in the Event Checker and triggers are set in DB2. The 
structural information of the event is also sent to Composite Event Evaluator where 
the occurrence of the composite events will be detected. 

3.2   Data Summarization 

The streaming data from the application is initially buffered in the Data Queue and 
then data is summarized. The data summarization can be time-based or data-based, 
i.e. it could be done after fixed intervals of time or after the arrival of a fixed number 
of data points in the stream. For example, a stock market may record the average 
value of stocks after every 10 minutes, irrespective of the number of times the value 
changes in that period, or the average of every 20 values can be stored. The definition 
of data summarization can be seen as computing materialized views. These views are 
then incrementally maintained as new data is summarized.  

Considerable amount of work has been done in developing techniques for data 
reduction and synopsis construction – sketches, random sampling, histograms, wavelets 
to name a few [7, 9, 11]. Gilbert et al. have proposed QuickSAND: Quick Summary and 
Analysis of Network Data which builds compact summaries of network traffic data 
called sketches based on random projections. These sketches are much smaller in size 
and respond well to trend-related queries or to features that stand out of data. Network 
data can also be summarized incrementally at multiple resolutions to answer point 
queries, range queries and inner product queries using SWAT [11]. Gibbons and Matias 
have proposed two sampling based summary statistics of data – concise samples and 
counting samples. These are incremental in nature and more accurate compared to other 
techniques. The samples were actually created to provide approximate answers to hot list 
queries. The data summarization techniques are application-specific and hence the 
system would choose them according to the type of data that it must deal with. The 
technique selected should be such that the summary created should be amenable to 
answering queries and take only permissible amount of processing memory. 

3.3   Event Cache 

Monitoring is a continuous activity and lasts for a long period of time. For any 
monitoring system, there would be an upper bound on its memory requirements. If the 
system was to go on saving information about all event occurrences or partially 
completed events, the available memory space would be soon exhausted. Such 
situations can arise from very simple kind of events. Consider the event defined E1;E2 
i.e. trigger is raised every time event E2 occurs after event E1 has occurred. It could 
happen that there are multiple occurrences of E1 before a E2 occurs. The system 
should not go on saving all these occurrences of E1 blindly, but make use of some 
policy for the same to discard the irrelevant ones. 

To deal with the problem of memory usage, we define an event-life time for every 
event, after which the event is considered dead for future consideration. This time must 
be user-defined, else the system-default is taken. Other solutions for the same could be to 
store only the recent-most occurrence of the event type, rejecting the older, valid 
occurrences or to permit one occurrence in one solution only. Whereas the former would 
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function in a similar fashion as using the recent parameter context described in [3], the 
latter will not solve the problem in cases such as the example above. 

When a cache entry is made with a new event, time for its removal from the cache 
is determined using the following equations: 

tlife = tocc + time_span OR  tlife = abs_time 
The cache makes periodic scans of the event entries for clean-up actions and 

removes events with older tlife than the present system time. 

4   Event Detection 

This section deals with the specific strategies adopted by the system for event 
detection. The steps involved are detection of the primitive events, collection of all 
occurring events, composition of the same to detect complex events and de-
registration of events which are not of interest any longer. We describe below all the 
steps in detail one by one. 

4.1   Basic Event Detection 

When a user registers a new event with the system, the following actions take place: 

• Assignment of a unique event identifier (eid)                                    
o A new event registered with the system is assigned with an eid. The 

eid is used to identify this class of events in future. 
• Parsing of the event 

o The Event Parser reads and parses the new event registered and 
decomposes it to sub-events such that each of them is a primitive 
event. 

• Update of events monitoring routines 
o The sub-events are also assigned eids and sent to event monitoring 

routines DB2 and Event Checker for monitoring data for their 
occurrence. 

Monitoring applications could be hardware monitoring or software monitoring or 
hybrid of the two. Our monitoring technique is strictly a software monitoring system 
thus saving on cost and assuring portability across different platforms. Disadvantages 
are that since no special hardware is being dedicated to the process, it would be 
sharing the resources with the rest of the system. 

The event recognition is done by dedicated monitoring routines at two levels – low 
level recognition and high-level recognition. The low level event recognition involves 
detection of primitive events and high-level handles detection of composite events. A 
special monitoring component – Event Checker is responsible for monitoring events 
in the new, arriving data, whereas the events on the summarized data are checked by 
setting appropriate triggers on the database. Composite Event Evaluator (CEE) is 
dedicated for high-level event recognition once the primitive events are detected. 
Events are detected on the summarized as well as on the streaming data. 

• Events on summarized data 
We make use of inbuilt triggers in the database to detect events on the summarized 

data. This is called Synchronous monitoring of events since an event occurrence is 



762 M. Mohania et al. 

 

communicated explicitly to and in synchronization with the user. The triggers are 
installed on the data columns or objects of interest as specified in the sub-events. 
• Event on streaming data 

For monitoring the arriving data for events, we make use of system-controlled 
polling with system-defined interval where the system checks for the occurrence of 
the event every interval-time. We detect the events of interest by comparing two 
snapshots generated by two different polling time points, find out the changes i.e. the 
inserts, deletes and updates that have taken place. 

4.2   Event Notification 

The occurrence of primitive events needs to be reported to the CEE for detection of 
composite events. The event is packed with tocc, tlife and specified attributes into a 
packet and sent to the Event Cache using message queues. Databases like DB2 have 
inbuilt support for message queues (Websphere Message Queues) which can be 
exploited directly. The arrival of the events at the Cache needs to be co-ordinated 
since they would be coming from two asynchronous sources – database and Event 
Checker. This can be done by either setting priorities or by using semaphores to 
enforce mutual exclusion while writing to the Event Cache.  

The events information is picked up by CEE from the Cache for subsequent 
evaluation of composite events. The details about the composition of events are given 
in the next sub-section. The cache must only keep information about relevant events, 
which would contribute to event detection in future. Each event is marked with a 
timestamp indicating the time when it occurred. With the knowledge of the validity 
interval of an event, which is either user specified or system specific, the old events 
are removed from the cache. 

4.3   Composition of Summarized and Streaming Data Events 

Event Algebra provides the necessary expressive power and allows composition of 
events. Composite events, though more complex in nature, are more useful to the 
user. The Composite Event Evaluator stores the structural information of the 
registered composite events as well as the data-structures needed to describe the 
different event-types. The approach taken for event composition is different from 
earlier works of Ode [4] and SAMOS [12]. SAMOS defines a mechanism based on 
Petri Nets for modeling and detection of composite events for an OODBMS. They use 
modified colored Petri nets called SAMOS Petri Nets to allow flow of information 
about the event parameters in addition to occurrence of an event.  It seems that 
common sub-expressions are represented separately leading to duplication of Petri 
Nets. Also the use of Petri nets limits the detection of events in chronicle context 
only. Ode used an extended finite automaton for the composite event detection. The 
extended automaton makes transitions at the occurrence of each event like a regular 
automaton and in addition looks at the attributes of the events and also computed a set 
of relations at the transition. The definition of ‘AND’ operator on event histories does 
not seem to produce the desired result; the automaton for the operator constructed 
according to the specification given by [5] does not seem to reach an accepting state. 
Since most of the operators in Ode are defined in terms of the ‘AND’ operator, it 
makes their semantics also questionable. 
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We use event trees to store the structure of registered composite events. The 
composing primitive events are placed at the leaves of the tree whereas the internal 
nodes represent the relevant operators. The information about the occurrences of 
primitive events is injected at the leaves and flows upwards. The advantages of using 
event trees over the previously mentioned methods is that in case of common sub-
events, event trees can be merged together and hence reduce storage requirements. For 
example, let events be A::= E0 AND (E1;E2), B::= (E1;E2) OR E3 and C::= E2;E3. 
Clearly E1;E2 is common to events A and B and hence their trees can be coalesced. 
Also, the event trees can be used to detect events in all four parameter contexts. 

There could be two distinct ways of keeping the event trees – as a single, 
consolidated structure for all events, or as specialized graphs, one for each event. A 
single event graph minimizes on redundancy but makes garbage-collection difficult. 
Specialized graphs carry an overhead due to multiple copies of the structure but make 
garbage collection very simple. There are advantages and disadvantages to both and 
the choice would depend on the application. The choice of the kind of tree used for 
storage would depend on the application and resources available. The algorithm 
followed for composite evaluation using event trees is given in Figure 3.  

As mentioned earlier, the system must also carry out garbage collection to prevent 
the system from getting clogged with semi-composed events. Hence, a validity 
interval must be associated with each composite event, either user-specified or 
system-defined. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 3. Algorithm for event detection using event trees 

4.4   Deregistration of Events 

After some time, the user may no longer wish to be notified of certain events. Hence 
arises the need for facility of deregistration of events – removal of the event structure 
from the CEE. If the event was a primitive one, then it requires a check if any other 

ALGORITHM Composite Event Detection 
Construct an event graph for each rule with nodes as operators and leaves as 
primitive events. The primitive event nodes are the source and the rule nodes 
are sinks. Edges are from constituent events to composite event. 
 
For each occurrence of a primitive event 

Store its parameter in the corresponding terminal node ‘t’; 
activate_terminal_node(t); 

 
PROCEDURE activate_terminal_node(n) 

For all rule-ids attached to the node ‘n’ 
signal event; 

For all outgoing edges i from ‘n’ 
propagate parameters in node ‘n’ to the nodei connected by edge i 
activate_operator_node(nodei); 

Delete propagated entries in the parameter list at ‘n’ 
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event is subscribed to it. If not, then the event can be removed from the triggers of the 
database and from the monitoring routines, else only the subscribing information will 
be notified. 

5   Performance Results 

The system was tested for simulated real-time click-stream data using web logs from 
IIT-CSE web-site (www.cse.iitd.ernet.in). The access_log from the web server was 
used to create continuous messages from dataGenerator.java. The Threads.java calls 
the Event Manager which allows user to register events that have to be monitored for. 
The information about the events registered is also sent to the Receiever, which form 
the event trees for event composition. It goes on to set the corresponding triggers on 
the DB2 and set monitoring routines from them which would check for the events on 
the queued data. As and when an event is detected on either of these, a message is 
sent to Receiver.java about the same. The Receiver maintains the event trees and 
computes the events following the receipt of sub-events and notifies the user on 
detection of any registered events. 

The system was registered with 20 composite events and tested on a month log 
data. The number of events missed vs. the window size (number of tuples after which 
summarization is done), was plotted. There was a slight degradation in the accuracy 
of detecting events, with the change in window-size from 50,70 to 100. The miss rate 
went up from 0.68% to 0.693% which is almost ignorable. However, this was 
accompanied with reduction in memory space used by the database. The following 
Figure 4 depicts the same. 
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Fig. 4. Miss Rate (of events) vs. Window Size used for summarization 

6   Conclusions 

This paper has described an architecture and algorithms for detecting composite 
events in a data stream management system. These events can trigger active rules 
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defined over data streams for making the system reactive. These rules are triggered based on 
the events detected on the data stream, or events detected while summarizing the data or 
combination of both. Integration of active rules in data stream management system is 
important in many real-time applications, such as monitoring a single portfolio that 
has equities from several stocks exchanges, monitoring the fraud transactions, etc. In 
this paper, we have described the event model considered in our system 
implementation and discuss the functionalities of each component of the architecture. 
We have discussed the various approaches for summarizing the data and then how to 
notify the events, if generated from this summarization to the composite event 
evaluator for composing the events. We have done some experiments to measure the 
miss rate of these events with respect to the varying window size. We have observed 
that the miss rate is almost negligible as we increase the window size. 
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Abstract. Motivated by the analogies between languages and sports videos, we 
introduce a novel approach for video parsing with grammars. It utilizes compiler 
techniques for integrating both semantic annotation and syntactic analysis to 
generate a semantic index of events and a table of content for a given sports 
video. The video sequence is firstly segmented and annotated by semantic event 
detection with domain knowledge. A grammar-based parser is then used to 
identify the structure of the video content. Meanwhile, facilities for error 
handling are introduced which are particularly useful when the results of 
automatic parsing need to be adjusted. As a case study, we have developed a 
system for video parsing in the particular domain of TV diving programs. 
Experimental results indicate the proposed approach is effective. 

1   Introduction 

Digital videos have become more and more popular and the amount of digital video 
data has been growing significantly. As a result, efficient processing of digital videos 
has become crucially important for many applications. Most of current video systems 
are still unable to provide the equivalent functions, like “table of contents” or “index” 
which are available for a textbook, or for locating required information. Because 
manual video annotation is time-consuming, costly and sometime can be a painful 
process, various issues of content-based video analysis and retrieval have been 
intensively investigated recently [1, 2]. The key problem that needs to be resolved is 
that of automatically parsing videos, in order to extract meaningful composition 
elements and structures, and to construct semantic indexes. 

This study is concerned with the automatic parsing of sports videos. As a great 
favorite of a large audience over the world, sports videos represent an important 
application domain. Usually, a sports game has a long period, but only part of it may 
need to be reviewed. For example, an exciting segment from a one-hour diving 
competition may only last a few seconds – from jumping from the springboard to 
entering the pool. It’s discouraging to watch such a video by frequently using the 
time-consuming operations of “fast-forward” and “rewind”. Thus, automatic parsing of 
sports videos is highly valued by users, for it not only helps them to save time but also 
gives them with the pleasing feeling of control over content that they watch [3]. 
Moreover, efficient tools are also useful to professional users, such as coaches and 
athletes, who often need them in their training sessions. 
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The task of sports video parsing is similar to creating an index and a table of contents 
for a textbook, which encompasses two subtasks:  

1) Extracting index entries based on semantic annotation; 
2) Constructing a comprehensive structure hierarchy based on content structural 

analysis. 

Most related previous work on sports videos has its focus on semantic annotation 
with shot classification [4, 5], highlight extraction [6, 7], and event detection [5, 8-10]. 
A video shot is referred to as an unbroken sequence of frames recorded from a single 
camera, and usually it is the basic unit in video processing. Based on domain-specific 
feature extraction, such as color, edge, and motion, Neural Networks [4] and Support 
Vector Machines [5] were used to classify shots into predefined categories. In order to 
extract the most interesting segments or highlights of a sports video, the method based 
audio-track analysis [6] and the method by modeling user’s excitement [7] were 
proposed separately. However, the lack of exact semantics is the main drawback in 
those approaches. The end users will almost always like to interact with high-level 
events, such as a serve in tennis, or a goal in soccer. In [8], several high-level events in 
tennis videos were detected by reasoning under the count-line and player location 
information. In [9], they first determined candidate shots in which events are likely to 
take place by extracting keywords from closed caption streams, and then those 
candidates were matched and selected with example image sequences of each event. 
Both the rule-based approach [5] and the statistical-based approach [10] were used to 
infer high-level events by employing context constraints of sports domain knowledge. 
Although significant progress has been made on automatic semantic annotation, it is 
still hard to obtain sufficient accuracy when handing the vast amount of video content 
in real environment. 

Structural analysis is another important issue, which has been mentioned in the 
literature [11, 12]. However, their approaches are restricted to segmenting fundamental 
units such as serve and pitch in tennis, play and break in soccer. In [13], a 
general-purpose approach was proposed which does not require an explicit domain 
model. It adopts the time-constraint clustering algorithm to construct a three-layer 
structure, i.e., shot, group and scene. However, such an unvarying structure 
representation is not suitable for sports videos owing to the lack of the ability to model 
various game structures. Thus, none of the existing work is capable of recognizing the 
hierarchical game structures of sports videos. 

The aim of this paper is to introduce a novel approach to integrate both semantic and 
structural analysis for sports videos parsing with grammars. Different from other 
systems in the literature, we suggest that sports videos could be treated as languages, 
where the sport video parsing system is analogous to a compiler. Our system consists of 
three procedural steps: basic unit segmentation, semantic annotation and syntax 
analysis. Firstly, the raw video stream is segmented into basic units, which are 
equivalent to words in a language. Although there exist different units, such as shots, 
sub-shots, or other predefined segments, we treat the shot as the basic unit due to it’s 
ubiquity in video analysis. Secondly, each basic unit is annotated during semantic 
analysis. This step detects semantic events and assigns tokens indicating these events to 
the basic units. Finally, we utilize context-free grammars to represent the content 
inter-structures of sports videos, because the grammars provide a convenient means for 
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encoding the external rules into the application domain with a parse tree. Based on the 
grammars, we employ the syntax analysis to identify a hierarchical composition of the 
video content. Meanwhile, with the use of the grammars, our system would be able to 
identify misinterpreted shots and to detect errors since automatic analysis based on 
low-level features cannot provide 100% accuracy. To our best knowledge, this study is 
the first attempt to integrate semantic annotation and syntactic analysis for parsing 
sports videos. Experimental results show that our system is effective and easy to use. 
Although we only demonstrate parsing diving competition videos as a case study in this 
paper, the framework can also be applied to other sports videos. 

The rest of the paper is organized as follows. Section 2 presents our approach to 
modeling sport videos. This is followed by a framework for automatic parsing of TV 
diving programs in Section 3. Experimental results are reported in Section 4. Section 5 
concludes the paper. 

2   Modeling Sports Videos 

In many types of sports broadcasting, one can have the following two interesting 
observations. First, each sports game can be represented in a tree structure. For 
example, a tennis game is divided first into sets, then games and serves. A diving game 
contains several rounds, and there are some plays in each round. In order to facilitate 
user access, efficient techniques need to be developed to recognize the tree structure 
from raw video data. 

 

Fig. 1. Examples of events in sports videos: (a) replay events, (b) state events, and (c) target 
events 

Second, there are a number of repetitive domain-specific events in sports videos, 
which are meaningful and significant to users. These events can be classified into three 
groups: replay events, state events and target events (see Fig. 1). In sports videos, 
interesting events are often replayed in slow motion immediately after they occur. We 
call the replay segments as replay events. State events occur when the game state is 
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changed, such as score. Because they typically indicate the beginning and the end of 
structural units, state events are highly correlated with the game structure. Finally, 
target events represent specific objects and their motions in a game, such as shots in 
soccer games or dives in diving competitions. 

Due to a wide variety of video content, it is almost impossible to provide a versatile 
method of event detection, which is able to bridge the gap between the low-level 
features and the high-level semantics. Thus, we have devoted a great deal of attention to 
the application context. Based on our observations from sports videos, we reveal that: 

(1) Replay events typically are sandwiched between specific shot transitions;  
(2) State events are usually accompanied with superimposed captions, which are 

overlapped on the video in the production process to provide information about the 
situation of the game;  

(3) In target events, motion introduced by objects and cameras is much active. 

Based on the above observations, sports video parsing is similar to language 
processing which is based on dictionaries and grammars. In the scope of sports videos, 
the dictionary that we use to annotate shots is a set of domain-specific events, and the 
grammar is a set of rules represented in the form of the tree structure. 

3   A Framework for Parsing Sports Videos 

In this section, we first introduce a framework which provides the system overview and 
then discuss the related algorithms for semantic and structural analysis. To show the 
merit of our approach, we develop a system for parsing TV diving programs as a cast 
study. 

3.1   Overview 

The purpose of this framework is to parse a sport video to construct a semantic index 
and a table of contents based on events. Through the use of the index and the table of 
contents, users will be able to position specific video contents which they are looking 
for. The proposed system, which is a compiler-like, is composed of three phases: shot 
detection, semantic annotation and syntactic analysis. Fig. 2. shows the flowchart of the 
framework. 

First, the raw stream is segmented into a sequence of shots by using automatic shot 
boundary detection techniques. A number of algorithms have been proposed for this 
purpose and we implemented a histogram-based approach, which achieves a 
satisfactory performance for both abrupt and gradual shot transitions [14]. 

Second, shots are recognized as tokens based on semantic event detection. Each 
event is associated with a token. For example, the token “d” represents the dive event in 
diving competitions. After an event is detected, every shot in the event is annotated 
with the token, which can be used as an event-based index. Different event detection 
methods can be integrated into our framework. In this paper, three domain-specific 
approaches are proposed including replay event detection, state event detection and 
target event detection. 
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Fig. 2. Architecture of the system 

Finally, we use the sequence of tokens to construct a tree structure. Every sport game 
has its own rules that are the base that the structure that the game needs to follow. Prior 
to parsing, the syntax of the sports game is described by a context-free grammar. Then 
we exploit compiler techniques to design a parser. Meanwhile, error detection and 
recovery procedures are implemented in the syntactic analysis phase. 

3.2   Semantic Annotation 

In nature, the semantic annotation is the process in which each shot is classified by 
predefined event models. As stated in Section 2, the events are divided into three 
categories: replay events, state events, and target events. 

Replay events are sandwiched between special shot transitions, which usually 
contain logos with special editing effects. We have developed a straightforward 
algorithm for automatic detection of the replay event, which includes the following 
steps: 

1. The pixel-wise intensity distance is measured between the frames in shot 
boundaries and the example logo images at the region where logos typically appear. If 
the distance is below an empirically chosen threshold, then the special shot transition is 
detected; 

2. If the interval between two special transitions is in the range of a possible duration 
for a replay, a replay event is recognized and all shots between the transitions are 
annotated with the replay event. 

State events are normally accompanied by superimposed captions providing 
important information about the status of the game. In a diving competition, there are 
three kinds of state events including “ready”, “score”, and “round end”. “Ready” is the 
event when the player gets ready on the platform or springboard. The superimposed 
text includes player’s name, rank, etc. After that, the player dives into the pool. When 
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the player climbs out the pool, the text box of the score appears which is defined as the 
event “score”. The event “round end” refers to the end of a round associated with a 
scoreboard. Superimposed text in different state events has different layout and 
keywords. In our system, the three types of state events can be detected. 

First, the text (existing in the form of “text blocks”, i.e., a rectangle box that covers a 
line of text) in each frame is detected and obtained by automatic text detection [15]. 
Then we measure the similarity between the frame and the example image of the state 
event. Let F = {f1,…,fn} and G = {g1,…,gm} denote the text blocks in the frame and the 
example image respectively. |f| or |g| is the number of pixels in each text block, and f g 
is the set of joint pixels in f and g. In the matching, the similarity is given by 
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If the similarity is beyond a threshold, the frame would be matched with the state event. 
We count the matched frames in a shot, and assign the shot with the token of the state 
event that has the most matched frames. If few frames are matched, the shot doesn’t 
belong to any state event. 

As discussed in Section 2, most of the target events can be well characterized by 
motion. In a diving competition, we are pursuing the “dive” as the target event. In fact, 
it is one shot, in which an athlete dives into the pool from the platform or springboard. 
The camera focuses on the athlete, and at the moment of diving, there is a dominant 
downward camera motion. Therefore, the camera motion can be used as a critical cue. 

In the current version of our system, we use a camera motion detector to recognize 
and model events. For estimating the camera motion between two successive frames, 
we first calculate motion vectors from block-based motion compensation, and then the 
vectors are counted to infer the camera motion. Because the camera usually puts 
athletes at the center of the view in a diving competition, we don’t calculate the motion 
vectors near the center of frames, which could reduce the computational cost as well as 
the false estimation caused by the front objects (i.e. the athletes).  

3.3   Syntactic Analysis 

To introduce the syntactic analysis for sports video parsing is essential for three 
reasons. First, by use it, we can efficiently construct the tree structure based on 
compiler techniques. Second, by describing the knowledge about the game structures 
with grammars, we can separate the domain knowledge from the parsing process. Thus, 
the system is more flexible and can be easily extended. Third, a new facility of error 
handling can be introduced. It also helps users to locate errors in the results of 
automatic parsing, which could make the system more friendly and usable. 
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Table 1. Tokens in a diving game 

Token Category Semantics 
r replay event replay segment 
b state event be ready for a dive 
s state event score 
e state event end of round  
d target event dive 
u undefined shot undefined shot 

 

Once the sports video is annotated with the tokens by the event detection (see Table 
1), we need to identify the structure by the syntactic analysis. The approach used in the 
syntactic analysis is similar to a language compiler, which builds a parse tree from the 
input sequence according to the grammar. Here, the stream of tokens produced by the 
semantic annotation is parsed, and then based on the grammar description to construct 
the table of contents for a specific game. 

We use context-free grammars to describe the syntax of sports games. For example, 
the tree structure of a diving competition (as shown in Fig. 1) can be expressed as 
following: 

S  R | RS 
R  Pe | PR 
P  bdrs 

where S is the start symbol, R means a round which consists of P – the play of each 
diver. We ignore undefined shots as “blanks” between events. If several shots in 
succession are annotated by the same token, the first one is fed to the parser while the 
left one is skipped. By elimination of left factoring, the grammar is translated to the LL 
grammar, and then a predictive parser is used to construct a parse tree. 

Because the tokens recognized by automatic semantic annotation may be inaccurate 
and the actual video content may not be confirmed with the grammar, how to respond to 
errors is another task of the syntactic analysis. In our system, we introduce a new 
facility for error handling. It is particularly useful when the results of automatic parsing 
need to be validated manually. The objectives of our error handling facility includes: 
(1) to report the error occurrence timely and precisely; (2) to recover from an error for 
later analysis; and (3) it should not seriously reduce the speed of normal processing. If 
an error occurs long before it is detected, it is difficult to identify precisely what is the 
nature of the error. For the viable-prefix property, (i.e. an error is detected at the 
moment that the prefix of the input cannot be a prefix of any string of the language), the 
LL method that we used can detect an error as it happens. To recover errors, in general, 
several strategies have been widely accepted and used, including panic model, phase 
level, error production, and global correction. The panic model is used for the 
simplicity and efficiency in our system, where the parser discards the input symbol 
until a designated set of synchronized tokens is found (delimiters as “e”).  
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4   Experimental Results 

Our system has been implemented on a Pentium IV 1.8GHz PC using Java language 
with Java Media Framework API under Windows 2000. To assess and evaluate the 
system, we tested it by parsing diving competition videos with the digitization rate 25 
frames/sec in MPEG format of 352×288 frame resolution. The videos about 4 hours 
come from different competitions and stadiums. The ground truth is labeled manually. 

The experiments carry two objectives. The first is to evaluate the event detection 
based on the semantic annotation. The second is to evaluate the performance of the 
syntactic analysis. 

Table 2. Result of semantic annotation on event level 

Replay Event State Event Target Event  
Precision Recall Precision Recall Precision Recall 

A 100% 100% 100% 93% 70% 75% 
B 100% 100% 100% 92% 74% 63% 
C 100% 100% 99% 91% 82% 97% 
D 97% 99% 99% 79% 69% 81% 
Total 99% 100% 99% 87% 74% 81% 
 

The evaluation for semantic annotation is measured by the precision and recall rates 
for each type of events.  

eventsdetectedofnumber 

events detectedcorrectly  ofnumber 
 precesion =

 

eventsofnumber 

events detectedcorrectly  ofnumber 
  recall =  

From Table 2, our system achieves better performance on replay events and state 
events than on target events. Comparing contents of these three types of event, we 
found that target events are generally different from state events and reply events. We 
believe the reason lies in the large motion variation in the video shots. To enhance the 
performance, more effective features and more powerful statistical models are 
required.  

In our experiments on diving competitions, high-level structure units beyond shots 
include play and round. A play is defined as the segment from the event “ready” to the 
event “score”. A round is the interval between the events “round end”. Unlike [13], in 
which the structure that most people agreed with was used as the ground truth of the 
experiments, our definition and evaluation are more objective. From the results in 
Table 3, it is observed that the proposed approach never made a false detection, but 
tended to miss some high-level units. This is because in the grammar-based syntactic 
analysis, a high-level unit is defined in terms of not only events occurring but also the 
relations between them. Namely, an event may be missed because some events 
associated with it are detected wrong. A more powerful strategy of error recovery may 
resolve this problem. 
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In Table 4, we assess the ability of error detection in the syntactic analysis. The LL 
method is able to detect an error as soon as possible. However, it is always difficult to 
correct the error immediately without manual interruption. In the pane mode of error 
recovery in our system, the parser recovers itself until a synchronizing token is found. 
Due to the interval before the parser gets recovered from an error and is ready for 
detecting the next error, some errors may be missed. In the current system 62% of 
errors are reported. Considering the simple strategy that we adopted, the results are very 
encouraging.  

Table 3. High-level structure construction results 

Play Round  Shots 
Detected Miss False Detected Miss False 

A 356 34 6 0 4 0 0 
B 448 34 6 0 5 0 0 
C 673 49 11 0 5 0 0 
D 850 50 22 0 6 0 0 
Total 2327 167 45 0 20 0 0 

Table 4. Error report in the syntactic analysis 

 Annotation Error Reported Error  Missed Error 
A 29 22 7 
B 28 18 10 
C 28 22 6 
D 80 40 40 
Total 165 102 63 

5   Conclusions 

In this paper, we have proposed a novel framework for video parsing with grammars. 
Motivated by the analogies between languages and sport videos, we introduced 
integrated semantic and structural analysis for sports videos by using compiler 
principles. Video table of contents and indexes based on events provide users with a 
semantic way of finding the content in which they are interested. In addition, the 
grammar enables users to identify errors in the results of automatic parsing, which 
could make the system more friendly and usable. As a case study, a video parsing 
system for TV diving programs has been developed.  

At present, we are extending this framework to other typical sports videos (i.e., 
volleyball, tennis, and basketball). The remaining problems are from two challenges: 1) 
to enhance the event detection, e.g., more audio-visual feature representations and 
machine learning techniques; 2) to extend the grammar-based parser to handle loose 
structure patterns like basketball and soccer, where stochastic grammars may be better. 
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Abstract. The main challenge of mining sequential patterns is the high 
processing cost of support counting for large amount of candidate patterns. For 
solving this problem, SPAM algorithm was proposed in SIGKDD’2002, which 
utilized a depth-first traversal on the search space combined with a vertical 
bitmap representation to provide efficient support counting. According to its 
experimental results, SPAM outperformed the previous works SPADE and 
PrefixSpan algorithms on large datasets. However, the SPAM algorithm is 
efficient under the assumption that a huge amount of main memory is available 
such that its practicability is in question. In this paper, an Improved-version of 
SPAM algorithm, called I-SPAM, is proposed. By extending the structures of 
data representation, several heuristic mechanisms are proposed to speed up the 
efficiency of support counting further. Moreover, the required memory size for 
storing temporal data during mining process of our method is less than the one 
needed by SPAM. The experimental results show that I-SPAM can achieve the 
same magnitude efficiency and even better than SPAM on execution time under 
about half the maximum memory requirement of SPAM. 

1   Introduction 

The problem of mining sequential patterns was first introduced by Agrawal and 
Srikant in [2]: Given a database of data-sequences, the problem is to find all 
sequential patterns with a user-defined minimum support, also named frequent 
sequential patterns. The main challenge of mining sequential patterns is the high 
processing cost of support counting for large amount of candidate patterns.  

Many studies have proposed methods for solving this problem [2, 3, 5, 6, 7]. 
Among the related works, Apriori-ALL[1], GSP[6], and SPADE[7] algorithms all 
belong to Apriori-like algorithms. An Apriori-like method finds all frequent items first. 
By adopting multi-pass approach, the candidate patterns with length l are generated 
from the frequent patterns with length (l-1) in each iteration. Then the supports of these 
candidate patterns are checked to discover frequent patterns with length l. The Apriori-
like sequential pattern mining methods suffer from the costs to handle a potentially 
huge set of candidate patterns and scan the database repeatedly. For solving these 
problems, PrefixSpan algorithm, originated from FreeSpan [4], was proposed in [5]. 
PrefixSpan was designed based on divide-and-conquer scheme. An elegant recursive 
method was presented to create projected databases where each one has the same 
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prefix subsequence. By growing local frequent prefix subsequences in each projected 
database recursively, all the sequential patterns were discovered. Although PrefixSpan 
prevented from generating unnecessary candidate patterns, the cost of constructing 
projected databases recursively was a burden when processing large databases. 

To further speed up the efficiency of support counting, SPAM algorithm was 
proposed in [3]. In SPAM, a vertical bitmap representation was created for each item 
to record its appearing information in a sequence. Then, a depth-first traversal 
strategy was adopted for generating candidate patterns. By performing bitwise 
operations on the bitmaps, the supports of candidate patterns were obtained quickly. 
In addition, an effective pruning mechanism was employed in SPAM to reduce the 
number of generated candidates. According to its experimental results, SPAM 
outperformed not only SPADE but also PrefixSpan for large databases. However, the 
SPAM algorithm is efficient under the assumption that a huge amount of main 
memory is available such that its practicability is in question. 

In this paper, an Improved-version of SPAM algorithm, called I-SPAM, is proposed 
for mining frequent sequential patterns efficiently. By extending the structures of 
bitmap data representation, an appearing sequence table is constructed additionally. 
Based on the modified data representation, several heuristic mechanisms are proposed 
to speed up the efficiency of support counting further. Moreover, the required memory 
size for storing temporal data during performing depth-first traversal on the search 
space is less than the one of SPAM. The experimental results show that I-SPAM can 
achieve the same magnitude efficiency and even better than SPAM on execution time 
under about half the maximum memory requirement of SPAM. 

The remaining of this paper is organized as follows. We define the related terms 
for the problem of mining sequential patterns in Section 2. The designed structures of 
data representation are introduced in Section 3. Then I-SPAM algorithm is developed 
in Section 4. In Section 5, the experimental results of performance evaluation by 
comparing I-SPAM with SPAM are reported. Finally, we summarize the contribution 
of the proposed method and discuss further research issues in Section 6. 

2   Preliminaries 

The problem of mining sequential patterns was originally proposed by [2]. The 
following definitions refer to [2, 3, 5, 6]. 

Let I={i1, i2,…, in} be the set of all possible items in a specific domain. A subset of 
I is called an itemset. A sequence  =<s1s2…sl> is an ordered list of itemsets, where sj 
is an itemset. Each sj in a sequence is called an element of the sequence and denoted 
as (x1x2…xm), where xk is an item. For brevity, the brackets are omitted if an element 
has only one item, i.e., (x) is written as x. The number of instances of items in a 
sequence  is called the length of the sequence and denoted as | |. A sequence with 
length l is called an l–sequence. A sequence  =<a1a2…an> is called a subsequence 
of another sequence =<b1b2…bm> and  a supersequence of , denoted as , if 
there exist integers 1≤j1<j2<…<jn≤m such that a1⊆bj1, a2⊆bj2, …, and an⊆bjn.  

A sequence database S is a set of tuples, where each tuple: [sid, s] consists of a 
sequence, s, and the identification of sequence, sid. A tuple [sid, s] is said to contain a 
sequence , if  is a subsequence of s. |S| denotes the number of sequences in 
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sequence database S. The support of a sequence  in database S is the number of 
tuples in the database containing , denoted as supS( ). Given a positive integer, 
min_sup, as the support threshold, a sequence  is called a frequent sequential 
pattern in database S if supS( )≥min_sup. Otherwise, the pattern is infrequent. The 
problem of mining sequential patterns is to find all frequent sequential patterns from a 
sequential database S. 

3   Bit Sequence Representation  

In our approach, for each sequence  in a sequence database S, a bit sequence table is 
constructed. In the table, each item X contained in sequence  has a corresponding bit 
sequence, denoted as BitX( ). The length of BitX( ) equals the number of elements in 

 and the first bit of BitX( ) is the leftmost bit. If item X is in the j-th element of , the 
j-th bit of BitX( ) is set to be 1; otherwise, it is set to be 0. The bit sequence tables of 
all the sequences in sequence database S collectively represent the contents of 
sequences in the database.  

 [Example 1]. Consider sequence s1=<a(cd)ad> shown in Fig. 1(a), which consists of 
four elements: a, (cd), a, and d. Because item a appears in the 1st and the 3rd elements 
of s1, the bit sequence of a in s1, denoted as Bita(s1), is 1010. Similarly, Bitc(s1)= 0100 
and Bitd(s1)= 0101 are obtained. The bit sequence tables of all the five sequences in S 
are constructed as shown in Fig. 1(c).  

[Definition 1]. Given a sequence =<a1a2…an>. If  is contained in a tuple [si, ] of the 
sequence database where =<b1b2…bm>, there must exist integers 1≤j1<j2<…<jn≤m 
such that a1⊆bj1, a2⊆bj2, …, and an⊆bjn.  The integer jn is named a sequential position of 

 in sequence si. The first sequential position of  in si is defined to be the minimum 
value among all the sequential positions of  in si. Otherwise, if  is not contained in 
sequence si, the first sequential position of  in si is 0. 

 
 

 
 
 
 
 
 
 

 
 
 
 
 
 

  

Fig. 1. (a) the sample database S, (b) the appearing sequence table of S, and (c) the bit sequence 
structure of S 

Item X AppearX FPX 
a 11100 1,1,2,0,0 
b 00111 0,0,4,1,1 
c 11111 2,2,1,3,1 
d 10101 2,0,3,0,1 
e 01000 0,4,0,0,0 

(b) 

sid sequence 
s1 <a(cd)ad> 
s2 <acae> 
s3 <cad(bcd)> 
s4 <bbc> 
s5 <(bcd)d> 

(a) 

sid s1 s2 s3 s4 s5 

Item X BitX(s1) 
a 1010 
c 0100 
d 0101 

Item X BitX(s2) 
a 1010 
c 0100 
e 0001 

Item X BitX(s3) 
a 0100 
b 0001 
c 1001 
d 0011 

(c) 

Item X BitX(s4) 
b 110 
c 001 

Item X BitX(s5) 
b 10 
c 10 
d 11 
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In order to reduce the cost of checking bit sequence tables, an appearing sequence 
table is constructed in our approach, which is composed of three fields: item name, 
appearing sequence, and first_position sequence. The appearing sequence of an 
item X is a bit sequence with length |S|, denoted as AppearX, which is used to record 
whether item X appears in the sequences of database S. If X appears in the i-th 
sequence of S, the i-th bit in AppearX, denoted as AppearX(i), is set to be 1; otherwise, 
it is set to be 0. The first bit is located at the far left of appearing sequence. In 
addition, for each item X, an integer sequence called first_position sequence, is 
constructed. The sequence is denoted as FPX, which consists of |S| nonnegative 
integers, from left to right, used to record the first sequential positions of <X> in 
every sequence of the database.  

[Example 2]. Consider the example shown in Fig. 1(a). Item d appearing in sequences 
s1, s3, and s5, thus, Appeard =“10101” and FPd = “2,0,3,0,1” are constructed. The 
whole appearing sequence table of S is shown as Fig. 1(b).  

The representation of appearing sequence and first position sequence are applicable 
to represent the distribution of a sequential pattern contained in the database. For 
example, pattern P=<ad> is contained in sequences s1 and s3. Therefore, 
AppearP=“10100” and FPP=“2,0,3,0,0”. Accordingly, if the appearing sequence of a 
pattern Q is known, the number of bits with 1 in AppearQ, denoted as 
1_count(AppearQ), implies the support of Q. 

4   I-SPAM Algorithm 

In this section, based on the representations of appearing sequences, the strategy for 
computing the supports of candidate patterns efficiently is introduced. Then the 
mining process of the proposed I-SPAM algorithm is described. 

4.1   Candidate Patterns Generation 

According to the monotonic property of frequent patterns, a pattern is possible 
frequent only if all its subsequences are frequent. Therefore, a candidate pattern is 
generated by inserting a data item into a pre-known frequent pattern.  

Given a data item T in the database, the S-extended method generates a candidate 
sequence by appending a new element containing itemset {T} after the last element of 
a sequence . The generated pattern is named a S-extended sequence of . On the 
other hand, an I-extended sequence of  is obtained by inserting a data item T to the 
last element X of . These two patterns are named the S-extended and I-extended 
sequences of  by T, respectively. For example, suppose sequence =<aa> and b 
denotes a data item. Then <aab> is the S-extended sequence and <a(ab)> is the I-
extended sequence of  by b. 

4.2   Support Counting Strategies 

The appearing and first_position sequences, introduced in the previous section, are 
used to speed up the support counting of candidate patterns. 
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1) Checking S-extended Sequences 
Let β denote a S-extended sequence of  by appending a new element containing 
itemset {T} to . Suppose Appear  and FP  are given and the appearing sequence 
table of the database is constructed. The appearing sequence of the new pattern β, 
Appearβ, must have the properties that if bit j has value 1, then the corresponding 
sequence sj must contain sequence  and {T}, and there exists  before T in the 
sequence. After getting Appearβ, the support of β is obtained easily. The following 
strategies are designed to get the appearing sequence of β efficiently by avoiding the 
non-necessary checking on bit sequence tables as far as possible.  

First, the approximation of Appearβ, denoted as A_Appearβ, is obtained by 
performing an AND operation on Appear  and AppearT. Because 1_count(A_Appearβ) 
is larger than or equal to 1_count(Appearβ), β is not possible a frequent pattern if 
1_count(A_Appearβ) < min_sup and it is pruned without needing further checking. 

On the other hand, if 1_count(A_Appearβ)≥min_sup, for those bits in A_Appearβ 
with value 1, the corresponding sequences have to be checked whether they contain β 
actually to get Appearβ. For each bit k in A_Appearβ, if its value is 0, both Appearβ(k) 
and FPβ(k) are set to be 0. Otherwise, the values in FP (k) and FPT(k) are compared. If 
FP (k) is less than FPT(k), it implies the first sequential position of sequence  
appearing is before all the occurring of item T in the k-th sequence. In other words, 
the k-th sequence of S contains the new pattern β and FPT(k) is the first sequential 
position that β occurring in this sequence. Therefore, Appearβ(k) is set to be 1 and 
FPβ(k) is set to be FPT(k). Although, it is not necessary that β does not occur in the k-
th sequence if FP (k) is larger than or equal to FPT(k). Therefore, the following 
detailed checking on the bit sequence BitT(k) is executed.  

A left-shift operation is performed on BitT(k) by FP (k) bits. If the resultant 
sequence is non-zero, it means there existing a position where item T located after the 
first sequential position of  in the k-th sequence. That is, β is contained in the k-th 
sequence. Let bit h denote the first bit in the resultant sequence with value 1, it 
indicates the first sequential position of β in the sequence is located h positions after 
the first sequential position of . Therefore, Appearβ(k) is set to be 1 and FPβ(k) is set 
to be FP (k)+h. Otherwise, sequence β is not contained in the k-th sequence of S, and 
both of Appearβ(k) and FPβ(k) are set to be 0. 

The appearing sequence of β, Appearβ, is obtained after performing the checking 
for all the bits in A_Appearβ with value 1. Finally, β is certified to be a frequent 
pattern if 1_Count(Appearβ) is larger than or equal to min_sup.  

2) Checking I-extended Sequences 
Let sequence  be represented as < ’X>, where X denotes the last element of . 
Besides, let  denote an I-extended sequence of  by inserting item T to the last 
element of . For the appearing sequence of , Appear , if its j-th bit has value 1, 
sequence  and {T} must be contained in the corresponding sequence sj. Moreover, 
there exists an element containing both X and {T}, which is located after ’ in the 
sequence. 

Similarly, the approximation of Appear , denoted as A_Appear , is obtained by 
performing an AND operation on Appear  and AppearT. The candidate pattern  is not 
possible frequent if 1_count(A_Appear )<min_sup and it is pruned. 
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On the other hand, if 1_count(A_Appear )≥min_sup, for those bits in A_Appear  
with value 1, the corresponding sequences have to be checked whether they contain  
actually to get Appear . For each bit k in A_Appear , if its value is 0, Appear  is set to 
be 0. Otherwise, the values in FP (k) and FPT(k) are compared. If FP (k) is equal to 
FPT(k), it implies there exists an element within the k-th sequence which contains both 
{T} and the last element X of . Besides, the element is located after ’ because 
FP ’(k) < FP (k). In other words, the new pattern  is contained in the k-th sequence of 
S and FP (k) is the first sequential position of  in this sequence. Therefore, 
Appear (k) is set to be 1 and FP (k) is set to be FP (k). 

However, it is not necessary that  does not occur in the k-th sequence if FP (k) is 
larger  or less than FPT(k). Therefore, the following detailed checking on the bit 
sequences BitX(k) and BitT(k) is executed. First, BitX(k) is obtained by performing 
AND operations on Bitx1(k), Bitx2(k), …, and Bitxi(k),where xi is an item in X.  

Then, another AND operation is performed on BitX(k) and BitT(k) to get 
Bit(X∪{T})(k). If the resultant sequence is non-zero, it indicates that both X and {T} 
appear in certain element in the k-th sequence at the same time. To make sure there 
existing such an element located after ’, the similar strategy adopted for checking S-
extended sequences is applied.  

The first sequential position of  (i.e. < ’X>) in the k-th sequence is FP (k). It 
implies, after ’ appears, FP (k) is the smallest sequential position of X in sequence k. 
If  is contained in the sequence, there must exist an element containing both X and 
{T} whose sequential location is no less than FP (k). Therefore, a left-shift operation 
is performed on Bit(X∪{T})(k) by (FP (k)-1) bits. If the resultant sequence is non-zero, 
it implies that such an element exists which is located after ’. That is,  is contained 
in the k-th sequence. Let bit h denote the first bit in the resultant sequence with value 
1, it indicates the first sequential position of  in the sequence is located h positions 
after position (FP (k)-1). Therefore, Appear (k) is set to be 1 and FP (k) is set to be 
(FP (k)-1)+h. Otherwise, sequence  is not contained in the k-th sequence of S, and 
both of Appear (k) and FP (k) are set to be 0. 

The appearing sequence of , Appear , is obtained after performing the checking 
for all the bits in A_Appear  with value 1. Finally,  is certified to be a frequent 
pattern if 1_Count(Appear ) is larger or equal to min_sup. 

[Example 3]. Following the running example shown in Fig. 1, suppose min_sup is set 
to be 2. A sequence =<ac> is given, and Appear<ac>=11100 and FP<ac>=“2,2,4,0,0” 
are known. The process for checking whether the S-extended sequence <acd> and I-
extended sequence <a(cd)> of <ac> being frequent is described as following. 
-  Checking S-extended sequence <acd>: 
(1) A_Appear<acd>= Appear<ac> ∧ Appeard= 10100; 1_Count(A_Appear<acd>) ≥ 2, 

continue. 
(2) For the 1st and 3rd bit in A_Appear<acd> 

(2-1) A_Appear<acd>(1)≠0;  FP<ac>(1)=2 is not less than FPd(1)=2; 
   Get Bitd(1)=0101;  Left-shift(Bitd(1)) by 2 bits 0100(non-zero); 

       The first bit in the resultant sequence with value 1 is bit 2; 
Therefore, Appear<acd>(1) is set to be 1, and FP<acd>(1) is set to be 

FP<ac>(1)+2=4. 
(2-2) Check A_Appear<acd>(3)≠0; FP<ac>(3)=4 is not less than FPd(3)=3; 
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       Get Bitd(3)=0011; Left-shift(Bitd(3)) by 4 bits 0000(zero); 
       Therefore, Appear<acd>(3) and FP<acd>(3) are set to be 0. 

(3) For the bit k=2, 4, 5 in A_Appear<acd> 
(3-1) Check A_Appear<acd>(k)=0; Therefore, Appear<acd>(k) and FP<acd>(k) are set 

to be 0. 
(4) Appear<acd>=10000, 1_Count(Appear<acd>)<2;  Therefore, <acd> is not a frequent 
pattern.  
 
-  Checking I-extended sequence <a(cd)>: 
(1) A_Appear<a(cd)>= Appear<ac> ∧ Appeard= 10100;1_Count(A_Appear<a(cd)>) ≥ 2, 
continue. 
(2) For the 1st and 3rd bit in A_Appear<acd> 

(2-1) Check A_Appear<a(cd)> (1)≠0;  FP<ac>(1)=2 is equal to FPd(1)=2; 
        Therefore, Appear<a(cd)>(1) is set to be 1, and FP<a(cd)>(1) is set to be 
FP<ac>(1)=2. 

      (2-2) Check A_Appear<a(cd)> (3)≠0;  FP<ac>(3)=4 is not equal to FPd(3)=3; 
    Get Bitc(3)=1001 and Bitd(3)=0011;    Bit(cd)(3)= Bitc(3) ∧ Bitd(3)=0001; 

        Left-shift(Bit(cd)(3)) by (4-1) bits 1000(non-zero); 
       Therefore, Appear<a(cd)>(3) is set to be 1, and FP<a(cd)>(3) is set to be (FP<ac>(3)-
1)+1=4. 

(3) For the bit k=2, 4, 5 in A_Appear<acd> 
(3-1) Check A_Appear<acd>(k)=0; Therefore, Appear<acd>(k) and FP<acd>(k) are set 

to be 0. 
(4) Appear<a(cd)>=10100, FP<a(cd)>= “2,0,4,0,0”,   

Check 1_Count(Appear<a(cd)>) ≥ 2; Therefore, <a(cd)> is a frequent pattern. 

4.3   I-SPAM Algorithm 

The whole process of I-SPAM Algorithm is described as the pseudo codes shown 
below, which are similar to the ones of SPAM algorithm. The modified parts include 
the codes for constructing the bit sequence table and appearing sequence table, and 
removing infrequent items from the tables. The S-temp< > /I-temp< > is used to store 
the candidate items which are possible to construct frequent S-extended/I-extended 
sequences from sequence  according to the pruning strategy adopted in SPAM 
algorithm [3]. Initially, for each item T∈L1, S-temp<T> is set to be L1, and I-temp<T> is 
assigned the set of items in L1 and greater than T, respectively. Then procedure 
M_DFS() is called recursively to perform the process of generating candidates from T 
and discovering frequent patterns in a depth-first manner. 

The significant difference between SPAM and I-SPAM is that the appearing 
sequences and first_position sequences are used for more efficient support counting to 
avoid checking bit sequence tables as possible. Moreover, the memory size to retain the 
appearing and first_position sequences of patterns temporally during executing I-SPAM 
is less than the one to retain the bitmap sequences of patterns while executing SPAM. 

Algorithm I-SPAM (Sequence Database S, min_sup) 
  For each [sid

i
, s]∈S  /* construct the tables */  

    For each element s
j
 of s 

      For each item k∈s
j 
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        If Appear
k
(i)==0, set Appear

k
(i)= 1; 

        Set the j-th bit in Bit
k
(i) to be 1; 

        If FP
k
(i)==0, set FP

k
(i)= j; 

  L
1
=φ ; 

  For each item k in appearing sequence table 
    If 1_Count(Appear

k
)< min_sup, /* remove from the tables */ 

       For i=1 to |S| 
         If Appear

k
(i)==1,  

            Remove Bit
k
(i) from the bit sequence table; 

       Remove the tuple [k, Appear
k
, FP

k
] from appearing 

       sequence table; 
    Else L

1
= L

1
∪ {k}; 

  For each item T∈L
1 

    S-temp
<T>
= L

1
; 

    I-temp
<T>
= {x | x∈ L

1
 ∧ x > T by lexicographic order}; 

Call M_DFS(T, Appear
T
, FP

T
, S-temp

<T>
, I-temp

<T>
). 

5   Performance Evaluation  

In this section, the experimental results on the performance of I-SPAM in comparison 
with SPAM [3] are reported. All the experiments are performed on a personal 
computer with 2.4GHz Intel Pentium 4 CPU, 512MB main memory, and running 
Microsoft Windows XP.  

The experiments were performed on synthetic data generated by the IBM synthetic 
market-basket data generator AssociGen[2]. The inputted parameters AssociGen: 
D(number of sequences in the dataset), C(average number of elements per sequence), 
T(average number of items per element), S(average length of potentially frequent 
sequential patterns), and I(average length of itemsets in maximal potentially frequent 
patterns) are considered the factors while comparing I-SPAM against SPAM. 

5.1   Comparison with Spam on Execution Time 

The experimental results on execution time are shown in Fig. 2, where the min_sup 
setting and the parameters used for generating data set are controlled individually in 
each experiment. For SPAM algorithm, some experimental results are missing from 
the figures. It means, under the parameter setting, the SPAM algorithm could not be 
executed properly in the running environment. 

First, by varying min_sup setting, the execution times of these two algorithms are 
evaluated on three datasets with various scales(the first is 0.6MB, the second is 1.4MB 
and the third is 7.9MB). The experimental results are shown in Fig. 2(a), 2(b) and 2(c), 
respectively. The results show that I-SPAM can achieve the same magnitude efficiency 
and even better than SPAM on execution time. The primary reason is due to the 
representation of appearing and first_position sequences, which are used for more 
efficient support counting to avoid checking the bit sequences as possible. When the 
min_sup setting becomes larger, fewer candidate patterns are generated such that the 
benefit gained by I-SPAM is reduced. Additionally, the cost for pruning infrequent 
items from bits sequence and appearing sequence tables by I-SPAM is increasing. 
Therefore, the execution time of I-SPAM approaches the one of SPAM when  min_sup 
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is larger than 0.025. However, when min_sup is small enough, the execution efficiency 
of I-SPAM outperforms SPAM about a factor of 1.5. Moreover, SPAM is not 
executable when performing on large dataset with min_sup less than 0.08.  

Agreeing with the previous experimental results, the results shown in Fig. 2(d) 
indicate that I-SPAM outperforms SPAM when the numbers of sequences in the 
datasets(D) are larger than 5K. For small datasets, checking the bitmap representation 
directly could be performed very quickly. Therefore, in some cases of small 
datasets(when D is 3K), the overhead for processing the appearing and first_position 
sequences outweighs the benefits achieved by these structures, and SPAM runs 
slightly faster in these situations. 

Among the parameters used in AssociGen, as the average number of elements per 
sequence(C) and the average number of items per element(T) increase, the size of 
generated synthetic datasets will increase. Therefore, the experimental results shown 
in Fig. 2(e) and 2(f) indicate the coincident result shown in Fig. 2(d) due to the similar 
reasons as in the case of increasing the number of sequences in the dataset. Due to 
page limit, the experimental results on parameters (S) and (I) setting are omitted here.  
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Fig. 2. Experimental results 
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5.2   Comparison with SPAM on Maximal Memory Usage  

The estimated results on maximal memory usage are shown in Fig. 2(g) and 2(h). In the 
experiment performed on the 7.9MB dataset, Fig. 2(g) shows that the maximal memory 
requirement of I-SPAM is about half of the one required by SPAM. The primary reason 
is due to the size of required memory for storing the appearing and first_position 
sequences of a pattern temporally during executing I-SPAM is less than the one for 
storing the bitmap sequence of a pattern while executing SPAM. Fig. 2(h) shows the 
maximal memory requirement of I-SPAM and SPAM by varying the average number of 
elements per sequence in the datasets, which indicates the similar outcomes. 

To summarize the experimental results, in general, I-SPAM has better scalability 
than SPAM for larger datasets and less min_sup setting under the same running 
environment.  

6   Conclusion and Future Works 

In this paper, an improved-version of SPAM algorithm, called I-SPAM, for mining 
frequent sequential patterns is proposed. With the aid of appearing sequence table, more 
efficient support counting is achieved by avoiding checking the bit sequences as possible.  

Moreover, the required memory size for storing the temporal variables is reduced 
effectively to be less than the one needed by SPAM. The experimental results 
demonstrate that I-SPAM outperforms SPAM on execution time especially when 
performed on larger datasets and with smaller min_sup setting. Furthermore, the 
maximal memory requirement is reduced effectively to be about half of the one 
required for executing SPAM in most cases. 

Constraints are essential for many sequential pattern mining applications. In the 
future, it is worthy our studying on pushing constraints in the mining process of I-
SPAM to reduce the explored portion of the search space dramatically.  
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Abstract. There exists a class of publish/subscribe applications, such
as recruitment, insurance, personal service, classified advertisement, elec-
tronic commerce, etc., where publisher needs the capability to select sub-
scribers. Such kinds of publish/subscribe applications are called sym-
metric publish/subscribe system. The existing event matching algo-
rithms designed for traditional publish/subscribe systems (called asym-
metric publish/subscribe system) can not be applied to symmetric pub-
lish/subscribe systems efficiently.

By extending the existing data model and algorithm, we propose an
event matching method for symmetric publish/subscribe system based
on dimension transform regarding the query in multidimensional space.
An efficient underlying multidimensional index structure is chosen and
verified. Our proposal is evaluated in a simulated environment. The re-
sults show that, our proposal outperforms the other possible solutions in
one or two orders of magnitude. For a typical workload containing one
million subscriptions with 16 attributes, an event can be filtered within
several milliseconds and the subscription base can be updated within
hundreds of microseconds. We can say that our proposal is efficient and
practical for symmetric publish/subscribe systems.

1 Introduction

There exists a class of publish/subscribe applications, such as recruitment, in-
surance, personal service, classified advertisement, electronic commerce, etc.,
where publisher needs the capability to select subscribers who can receive its
publications. Consider the recruitment for example, company is publisher and
job seeker is subscriber. For a complete recruitment matching, besides providing
with working conditions, the publisher (company) wants to check the informa-
tion related to the subscriber (job seeker) also. For example, the subscriber is
required to be older than 18. Accordingly, the subscriber needs to provide his own
information also. Such kinds of systems are called symmetric publish/subscribe
system. Different from traditional publish/subscribe system (called asymmetric
publish/subscribe system in this paper), both subscriber and publisher keep in-
formation and filtering criteria as shown below.

K.V. Andersen, J. Debenham, and R. Wagner (Eds.): DEXA 2005, LNCS 3588, pp. 786–796, 2005.
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(S1) Subscription :
Criteria:(Salary > 500) AND (Location = Paris), Information:(Age, 25)

(E1) Event :
Information :(Salary, 400 − 600), (Location, Paris), Criteria: (Age > 30)

In the context of event matching, many event matching techniques [4] [5]
[7] [8] [13] [16] [17] have been proposed. The main challenge here is that all
above techniques are designed for asymmetric publish/subscribe system. These
techniques can not be applied to symmetric publish/subscribe system for three
reasons: 1) Predicates are defined and included in event. 2) Not only point data
(Location in E1) represented by one constant but also range data (Salary in
E1) represented by a pair of constants need to be supported. 3) The frequency of
index updating is same as that of event arriving. The new type of event matching
techniques for symmetric publish/subscribe system is required.

As far as we know, the symmetric publish/subscribe system is first intro-
duced in [12] without performance evaluation. In this paper, for symmetric
publish/subscribe system, we propose and evaluate an efficient event match-
ing method based on a multidimensional index structure MultiLevel Grid File
(MLGF) [14] [15] with dimension transform.

The main contributions of this paper are that: 1) Propose an event matching
model for symmetric publish/subscribe system, which allows information and
criteria to be defined in both event and subscription. The format of informa-
tion is extended from point format to range format. 2) Extend the dimension
transform techniques used in [13] to support event matching for both symmetric
and asymmetric publish/subscribe systems. Moreover, different from [13], where
UBTree [2] [3] [10] [11] is chosen as its underlying index structure, we propose
a more efficient multidimensional index structure MLGF, the performance of
event matching can be improved one order of magnitude in almost all cases.

The remainder of this paper is organized as follows. Section 2 defines the event
matching model of symmetric publish/subscribe system. Section 3 introduces
the main idea of our proposal after analyzing the limitations of the related
solutions. Section 4 describes the method of the dimension transform to support
event matching of symmetric publish/subscribe system. Section 5 introduces the
related work. Section 6 reports experimental evaluation. Finally, conclusions are
presented in Section 7.

2 Event Matching of Symmetric Publish/Subscribe
System

2.1 Architecture of Symmetric Publish/Subscribe System

The architecture of symmetric publish/subscribe system is shown in Fig.1-a.
There event and subscription are ”symmetric”, and the roles of subscriber and
publisher are relative not absolute. While an event arrives, besides matching
the event on subscription base, the system inserts the event to event base also.
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(a) Architecture of symmet-
ric publish/subscribe

(b) Data structure of event
and subscription

Fig. 1. The symmetric publish/subscribe system

The frequency of event (subscription) matching operations is same as that of
data updating of event (subscription) base. Symmetric publish/subscribe system
should support both high rate of event matching and high rate of data updating.

2.2 Data Model of Symmetric Publish/Subscribe System

Schema Attributes. The schema attributes are defined from the view of sub-
scriber. Let Ac, Ai and A denote filtering criteria domain, information domain
and publish/subscribe application domain, the schema attribtues are defined as
following:

Ac = {ac1, ac2, ..., acg, ..., aci} 1 <= i, acg ∈ Ac, 1 <= g <= i
Ai = {ai1, ai2, ..., aih, ..., aij} 0 <= j, aih ∈ Ai, 0 <= h <= j
A = Ac ∪ Ai

Event and Subscription. Both event and subscription in symmetric pub-
lish/subscribe system consist of filtering criteria and information data as shown
in Fig.1-b. Because range data (interval) must be supported and predicate can
be represented as an interval also, an event e and a subscription s are defined as
conjunctions of intervals in the following formats:

e={(a1 : EIa1), ..., (ak : EIak
), ..., (ai+j : EIai+j )}

s={(a1 : SIa1), ..., (ak : SIak
), ..., (ai+j : SIai+j )}

where ak ∈ A = Ac ∪ Ai, 1 <= k <= i + j, and EIak
, SIak

are the intervals in
the application domain respectively. The format of the interval is:

Ia = [Isa, Iea]
where a ∈ A, Isa, Iea ∈ a, Isa <= Iea. Notice that both predicate and informa-
tion data are represented by the same interval format here. They are different
semantically.

Event Matching. An event pair (a, EIa) matches a subscription pair (a, SIa)
if EIa intersects SIa. An event e satisfies a subscription s if all subscription pairs
in s are matched by its corresponding event pairs.
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3 Solution Overview

3.1 Limitations of Related Solutions

Compound Algorithm. As far as we know, the symmetric publish/subscribe
system was first introduced in [12] without performance evaluation. The events
are matched based on two indexes: predicate index (Count algorithm [16] or
Handson [7] [8]) built on the data belong to Ac and data index (B+tree) built
on the data belong to Ai. The event data is divided into two subsets (Fig.1-b):
the data subset belong to Ac and the data subset belong to Ai. The two data
subsets are sent to their corresponding indexes and the result subscriptions are
obtained by joining two intermediate result sets from two indexes.

The main problem of the Compound algorithm is performance. Both predicate
index and data index are a cluster of one-dimensional structures there. As analy-
ized and evaluated in [3] [10] [13] [17], the performance of such kind of clusters is
very sensitive to the selectivity of attributes. According to the analyses and eval-
uation results in [3] [10], it is hard to expect competitive performance with mul-
tiple B+trees compared to the multidimensional index structures like UBTree.
As introduced in [13] [17], the performances of UBTree-based and RTree-based
event matching are three orders of magnitude faster than that of the Count al-
gorithm [16] in most of cases regarding different workloads. Logically, the Count
algorithm [16] and the Hanson algorithm [7] [8] have same complexity order for
event matching.

Algorithms Based on Multidimensional Indexes. Multidimensional in-
dexes, like UBTree [3] [10] and RTree [6] are feasible for event matching of
asymmetric publish/subscribe system as introduced in [13] [17]. The dimension
transform is adopted in order to avoid overlaps among the hypercubes corre-
sponding to subscriptions. There the hypercubes in d space are transferred into
points in 2d space. The point access method used is UBTree.

The problems of [13] [17] are that: 1) The method introduced in [13] can not be
applied to symmetric publish/subscribe directly. The reason is that the new data
type (range data) and new operation (predicate in event) are newly defined in
symmetric publish/subscribe system, and event matching here is an intersection
query based on the model ( Section 2.2 ) instead of a point enclosed query [13]
which corresponds to asymmetric publish/subscribe system . 2) For the range
search based on UBTree which was chosen as the underlying index structure in
[13], the number of empty spaces (no data is kept there) becomes larger with
increasement of number of dimensions. Skipping the empty space is an expensive
memory operation, which can not be neglected in the event matching based on
main memory structure.

3.2 Main Idea

The main idea of our solution is stated as: the event matching of symmetric
publish/subscribe system is regraded as an intersection query on hypercubes in
d space and the intersection query on hypercubes is transformed into a range
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query on points in 2d space so as to make use of efficient point access methods
for event matching.

Different from [13] [17], the dimension transform ( to be introduced in Section
4 ) supports event matching of symmetric publish/subscribe system. Moreover,
instead of UBTree, we propose to use a more efficient underlying index struc-
ture, MultiLevel Grid File (MLGF) [14] [15]. MLGF is a dynamic, balanced,
multidimensional index structure that adapts to nonuniform and correlated dis-
tributions. For the details of Multilevel Grid File, please refer to [14] [15].

4 Dimension Transform

4.1 Dimension Transform for Symmetric Publish/Subscribe System

As defined in Section 2.2, both subscription and event are conjunctions of in-
tervals. The method of dimension transform is same for all attributes. In the
follows, we introduce the dimension transform method for one attribute. The
same intervals

EIa = [EIsa, EIea], SIa = [SIsa, SIea]
defined in Section 2.2 is used here. Given an attribute a ∈ A with domain size
[Min, Max], two new dimensions in a 2d space Dsa and Dea are defined corre-
sponding to starting and ending points.

Fig. 2. Dimension Transform

We start from the cases that EIa doesn’t intersect with SIa, which means the
predicate is not matched. As shown in Fig.2, there are only two cases which are
represented by two pairs of intervals (EIa, S1Ia) and (EIa, S2Ia). Logically, the
two cases can be summarized as follows,

EIsa > SIea OR EIea < SIsa

From above expression, we can deduce the expression representing intersection
of two intervals:

NOT ( EIsa > SIea OR EIea < SIsa)
2

( EIsa <= SIea AND EIea >= SIsa)
2

(EIsa <= SIea <= Max) AND (Min <= SIsa <= EIea)
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If SIsa and SIea are considered as one point in the 2d space, by mapping SIsa

and SIea to the newly defined two dimensions Dsa and Dea, one 1d intersection
query on hypercubes can be transformed into one 2d range query on points as
shown in Fig.2. The range in 2d space is

Range : ([Min, EIea], [EIsa, Max])
and the point is

Point : (SIsa, SIea)

5 Related Work

A lot of algorithms related to event matching have been proposed. They are
proposed for publish/subscribe systems [1] [5] [9] [13] [16] [17], continuous queries
[4] and active databases [7] [8].

Predicate indexing techniques have been widely applied. There, a set of one-
dimensional index structures are used to index the predicates in subscriptions.
Mainly, there are two kinds of algorithms based on multiple one-dimensional
index structures: Count algorithm [16] and Hanson algorithm [7] [8]. The perfor-
mances of Count algorithm and Hanson algorithm have same complexity order,
they differ from each other by whether or not all predicates in subscriptions
are placed in the index structures. Meanwhile in [13] [17], the event matching
based on multidimensional index structures has been proved to be feasible and
efficient compared to the Count algorithm. The conclusions of [13] [17] are the
basis of this paper. Hanson algorithm is extended in [5] where subscriptions were
clustered according to their equality predicates and mutli-attribute hashing was
utilized to find the related clusters. The size of domain can not be too larger for
reason of multi-attribute hashing.

The testing networking based techniques [1] [9] initially preprocess the sub-
scriptions into a matching tree. Different from the predicate indexes, [1] and [9]
built subscription index trees based on subscription schema. They suffer from
the problems of space and maintenance.

Event matching is one critical step of continuous queries. In [4], predicate
index was built based on Red-Black tree, there algorithm is similar to bruteforce
which scans the total Red-Black tree every time when an event arrives.

All above algorithms are designed for asymmetric event matching, which can
not be applied to symmetric publish/subscribe system directly.

6 Evaluation

6.1 Evaluation Environment

Three kinds of solutions have been implemented and compared based on main
memory structure: 1) Naive. RTree is used directly for intersection query with-
out dimension transform. 2) Compound. It is an implementation similar to the
algorithm proposed in [12]. Different from the original proposal, two indexes for



792 B. Wang and M. Kitsuregawa

Table 1. Simulated parameters

Parameter Value range Default
value

Global parameters

Number of subscriptions 0-2,500,000 1,000,000
Number of attributes (dimension) 8-64 16
Ratio of attributes belong to Ac to attributes belong to Ai 16:0-0:16 8:8
Ratio of one subscription is matched (selectivity) 0.001-0.05% 0.01%

Parameters related to subscription or event

Ratio of an attributes to be used to define predicate 0-100% 100%
Ratio of equality predicates to be defined 0-100% 50%
Ratio of point data to be defined 0-100% 50%

predicates and information data kept in subscriptions are two RTrees. 3) Dimen-
sion Transform. Two point access methods are chosen: UBTree and MLGF.

The events and subscriptions are created according to a workload specification.
The parameters used in the evaluations are tabulated in Table.1 along with their
range and default values. For each test, we change one parameter and fix the
others with their default values without specific introduction. For each test, the
average response time of 1000 inputs is measured.

All the solutions have been implemented in C++. The type of all attributes
is short integer. The fanout of UBTree, MLGF tree and R-tree1 are 200, 20,
10. With these values, because the best response times were obtained in one
preliminary test with a workload of 1 million subscriptions and 10 thousands
events in a 16d space. The hardware platform is a Sun Fire 4800 workstation
with four 900MHz CPUs and 16G bytes memory under Solaris 8.

6.2 Evaluation Results

Performances Related to Event Matching. Fig.3-a shows the scalability
on the number of subscriptions. All solutions have good scalabilities here.

Fig.3-b shows the performances with different the numbers of dimensions.
Compared to the performance of Compound, the performance of Naive deterio-
rates quickly than that of Compound. The reason is that the number of dimen-
sions used in Naive is double of that used in Compound (two RTrees are used).
The influence of the number of dimensions on RTree’s performance accelerates
when the number of dimensions increases. The total number of intermediate re-
sults obtained from two indexes of Compound has an average value 2789 when
dimension number is 8 and an average value 205 when dimension number is 16.
That is the reason why its performance seems to upgrade a little when dimension
number is 16, because the number of the intermediate results decreases 10 times
here. Contrast to our expectation, the performance of MLGF does not changes
linearly with the number of dimensions. The main reason is that the selectivity
1 Version 0.62b. http: //www.cs.ucr.edu/ marioh/ spatialindex. Only the two param-

eters related to fanout are changed here. The others are default values.
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(e) Performance
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event predicate

(f) Performance
with different num-
bers of attributes
used in event predi-
cates

Fig. 3. Performances related to event matching

is fixed by default and the number of candidate objects which were filtered to
get final results, decreases with the number of dimensions here.

Fig.3-c shows the performance with different selectivities. Here 1 million sub-
scriptions are used and the number of results for one event matching changes
from 10 to 500. Except Naive, the time costs of other solutions become larger
with the increasement of the selectivity. The reason that Naive is relatively
stable is that the numbers of candidate objects are on same order of amount.

Fig.3-d shows the influence of attributes distribution related to the numbers
of attributes defined in Ac and Ai. ”0:16” means the size of Ac is 0 and the size
of Ai is 16. Subscriptions consist of information data only and events consist of
predicates only. In this case, the event matching of symmetric publish/subscribe
is same as a traditional query which is applied on static data (subscriptions).
”16:0” means the size of Ac is 16 and the size of Ai is 0. It means that sub-
scriptions consist of predicates only and event consists of information data only,
which is similar to asymmetric publish/subscribe. The difference is that the in-
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ent dimensions

(c) Performance of
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ent dimensions

Fig. 4. Performances related to index updating

formation data kept in the events has format of range data (Section 2.2). In
above two cases, Compound method creates only one index (predicate or data)
same as naive, so the performances of them are same. The performance differ-
ence between MLGF-based solution and UBTree-based solution becomes larger
with increasement of Ac’s size. It indicates that MLGF is more suitable than
UBTree for both symmetric and asymmetric publish/subscribe system.

Fig.3-e shows that the distribution ratio of different predicates (equality or
non-equality) used in the events influences the performance bitterly. Except
UBTree-based solution, the performances of other solutions become better while
the percentage of equality predicates becomes larger. It is a process that the cor-
responding query changes from intersection query (symmetric publish/subscribe)
to point enclosed query (asymmetric publish/subscribe), because equality pred-
icate can be represented in the format of point data.

Fig.3-f shows that the changing of the number of unused attributes in the
event predicate only influences the performance of Compound and Naive. The
performances become better for the reason that the more the number of used
attributes is , the less the overlap is. But it does not influence the performance
of UBTree and MLGF where dimension transform has been done.

Performances Related to Index Updating. As introduced in Section 2.1,
the index of symmetric publish/subscribe system must support high dynami-
cally updating operations. Fig.4-a shows that the index building time based on
UBTree and MLGF increases linearly with the number of dimensions. In con-
trast, Compound and Naive deteriorate quickly for the reason of heavy overlaps.

Fig.4-b and Fig.4-c show the performances of insert operations and delete
operations respectively. Time costs of Compound and Naive increase exponen-
tially with the number of dimensions because Rtree is built based on the overlap
of spatial objects. The insert operation of MLGF is a little faster than that
of UBTree and the delete operation of MLGF is a little slower than that of
UBTree. The reason is their different partition strategies. Merging two regions
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of MLGF is a little expensive than merging two nodes of UBTree. The time
costs of MLGF and UBTree increase linearly with the number of dimensions.

7 Conclusions

In this paper, we have described the event matching problem of symmetric pub-
lish/subscribe system and discussed the strategies of applying multidimensional
index structures to symmetric publish/subscribe system. The key feature of our
solution is that map the intersection query on hypercubes to a range query on
points with dimension transform so as the efficient point access method (Multi-
Level Grid File) can be utilized for event matching.

Three kinds of solutions based on RTree, UBTree and MLGF, were evaluated
and compared with various workloads in a simulated environment. The results
show that our proposal outperforms the others in one or two orders of magnitude
in almost all cases regarding different workloads. Performance studies show that
an event can be filtered within several milliseconds and subscriptions can be
updated within hundreds of microseconds for a typical workload containing one
million subscriptions with 16 attributes. We can say that our proposal is efficient
and practical for symmetric publish/subscribe applications with high rates of
incoming events and high rates of data changes.
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Abstract. Computing aggregates over distributed data sets constitutes an 
interesting class of distributed queries. Recent advances in peer-to-peer 
discovery of data sources and query processing techniques have made such 
queries feasible and potentially more frequent. The concurrent execution of 
multiple and often identical distributed aggregate queries can place a high 
burden on the data sources. This paper identifies the scalability bottlenecks that 
can arise in large peer-to-peer networks from the execution of large numbers of 
aggregate computations and proposes a solution. In our approach peers are 
assigned the role of aggregate computation maintainers, which leads to a 
substantial decrease in requests to the data sources and also avoids duplicate 
computation by the sites that submit identical aggregate queries. Moreover, a 
framework is presented that facilitates the collaboration of peers in maintaining 
aggregate query results. Experimental evaluation of our design demonstrates 
that it achieves very good performance and scales to thousands of peers. 

1   Introduction 

Peer-to-Peer (P2P) computing has gained both scientific and social importance 
recently due to the success of systems such as Freenet [3], Gnutella [6] and Napster 
[12]. Harnessing P2P technology has the potential to produce systems that combine 
good scalability with minimal infrastructure cost. P2P systems are designed to start 
out small and seamlessly evolve to very large distributed systems with thousands of 
participants. The P2P computing paradigm has inspired many research projects to 
focus on a large variety of open problems. [15], [16], [22] and [25] provide the basis 
for low-level location services, otherwise known as Distributed Hash Tables (DHTs). 
[2], [11] and [18] illustrate how to use DHTs to build distributed file systems. [8] and 
[5] attempt to process complex queries in large P2P systems. The result has been the 
emergence of a concept known as data centric networking ([7] and [21]). With the 
advent of P2P systems, finding interesting data efficiently has become a major focus 
of research in the networking community. 

Aggregate computations on data from distributed data sources constitute an 
important class of queries. P2P tools promise to make such queries feasible and 
therefore more frequent. If an aggregate computation is interesting to multiple peers in 
the network, the data sources participating in the computation can expect to receive 
the same query multiple times. Thus a new problem arises: The many-to-many query 
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problem (M2M), which places scalability limits on query processing in P2P systems. 
To better illustrate the M2M problem, consider an application that brings together 
commodity traders from around the world in a large P2P commodity trading system 
without a centralized infrastructure. Traders post their sale and bid prices based on 
information obtained by querying each other. Typically, participants determine their 
asking price or bid after consulting the maximum bid and minimum sale price for a 
commodity across all traders. In the absence of a central server, a trader has to query 
all other traders in order to determine the maximum bid and the minimum sale price. 
Thus, if m sellers and n bidders are trading on one particular commodity, each trader 
has to answer m+n-1 identical queries. Furthermore, the total number of messages 
that must be exchanged among the participants and the total number of queries 
executed in the system is (m+n)⋅(m+n-1). Using a central server instead of a P2P 
system, each participant would require only 2 queries to retrieve the minimum sale 
price and the maximum bid, which translates to 2⋅(m+n) messages for (m+n) queries 
and another (m+n) messages for the (m+n) updates of bids and sale prices. 
Consequently, any P2P system would still not scale well for this type of application 
due to the high message traffic and query processing load. On the other hand, a 
central server can scale by adding additional hardware. The challenge is to make a 
P2P infrastructure scale gracefully under the M2M query scenario by leveraging 
existing resources. 

This work presents a framework for efficiently processing many-to-many aggregate 
queries over large P2P networks in a scalable fashion. Our approach requires the same 
number of queries and messages as would be required with a centralized system by 
leveraging DHT technology and catalog services ([5]). The contributions of this work 
can be summarized as follows: 

• A method for defining the special handling of aggregate computations that follow 
the many-to-many query pattern. 

• An efficient query processing strategy that leverages existing P2P technology and 
allows for scalable processing of many-to-many aggregate queries. 

Experimental validation of our approach demonstrates its scalability potential and, 
at the same time, shows the adverse impact of the M2M query problem on P2P 
applications. We believe that our design opens up new possibilities for novel 
distributed applications, since distributed aggregation is going to be increasingly 
essential for efficiently surveying large amounts of distributed data. 

The paper is organized as follows: Section 2 outlines the overall system 
architecture. Section 3 delves into the detailed design of the distributed aggregate 
computation layer. Section 4 presents the results of the experiments. The paper ends 
with related work (Section 5) and concluding remarks (Section 6). 

2   System Architecture 

The software stack on each peer consists of four layers: 1) a Distributed Hash Table 
layer (DHT), 2) the Catalog Service (CS) layer, 3) the Aggregate Computation 
(ACL) layer, and 4) a query engine with access to the local data. The design does not 
dictate a specific data model or query language, but all examples will assume 
XML [24] data sources and XPath [23] queries. 



 Scalable Distributed Aggregate Computations Through Collaboration 799 

 

The DHT layer is based on existing technology ([15], [16], [22] and [25]). Its 
purpose is to support the efficient and scalable location of keys or object identifiers 
used by the higher-level layers of the system. In essence, DHTs are fully distributed 
hash tables that employ protocols for efficiently directing requests for specific keys to 
the nodes in the network that are responsible for those keys.  

The Catalog Service (CS) layer is the data discovery tool. Each node employs a 
CS that, when given an arbitrary Xpath query, locates the relevant data sources. 
Subsequently, the query only needs to be submitted to a subset of the peers in the 
distributed system. To provide this functionality, the CS requires that each data source 
provide a summary of its data in a special form when it joins the distributed system. 
The CS is based on the framework presented in [5]. 

The Aggregate Computation Layer (ACL) maintains the registered aggregate 
queries that have been submitted by the various nodes in the P2P network. The ACL 
is the focus of this paper and its detailed design is presented in Section 3. 

3   Distributed Aggregation 

Any node can establish special handling of aggregate queries by requesting the 
creation of an aggregation point (AP) if it discovers that it frequently needs to contact 
a large number of nodes in order to compute an aggregate or if it becomes 
overwhelmed with large numbers of identical requests that are part of an aggregation 
computation. The ACL creates an aggregation point when provided with an activation 
record (AR) that contains the following fields: 

Aggregate Function: This field determines the aggregate function (average, 
minimum, maximum etc) that is applied by the peer responsible for the aggregation 
computation maintenance to the incoming data. 

Target Data: This field contains a query that defines the data needed for 
computing the aggregation. The target element or attribute of the query determines the 
catalog service peer ([5]) that is the peer that will create and maintain the AP. 

Scope: The scope can be either global or local. Global scope means that the 
aggregate function should be computed over all peers with relevant data, while local 
scope computes one value for each peer.  

Group By: The group by field refines the aggregation by defining on or more 
aggregate groups (similar to the SQL “group by” construct). Each group is assigned to 
a node that maintains the aggregate computation for the specific group.  

Table 1. Activation Record for the commodity traders example 

Aggregate MAXIMUM Scope GLOBAL 
Target Data //bidder/item/current_bid Group By //bidder/item/@item_id 

An aggregation point corresponds to one or more groups depending on the 
group_by field. Each group is assigned to the Aggregation Point Host (APH) that is a 
node in the P2P network. The APH is selected among the peers in the P2P system 
based on the activation record. A DHT key is computed using all the fields of the AR. 
This key determines which peer will currently serve as the APH and thus assume 
responsibility for the aggregate computation.  
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To illustrate the creation of an activation record, consider again the example of 
commodity traders. Suppose bidders are peers that post their bids online as XML 
documents and update them as they trade. The current price a bidder is willing to pay 
for a commodity item i can be accessed using the path pbid = //bidder/item 
[@item_id = i]/current_bid. Sellers naturally want to find the bidder with the 
maximum bid. Thus, if there are a large number of sellers of commodity i, and a large 
number of bidders, an aggregation point is needed to avoid M2M and make trading 
more efficient. Table 1 shows what the required activation record looks like. The 
aggregate function is the maximum and the scope is global. The target path is ptarget = 
//bidder/item/current_bid. Hence, current_bid is the catalog key that determines the 
DHT key for catalog information and so the peer that maintains the AR. The group by 
field is the path pgroup_by(x) = //bidder/item/@item_id = x. The pgroup_by field essentially 
assigns each traded item to a different DHT key.  
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Fig. 1. a) Installation of an Aggregation Point b) Redirection of query QA to node PAP,y  

Under normal operation the catalog service would use current_bid to identify the 
relevant data sources. However, if an AP is installed, the mode of query processing 
changes. Each node uses Aggregation Key Map (AKM), which acts as a subscription 
system that associates catalog keys with their activation records. Fig. 1a outlines the 
process based on the commodity traders example. Suppose that peer NS, which hosts 
sellers of commodity i decides to request the creation of the aggregation point AP that 
is defined by the activation record described in Table 1. The request will be forwarded 
to the peer NC that holds catalog information for current_bid (step 1). NC will 
generate the association acurrent_bid = current_bid → MAXGLOBAL(ptarget, pgroup_by(x)) 
and insert it in the AKM. Note that multiple associations for a given key can exist in 
the AKM and they are selected based on the actual query. Then, NC forwards 
acurrent_bid to all peers NB,k that host bidders and to NS (step 2). NC knows about all 
such peers since it is hosting catalog information for current_bid. Upon receipt of 
acurrent_bid each NB,k is expected to send updates about the current bid for all traded 
commodities to specific other peers that form the set of aggregation point hosts 
(APH) (step 3). The DHT layer, using the information in acurrent_bid, can uniquely 
determine each peer in APH. For example, for commodity item i, the APH PAP,i is 
determined by hashing the list (MAX, GLOBAL, ptarget, pgroup_by(i)) to retrieve a DHT 
key ki. Thus PAP,i becomes the maintainer of the requested aggregation for commodity 
i. Aggregation responsibility is tied to the key ki and not to the peer PAP,i. This way if 
PAP,i leaves, the DHT ensures that ki points to a different peer.  

The question that remains is how peers other than NS find out about the new 
aggregation points. This turns out to be straightforward since NC is the designated 
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node for all inquiries regarding current_bid (Fig. 1b). Thus, any other node NA which 
receives a query such as QA = MAX(//bidder/item [@item_id = y]/current_bid) will 
request catalog information from NC (step 1). NC will then provide NA with the 
association acurrent_bid (step 2). Having this information NA can identify PAP,y as the 
peer to visit in order to obtain the answer to QA (step 3). Furthermore, NA locally 
caches acurrent_bid and thus only needs to contact NC once.  

The peers in APH can become heavily loaded if they are assigned very popular 
commodities. In this case load balancing is necessary. We have devised a method that 
deals with high request rates for both queries and updates. Due to space limitations we 
do not present the load balancing mechanisms. (see [4] for details). 

4   Experimental Evaluation 

The experiments are based on a Distributed Commodity Trading (DCT) scenario 
derived from [14]. The potential for eliminating the centralized auctioneer and the 
“fixed time trading rounds” ([14]) is the motivation to realize DCT. In our scenario 
traders are users of a large P2P network and buy and sell commodities. Each trader 
interchangeably follows a seller session or a bidder session. During a seller session 
the trader queries for the bidder with the maximum bid for one of its commodities and 
if successful proceeds with the sale. During a bidder session the trader tries to 
determine a reasonable bid for a commodity by querying the selling prices in the 
network. Thus, traders constantly query each other, which leads to the manifestation 
of the M2M problem. Complete description of the scenario is available in [4]. 

Table 2. Mean measured CPU and Disk service times of a peer running 

Query Load XPath  Catalog Lookups 
CPU (ms ± ms) 540 ± 57 34 ± 11 
Disk (ms ± ms) 1800 ± 324 75 ± 11 

4.1   Experimental Methodology 

We use simulation and a prototype system (Sect. 0) to evaluate our architecture. 
Simulations follow a two-step methodology that combines system measurements with 
simulation. First measurements were taken from a system that consists of an XPath 
query engine, a catalog layer and an aggregation layer (Section 0). This system was 
loaded with both trading data and catalog information. Then workloads of XPath 
queries, catalog information lookups and aggregate computations were executed and 
measurements were collected (Table 2), which yields the nominal peer performance 
([4]). The XMark benchmark data generator [20] was used to generate about 1GB of 
data for auctions that have a structure similar to our trading scenario data. Catalog 
information lookups were measured using 256 MB of catalog data as described in [5]. 
The system used for measurements was a 2.4 GHz Pentium 4 PC running Linux with 
an IDE Hard Disk and 512 MB of RAM. To obtain variance across the peers during 
the simulations in the P2P network the nominal performance is multiplied by a factor 
that is uniformly distributed between 0.8 and 1.2. The second step involved building a 
discrete event simulation model using CSIM [1] consisting of nodes interconnected 
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with a DHT. The nodes in the P2P network are modeled as single CPU, single disk 
workstations using the measurements from the first step. The prototype system 
experiments used our departmental cluster with 40 nodes similar to the one used for 
single node measurements. 

4.2   Simulation Setup 

Simulations for two peer-to-peer and one central server system were implemented. 
This section describes their characteristics and their basic differences. Both peer-to-
peer systems simulate a DHT that is a generic version of Chord [22]. Following the 
observation made in [8] we did not use a detailed network model, opting instead for a 
simple delay model where network delays are exponentially distributed with a mean 
of 50ms. We assumed that network bandwidth was not a limiting factor since only a 
small amount of data is transferred in each network message. A catalog service as 
presented [5] is also present on both P2P systems and is used by traders to locate 
other traders. 

The impact of network volatility on a peer-to-peer system depends on the specific 
DHT implementation. Therefore our experiments examine stable peer-to-peer systems 
in order to obtain results that are independent of the underlying DHT implementation 
and demonstrate the raw impact of the Aggregation Layer framework in improving 
performance.  

The first P2P version that utilizes the aggregation layer has two variants: AL 
(Aggregation Layer) and LBAL. The difference is that the second variant employs 
load balancing (LB) [4]. The second P2P setup does not have an aggregation layer 
and  comes in two variants GC (General Catalog) and GCI. GC utilizes the catalog 
service to discover traders, but directs XPath queries to the traders’ peers in order to 
collect data values and compute the maximum bid and the minimum selling price. 
These XPath queries are issued simultaneously to all traders and the aggregate is 
computed after the results are retrieved. This setup suffers under the M2M query 
problem. The GCI variant utilizes a local index that makes XPath queries for 
retrieving bids and sale prices as fast as the aggregate computations and catalog 
information lookups in the variants AL and LBAL, and is used for a fairer 
comparison to AL and LBAL.  

The central server system is intended as a reference point for evaluating the 
performance of the peer-to-peer variants. It consists of an ideal cluster of with as 
many nodes as the corresponding P2P system. The traders access their accounts from 
their workstations connected to the Internet, thus experiencing network delay for each 
query and update request. The central server system also comes in two variants: CS 
and CSI. The CSI variant employs the same fast local index as GCI.  

4.3   Performance Results 

The goals of this section are to determine the extent to which the aggregation layer 
improves performance and identify those cases where load balancing is required. A 
very important parameter in all configurations is the number of unique traded items T, 
which affects both P2P systems similarly. The smaller T is, the larger, on average, is 
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the number of traders for a particular item. The consequence for each node in GC and 
GCI, and for each aggregation point in AL and LBAL is more requests on average.  

The first series of experiments involved peer-to-peer networks from 100 to 100,000 
nodes. The numbers of bidders and sellers in the P2P network are approximately 
equal and each node hosts one trader. The number of items assigned to each trader is 
uniformly distributed between 5 and 15. The popularity of the traded items follows 
the 80/20 rule (a.k.a. Pareto’s principle) observed in many real world settings: 20% of 
the items are chosen by traders 80% of the time. The centralized versions of the 
system have exactly the same trader and commodity distributions. The configuration 
with 10,000 nodes is presented first to demonstrate our key findings when varying the 
number of unique traded items (commodities). 
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Fig. 2. Seller session throughput for 10,000 nodes 

The throughput of seller sessions (Fig. 2) as a function of the different number of 
items traded is the first set of results presented (relative error at most 1% with 95% 
confidence). Bidder sessions follow a similar trend [4]. The throughput for CS and 
CSI is insensitive to the number of unique traded items (dashed lines). For both P2P 
systems a small variety of items has an adverse effect as expected. Nevertheless, the 
impact of a small number of items is more significant on GC and GCI than on AL. 
For 1000 items, the throughput of AL is 9.6 times better than GCI while for 10,000 
items AL is 1.5 times better. At the same time as the number of items decreases, the 
need for load balancing becomes apparent: for over 2500 items AL and LBAL have 
similar performance. In the case of 100 items, however, LBAL is over 4 times better 
than AL.  

Table 3. Average trader session durations for 10,000 nodes 

#items CS CSI GC GCI AL LBAL 
100 N/A N/A 15.60 s 2.04 s 
500 N/A 47.1 s 4.09 s 1.84 s 
1000 236.1 s 22.9 s 2.61 s 1.79 s 
2500 153.4 s 9.2 s 1.73 s 1.58 s 
5000 72.0 s 4.41 s 1.56 s 1.52 s 
10,000 

3.13 s 1.48 s 

30.2 s 2.24 s 1.51 s 1.49 s 
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Table 3 shows the average duration of traders’ sessions. Session durations are 
indicative of the usability of each configuration. Short sessions imply short query 
response times, which in turn imply more accurate values for minimum sale price and 
maximum bid. The high session durations for GC and GCI show that they are not 
usable. As expected, LBAL does a very good job by keeping the duration of sessions 
below 2 sec. Without load balancing, the average session duration for AL with 100 
items climbs to 15.6 sec. The throughput and response time numbers show that GC is 
virtually unusable. GCI is viable in the 5000 and 10,000 item setups but still lags far 
behind both AL and LBAL in terms of system throughput The absence of data for GC 
(for 100 and 500 items) and GCI (for 100 items) was the result of event backlogs in the 
simulator, which led to high memory image sizes, forcing the simulations to abort.  
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Fig. 3. a) Speed-up of LBAL over AL. b) Speed-up of LBAL over GCI. 

While we have obtained results for a variety of network configurations, due to 
space limitations scalability results are summarized in Fig. 3a and Fig. 3b. Fig. 3a 
shows the speed-up of LBAL over AL in trader session throughput. The percentages 
in the legend denote the number of items in each network as a percentage of the total 
number of nodes. The graph, in essence, shows which combinations of network size 
and traded items make load balancing a necessity. For instance, in the 100 node 
network load balancing is not necessary. In the 500 node network the load balancing 
benefits are observable. In the larger networks load balancing of aggregate 
computations becomes a necessity as demonstrated by the achieved speed-up. Let 
r = number of unique traded items / number of nodes. In large networks (number of 
nodes > 1000) the smaller r is, the larger is the speed-up of LBAL over AL due to 
load balancing. These results suggest that if r  25% the speed-up achieved using load 
balancing is not significant. 
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Fig. 4. a) Combined trader throughput for 10,000 nodes, 50,000 unique items and varying 
number of traders b) Speed-up of PAL over PGC 
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Fig. 3b shows the trader session throughput speed-up of LBAL over GCI. The 
percentages have the same meaning as in Fig. 3a. The percentages are now larger as 
GCI would not work on large networks (>10,000) with a small variety of traded 
items. GCI appears somewhat usable when the number of traded items is large (>50% 
of total number of nodes): With r = 50% GCI is about two to four times slower than 
the systems with the aggregation layer (AL, LBAL). For r = 10% or 25% GCI is 
clearly not scalable, which is indicated by the increasing speed-up. 

Fig. 4a shows how the combined session throughput varies with the number of 
traders per node in GCI and AL. The network has 10,000 nodes and 50,000 unique 
items, which favors GCI. While AL starts out slightly better than GCI it becomes 4 
times better (20 traders).  

4.4   Prototype Experiments 

We implemented a prototype system to confirm the simulation results. The system is 
written in Java and uses Pastry [16] as the DHT and Berkeley DB XML as the storage 
and query engine layer, which is accessed through the Java native interface. For the 
experiment we used 40 machines from our departmental Linux cluster. A trader with 
15 commodities, on average, is emulated on each machine. The non-aggregation layer 
configuration PGC corresponds to GCI in our simulations and the aggregation layer 
configuration PAL corresponds to AL. Due to space constraints we only present Fig. 
4b that shows the speedup of trader sessions of PAL over PGC achieved in the 
system with 40 nodes and a varying number of unique commodities (items). The 
aggregation layer achieves significant speed-up in a working prototype system and 
confirms the simulation results. 

5   Related Work 

Related work in P2P architectures has been mentioned in Sect.1. Here we present 
work more closely related to distributed aggregation, which is a relatively new subject 
in the context of P2P systems. Willow [16] organizes nodes in a single tree.  
Aggregate computations percolate automatically up the tree whenever there are data 
changes or new aggregate queries are installed. However, these updates are not 
instantaneous and converge eventually. The Aggregation Layer presented here 
follows a best-effort approach by having a flat structure. SOMO [25] similar to our 
approach layers on top of a DHT and, like Willow, organizes the aggregate 
computations in a tree. SOMO has a generic gathering procedure that can be 
programmed to perform aggregate computation.  This procedure is invoked 
periodically, in contrast to the updates and requests to the aggregation points of the 
Aggregation Layer, which are on demand.  The aforementioned projects are a sample 
of many similar ongoing projects addressing distributed aggregation in P2P systems. 

SCRIBE [19] is an application layer multicast publish/subscribe system that uses a 
PASTRY [16] to define rendezvous points for managing group communication on a 
specific topic. It uses topic identifiers to assign topics to peers similarly to our use of 
catalog keys to assign aggregation points to peers. A basic difference between our 
approach and SCRIBE is that aggregation point hosts do not implement 
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publish/subscribe functionality, and are thus much simpler. Their purpose is to 
passively collect data and maintain an always up-to-date aggregate. Distributed 
aggregation methods in [10] presents distributed aggregate computations using 
gossip-based protocols in P2P networks. Its focus, however, is on how quickly 
aggregate computations converge to the actual value and not how to facilitate large 
volumes of aggregate queries over distributed data sets.  

6   Conclusions 

In this paper we presented the case for the many-to-many query problem that is bound 
to be a concern in very large distributed systems where queries require data from 
multiple data sources. Using existing technology we developed a framework that can 
solve this problem for a broad class of important queries by harnessing the resources 
of the peers in the distributed system. Our experimental evaluation using both 
simulations and a real working prototype shows how severe the M2M problem can be 
and how our architecture efficiently solves it in a P2P environment. 
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Abstract. Query processing in overlay networks has been receiving significant 
attention from researchers recently. Such systems offer flexibility and de-
centralization. The challenge is to add representation and query capacity in such 
a networked environment, resulting in a peer-to-peer data management system. 
The issue of how schemas can be incorporated and queried in p2p while abiding 
to the de-centralized and flexible philosophy has not been properly handled. In 
this paper we analyze constructs and strategies to build database-like schemas 
and process simple queries over those schemas on P2P. For this we describe 
schema spaces, attribute value locators and data shipment issues. We also en-
gage in experimental work to analyze our proposals using a network simulator 
to test the strategies with different networked scenarios.  

1   Introduction 

An overlay network is formed by a subset of the underlying physical network nodes. 
The connections between overlay nodes are provided by overlay links (IP-layer 
paths), each of which is usually composed of one or more physical paths. Peer-to-peer 
systems form such an overlay network that can be used in several applications such as 
data sharing over thousands of participants in a decentralized and scalable way. One 
of the major issues in unstructured P2P systems was the poor scalability and unneces-
sary overhead associated with message flooding that was necessary in order to route 
messages to nodes. The content-based lookup of DHT-based (structured) P2P systems 
improves significantly object retrieval efficiency by eliminating the need to flood the 
system for object location. Examples of structured P2P systems include Chord [11] or 
CAN[7]. These systems provide simultaneously a very flexible de-centralized net-
worked environment over which more complex data representation and querying 
constructs than basic file sharing can be implemented. For instance, instead of simply 
sharing music files by some ID, a database schema representing musicians, songs, 
records and the like can be setup and queried on the networked environment. To-
gether with querying functionality come schemas in every flavor (semi-structured, 
XML, RDF, relational or object models). Currently, there is a significant research 
effort into finding efficient ways of incorporating full data management functionality 
this context. Although there are other works on querying over P2P, the issue of pro-
viding primitives for schemas to be incorporated and queried efficiently within P2P 
while maintaining the flexibility and de-centralization has been neglected. In order to 
maintain the flexibility and de-centralization, there should be no super-peers or a one-
in-charge architecture, but rather peers and distributed schema requirements that 
should be met.  Our focus is on this subject and on query processing over a distributed 
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relational schema implemented on P2P. In this paper we concentrate on handling the 
schema and basic querying efficiently. We motivate the need for schema (sub)spaces, 
as the linear address space of a large DHT-P2P system is inadequate to represent 
every schema. We propose a simple approach to defining those subspaces, thereof 
called “Schema Spaces”. Schema Spaces should adhere to the P2P decentralized and 
flexible organization and addressing scheme, while still accommodating different 
schema requirements. We also discuss constructs to handle basic querying efficiently 
and evaluate the advantage of such constructs in the experimental section. Without 
content-based indexing, data can only be retrieved by broadcasting the request. We 
define how attributes and expressions can be indexed by an attribute value locator 
(AVL) structure and discuss the advantage of such strategy. We describe how queries 
are processed and also discuss queries requiring data shipment between nodes. In the 
experimental section we consider different networked scenarios and test the strategies 
in those scenarios. 

The paper is organized as follows: section 2 discusses related work. Section 3 in-
troduces the architecture of the Peer Partitioned Data Management (PPDM) platform. 
Schema representation and use is discussed in section 4. In section 5 we discuss effi-
cient query processing.  Section 6 contains simulation results and section 7 concludes 
the paper.  

2   Related Work 

As we already mentioned in the introduction, structured P2P systems (e.g. CAN [7], 
Chord [11], Pastry [10]) use some DHT (Distributed Hash Table), whereby object 
identifiers are hashed onto a corresponding node and location queries are routed into 
the correct node without flooding. Typical DHT-based structured P2P systems split 
the key space into zones and assign each zone to a peer. Given an object, the DHT 
uses a hash function over the object identifier to determine the node where the object 
or its location information should be. Each peer on the path passes the request to one 
of its neighbors, which is closer to the destination in the virtual space. This is a loca-
tion query, whose answer contains the object or the peer identifiers where the object is 
stored. The requester then retrieves the object from one of the identified peers. This 
basic routing approach avoids costly message flooding and was designed for typical 
object sharing applications among peers (e.g. files) in a scalable and flexible fashion. 
Topology-aware overlay networks can be built using Skipnet [3] and/or the scheme in 
[6], which uses the distances to landmarks to cluster nodes into locality bins. MAAN 
[2] and RDFPeers[1] are Multi-Attribute Addressable Networks which extends Chord 
to support multi-attribute and range queries. Range queries are addressed by mapping 
attribute values to the Chord identifier space via uniform locality preserving hashing. 
In [13] tuple attributes are hashed for content-based access. We use similar strategies 
in our query processor but define an attribute value locator, generalize its use to ex-
pressions, describe how queries are processed and test and compare the strategies 
experimentally. More complex queries have also been dealt with partially in [13] and 
in PIER [4] using strategies such as parallel hash-join. None of these cited works or 
others deal effectively with the address space issue in P2P when it is necessary to 
represent schemas in a flexible way.  We do so by offering primitives to define sub-
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spaces – schema spaces. We also discuss generic constructs to process basic queries 
on PPDM and show how those queries are handled given the schema spaces. PPDM 
also optimizes the processing of “complex” queries involving heavy joining and/or 
aggregation functionality, but we discuss optimization elsewhere and instead concen-
trate on basic query handling here.  

3   Peer-Partitioned Data Manager - PPDM 

Figure 1 provides an overview of the PPDM modules. The P2P Routing and Location 
module (RL) is responsible for locating an object and for routing messages over the 
underlying overlay network architecture. The P2P Storage Manager (SM) is responsi-
ble for the administration of object persistence. This includes storage, retrieval, repli-
cation and migration of objects in response to requests. It uses the Routing and Data 
Location module (RL) to locate the data. The node manager (NM) is responsible for 
adding and removing nodes from the system. Finally, the Data Manager (DM) han-
dles schema definition, indexing and querying. Most of these modules are simply part 
of and managed by the P2P system: “Routing and Data Location (RL)”; “Node Man-
ager (NM)”. The “Storage Manager (SM)” module must be able to handle data sche-
mas in nodes containing schemas. Nodes participating in the storage and processing 
of complex queries are expected to have a simple data management engine (DBE) as 
part of the storage manager (SM) to handle local data management. The DBE should 
be able to handle storage, indexing and querying locally. In most of the discussion 
from now on we assume data is organized in the DBE as relational tuples with a 
metadata identifying their structure, although other models can be modeled and proc-
essed in a similar manner (e.g. RDF and XML). The added data manager module 
(DM) offers the data management functionality typical of a DBMS on top of the P2P 
functionality, including definition and querying over schemas.   

 
 
 
 
 
 
 
 

Fig. 1. PPDM Modules 

4   Schema Definition and Use 

In order to allow multiple schema spaces in an overlay such as Chord [11], there must 
be a primitive for some node to create a subspace as an overlay network (space). As-
suming user x wishes to create a smaller space S2 on a Chord overlay with up to 27 
nodes to hold some schema, he can issue the command 
CREATE_ChordSpace(“S2”,7). A subspace is a space with the added restriction that 
all nodes in it must belong to a parent space. If such a restriction is to be imposed on 
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S2, then the parent space must also be indicated: CREATE ChordSpace(“S2”,7,”S1”). 
The basic Chord ring requires each node to maintain information on neighbors: the 
successor list and the finger table. The nodes in the successor list and the finger table 
pointing at nodes spaced exponentially around the identifier space. Therefore, each 
node needs to maintain the state of O(log N) neighbors. If a node belongs to the repre-
sentation of x spaces, it must maintain the state of O(x log N) neighbors. For query 
processing efficiency, it should also be possible to create spaces with desired locality 
characteristics. This could be done by specifying which nodes to insert into the space 
or using automatic topologically-oriented creation of spaces. Internet domain name 
prefixes (DNS) or the binning strategy of [6] can be used to implement this. The 
binning strategy uses landmarks to estimate latencies [5, 12] and clusters nodes into 
bins according to distance order to the landmark set. 

We assume a relational model and SQL and concentrate on enabling the represen-
tation of any schema through a metadata that defines entities (relations), attributes and 
relationships between entities (references). Node x as the creator and owner of a 
schema labelled “Travelling”, creates the schema on space Sx: 
CREATE_Schema(“Travelling”, Sx). Relations are created using the SQL Data Defi-
nition Language, but the creator (an administrator) must indicate the schema where 
the relation is to be created, storage options and indexing attributes. Storage options 
define where and how relation tuples should be stored. The layout option specifies 
whether relations are fully replicated, partitioned or placed in a single location: parti-
tion by x (default, the objects will be DHT-hashed into nodes by key x); replicate (the 
objects will be replicated into all nodes), useful for small immutable (reference) rela-
tions; single location (tuples of relation are placed in a single node). For partitioned 
relations (the default) one attribute should be indicated as hash-key to determine the 
placement (Partition by x). This attribute determines the clustering into nodes and can 
be the primary key of the relation or some other attribute. For instance, consider rela-
tions flight(fnº, origin, destination, departure, …)  and airport(designation, place, …). 
The following example creates relations for these in schema S1. The relation flight is 
partitioned by fnº. Relation Airport is replicated into all nodes. 

CREATE TABLE flight(…) in schema S1 Partition by fnº; 
CREATE TABLE airport(…) in schema S1 replicate; 

5   Querying Schemas 

In this section we discuss how generic lookup queries are handled - queries looking 
for specific objects typically resident in one or a small set of nodes. We also discuss 
queries involving “data shipment”, that is, queries for which it is necessary to ship 
data between nodes in order to process the query. A basic knowledge of routing 
strategies is important to follow the discussion. Therefore, we briefly discuss routing 
and broadcasting in the context of Chord before the remaining discussion.     

5.1   Basic Chord Routing and Broadcasting 

Chord ([11]) organizes nodes in an identifier circle modulo 2m , called the Chord ring. 
The basic Chord ring requires each node to maintain information on neighbours. As 
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discussed in the previous section, finger tables (2k, k=0,…,log2N-1) allow each node 
to maintain the state of only O(log N) neighbours. Chord hashes both the key of a data 
object and a peer’s IP address into an m-bit identifier. The keys’ identifiers map to 
peers’ identifiers using consistent hashing (i.e. a function succ(id), where id is the 
identifier for the data object’s key). For a lookup query, the object key is hashed and 
the resulting succ(id) node is sought. The node chooses a finger to hop nearer the 
succ(id) (e.g. the hop that approximates most to succ(id) node). This process is re-
peated by the next nodes until the succ(id) node is reached and returns the object to 
the requester. It is straightforward to see that Chord requires O(logN) routing hops for 
these location/routing operations. In order to use the routing strategy described above, 
it is necessary for the object to be indexed by the DHT hash-key, otherwise flooding 
or broadcasting must be used. The authors of [5] proposed a broadcasting strategy for 
Chord without flooding or sending more than one message into the same node. A user 
entity initiates the broadcast by submitting broadcast(info) to a node Q. This node acts 
as a root to a (virtual) broadcast spanning tree. The spanning tree is built as follows: 
node Q forwards the message into neighbours with a limit parameter that restricts the 
forwarding space of a receiving node: broadcast(info,limit). The limit parameter for a 
forward into Finger[i] is set to Finger[i+1], meaning that each neighbour Finger[i] 
will forward only within  the interval [Finger[i], Finger[i+1][. Finger[i] will therefore 
not forward into neighbours (fingers) pointing beyond this interval because another 
neighbour is taking care of forwarding into those nodes. This forwarding is now ap-
plied recursively, forming the spanning tree. As all nodes are contacted once, broad-
casting has a cost N-1 in number of messages and log N in number of hops (because 
nodes have a logarithmically decreasing forwarding range). In comparison, unicasting 
(lookup query) had a cost log N in number of messages and log N in hops.   

5.2   Lookup Queries 

Consider a query accessing one or more tuples of a relation based on an attribute 
value. If the attribute is the hash-key, only a single node has to be looked up. This 
takes up to log N hops (number of Chord hops to reach any node). Otherwise, a 
broadcast of the query into all the schema space would be necessary to lookup the 
tuple. Although this also takes up to log N hops (number of Chord hops to reach any 
node), broadcasting a request generates a large traffic over the network, which poten-
tially degrades the performance of the whole system. A much more efficient and scal-
able alternative can be found by hash-indexing other attributes into nodes. Content-
based access for attributes other than the hash-key or expressions can be implemented 
using “Attribute Value Locator” (AVL) structures. We define the AVL as an abstract 
structure (that is, with alternative physical implementations). A simple AVL abstract 
structure has the format: 

AVL[ai ,rel]( vl, trl) 
In this structure, ai is an attribute or expression on attributes and rel is a relation, so 

that AVL[ai ,Rj] is the structure used for content-based access to attribute/expression 
ai of relation Rj. For each tuple of Rj with value vi for the expression, this structure 
AVL[ai ,Rj] represents a pair ( vl, trl) that is hashed by vl into a node of the schema 
space. The parameter trl is a reference to the node and rowid of the tuple within the 
node. An additional “indirection step” is required then to locate the tuples. As an 
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example, suppose an AVL[destination, flight] is built. Given a query: SELECT fnº 
WHERE destination=”LONDON”, the query processor hashes the value ‘LONDON’ 
to obtain the node to lookup the AVL[destination, flight] structure. Then it looks in 
that node for tuples AVL[destination, flight](‘LONDON’,tri) and uses tri to retrieve 
the tuples satisfying the condition from the corresponding nodes. The following com-
mand modifies the relation to include AVLs for origin and destination: 

ALTER TABLE flight(…)  
MODIFY origin AVL, destination AVL; 

This basic AVL functionality also supports multi-attribute conditions by allowing 
the specification of expressions and multiple values as vi instead of single attributes. 
Lookup queries are processed as follows: consider a lookup query (ei, vv) (expression 
ei with value vi). A request is built with (ei, vv) and the requester IP; 
IF lookup value attribute is oid (DHT-hashed) 
   route request into lookup node using hash(vi)  
ELSE IF there is some AVL indexing the expression 
route request into AVL holding node using hash(v) 
determine lookup nodes from AVLs 
   route request to lookup node(s) 
ELSE broadcast request to all nodes  

The lookup nodes must then get the tuple(s) and return them to the requester:  
submit the request query on their DBE 
reply to the requester IP with answer(s) 
Finally the requester merges the answers to get the final result. Figure 2 summa-

rizes the steps taken: 

 

Fig. 2. Flow for Lookup Query 

5.3   Queries with Data Shipment 

Data shipment concerns queries whose processing requires data shipment between 
nodes before a final answer can be computed and returned to the requester. This is a 
typical scenario in distributed databases and may entail a semi-join or shipping all 
needed attributes from one node into the other one. The main difference in compari-
son to the simple lookup query is that now the processing of the query requires data to 
be shipped between nodes. As an example of a query requiring data shipment, con-
sider a pair of relations placed in different nodes. Data has to be forwarded from one 
node to the other to process a join between them (typical issue in distributed data-
bases): 

Route 
request 

Lookup on 
local DBEs

Return result 
to requester IP 

Requester  

Nodes 

Route 
through 
AVL 

Broadcast 
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Node X:      Node Y:  
flight(fnº, originAirport, destAirport, departure, …)  airport(airp_id, designation, place, …) 
Query: 

select A.place “FROM”, B.place “TO”, departure from flight F, airport A, airport B 
where F.originAirport=A.airp_id and F.destAirport=B.airp_id; 

In this case, either the airport relation (part of it) is shipped to node X or flight (part 
of it) is shipped into node Y to process the query. Both the final query answer and the 
data that needs to be shipped can be small or very large. The algorithm is similar to 
the previous one but with an added data shipment step shown in Figure 3.  

 

Fig. 3. Flow with Data Shipment 

6   Experimental Results 

Our objective in this section is to analyze the overheads involved in processing 
lookup and data shipment queries on the PPDM on a networked environment.  

We devised an inter-network with three subnet categories, based mainly on link la-
tency/bandwidth considerations. The objective was to test the constructs considering 
nodes with varied inter-node “costs”: LOCAL - high-speed local network (LAN-like 
with inter-node latencies of 0.1ms); intermediate “HUBS” - intermediate latency 
interconnects (inter-node latencies of 1ms); GLOBAL – larger latency interconnec-
tions (inter-node la-tencies of 4ms). This is similar to a transit-stub (TS) topology [15] 
but considering 3 network categories. Inter-node links were also generated following 
a strategy similar to [15]. The experimental setup was based on the generation of four 
100 node hubs linked through the transit network. Each hub harbored five 200 node 
LANs. From these nodes we generated three node sets by picking nodes randomly: a 
LOCAL set based on picking nodes from a LAN; a CLOCAL set, by picking nodes 
from all LANs within a single HUB (cluster of LANs); a GLOBAL set, by picking 
nodes randomly from all LANs, therefore going through all hubs. The experimental 
results are based on superimposing a Chord overlay on top of the network simulation. 
We discuss mostly data exchange time – the time taken to route a query request into 
lookup nodes and to return the answer. We do not discuss the time taken to process 
the query in the lookup nodes against their DBE (query engine) because that time 
would be dependent on the size of the data set and the characteristics of the query 
engine and indexing structures.   

6.1   Simple Lookup 

As discussed in section 5, the lookup query involves routing or broadcasting a request 
through the overlay, processing it and returning the requested data. It is expected to 

Route or 
broadcast 
Query 

Ship  
data 

Return result to 
requester IP 

Requester 
Node 

Process, 
lookup 
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take at most log N hops in Chord (the number of hops needed to reach the destination 
node), but when AVLs are used to answer the query, there is another indirection step, 
increasing the time-to-route. Figure 4 (log-scale) shows in solid lines the data ex-
change time – lookup request plus returning the answer – when the lookup is “direct” 
(DHT-hashed attribute) and in dashed lines the extra overhead of the indirection step 
when an AVL is used (-i). The results are shown considering local, clocal or global 
access with respect to both request and indirection step. The overhead of AVL indi-
rection shown in the figure is not large in absolute terms, although it does introduce a 
delay especially when the lookup node is near but the AVL hash node is far. Of 
course the overhead can also increase if the latencies are larger than those used in the 
experiments (0.1ms local, 1 ms clocal and 4 ms global). The advantage of AVL over 
flooding or broadcasting is expressed in Figure 5, which shows the amount of traffic 
generated in our experiments – measured in average number of messages per request - 
considering 100 requests/millisecond randomly divided by 1k, 10k or 100k nodes. 
Flooding or broadcasting result in a much larger amount of traffic. 
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6.2   Data Shipment  

In Figure 6 (log-plot) we analyze the time taken to answer a query requiring data 
shipment. For simplicity we fixed the query result size in 100KB. The times shown 
concern: 

 “request” - time to route the request using chord routing, plus time to send the an-
swer back to the requester; 

“ship” - time to ship data between processing nodes, measured against the size of 
the data to be shipped.  

Both the request and the data shipment may be local, clocal or global. The corre-
sponding request and shipment times are to be summed to obtain the data exchange 
time. From this figure we can see that if the sizes of the data that may need to be 
shipped are relevant, it is important to have latency locality for the schema (local 
ship), because otherwise the shipment overhead becomes significant when compared 
to the request overhead (e,.g. in these experiments shipping 100MB over the global 
network took almost 1000 seconds versus 42 seconds on a local schema). 
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Fig. 6. Request and Shipment Times 

Both the request and the data shipment may be local, clocal or global. The corre-
sponding request and shipment times are to be summed to obtain the data exchange 
time. From this figure we can see that if the sizes of the data that may need to be 
shipped are relevant, it is important to have latency locality for the schema (local 
ship), because otherwise the shipment overhead becomes significant when compared 
to the request overhead (e,.g. in these experiments shipping 100MB over the global 
network took almost 1000 seconds versus 42 seconds on a local schema).  

7   Conclusions  

In this paper we have analyzed how to manage schemas and process simple queries 
efficiently in a flexible P2P environment. We have shown that it should be possible to 
define subspaces and schemas within those subspaces and analyzed the importance of 
latency-locality in those schemas. We have also discussed the processing of lookup 
queries in such environments and proposed an abstract “Attribute Value Locator” 
structure to support lookup queries on non-hashed attributes or expressions. We have 
setup a networked simulator experimental environment that was used to test the issues 
raised by the proposals. We conclude that the discussion and constructs used in the 
Peer-to-Peer Data Management architecture are useful for handling schema represen-
tation and query processing in a networked environment.   
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Abstract. Declustering techniques reduce query response times through
parallel I/O by distributing data among multiple devices. Except for a
few cases it is not possible to find declustering schemes that are optimal
for all spatial range queries. As a result of this, most of the research
on declustering have focused on finding schemes with low worst case
additive error. Recently, constrained declustering that maximizes the
threshold k such that all spatial range queries ≤ k buckets are optimal
is proposed. In this paper, we extend constrained declustering to high
dimensions. We investigate high dimensional bound diagrams that are
used to provide upper bound on threshold and propose a method to find
good threshold-based declustering schemes in high dimensions. We show
that using replicated declustering with threshold N, low worst case addi-
tive error can be achieved for many values of N. In addition, we propose
a framework to find thresholds in replicated declustering.

1 Introduction

Many emerging database applications including geographical information sys-
tems and scientific visualization demand effective storage and efficient retrieval
of spatial data In these applications, the data objects are usually represented
as two-dimensional vectors, and a correlation between objects is defined by a
distance function between corresponding vectors. For example, in GIS, objects
can be defined with their coordinates (longitude and latitude) and the distance
between them is defined as the geographical distance of the real entities. A com-
mon type of query is the range query, where the user specifies an area of interest
(usually a rectangular region) and all data points in this area are retrieved. Typ-
ical spatial data applications include large data repositories. Therefore, efficient
retrieval and scalable storage of large spatial data becomes more important.

Several retrieval structures and methods have been proposed for retrieval
of spatial data [17,3,21,13]. Traditional retrieval methods based on index struc-
tures developed for single disk and single processor environments are becoming
ineffective for the storage and retrieval in multiple processor and multiple disk
environments. Since the amount of data is large, it is very natural to use multi-
device/disk architectures in these systems. Besides scalability with respect to

K.V. Andersen, J. Debenham, and R. Wagner (Eds.): DEXA 2005, LNCS 3588, pp. 818–827, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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storage, multi-disk architectures give the opportunity to exploit I/O parallelism
during retrieval. The most crucial part of exploiting I/O parallelism is to de-
velop storage techniques of the data so that the data can be accessed in parallel.
A common approach for efficient parallel I/O is as follows. The data space is
partitioned into disjoint regions, and data is allocated to multiple disks. When
users issue a query, data falling into disjoint partitions is retrieved in parallel
from multiple disks. This technique is referred to as declustering and can be
summarized as a good way of distributing data to multiple I/O devices.

To process a range query, all buckets that intersect the query need to be
accessed from secondary storage. The minimum possible cost when retrieving
b buckets distributed over N devices is � b

N �. An allocation policy is said to
be strictly optimal if no query, which retrieves b buckets, has more than � b

N �
buckets allocated to the same device. It is impossible to reach strict optimality
for spatial range queries [1] and the lower bound on extra disk accesses is proved
to be Ω(log N) for N disks even in the restricted case of N -by-N grid [5]. A large
number of declustering techniques have been proposed to achieve performance
close to the bounds either on the average case [9,19,10,14,16,15,11,4,20,18] or in
the worst case [6,2,5,7].

Most of the declustering techniques in the literature assume only one copy of
the data. Replication is a well-studied and effective solution for several problems
in a database context, especially for fault tolerance and performance purposes.
Recently, replicated declustering received a lot of interest. Replicated decluster-
ing for spatial range queries with goals of providing strict optimality is investi-
gated and it has been shown that using 2 copies it is possible to achieve strict
optimality for up to 15 disks and using 3 copies it is possible to achieve strict
optimality for up to 50 disks [22,12]. For arbitrary queries it has been shown that
using 2 copies b buckets can be retrieved in at most �

√
b� disk accesses [23] and

using design-theoretic scheme [25] with c copies (c − 1)k2 + ck buckets can be
retrieved in at most k disk accesses. Schemes for replicated declustering of range
queries are proposed in [8]. One of the schemes uses an efficient single copy
declustering scheme as the first copy and spreads the second copy uniformly.
The well-studied Random Duplicate Allocation (RCA) algorithm chooses disks
uniformly at random for storage of buckets. RCA doesn’t provide any deter-
ministic bounds but provides a rather nice probabilistic bound. The worst case
additive error of RCA is at most 1 with high probability. However, a max-flow
algorithm needs to be solved for retrieval of buckets and max-flow algorithms
are computationally expensive.

Recently, constrained declustering based on thresholds is proposed for 2-
dimensional data [24]. The goal is to maximize the threshold k such that all spa-
tial range queries ≤ k buckets are optimal is proposed. Upper bound of threshold
is about N

2 and threshold algorithm finds schemes with threshold better than N
4

in 2 dimensions.
In this paper, we extend constrained declustering to high dimensions. We

investigate many issues that arise in high dimensions including construction of
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x x

y y y

Fig. 1. Example of bound diagram for 6

high dimensional bound diagrams, achievable thresholds in high dimensions and
implications for replicated declustering.

The rest of the paper is organized as follows: in section 2 we explain how to
construct bound diagrams in high dimensions, in section 3 we discuss implica-
tions of high dimensional threshold-based declustering on replicated declustering
and we conclude in section 4.

2 High-Dimensional Bound Diagrams

Constrained declustering [24] investigates schemes that maximizes the threshold
k such that all spatial range queries with ≤ k buckets are optimal. Bound di-
agrams are introduced to find upper bound on maximum threshold achievable
in a 2-dimensional N-by-N declustering system with N disks. Given a threshold
value k, the idea is to place as many points as possible in a grid without violating
the constraint that any two points appear together in a rectangle (spatial range
query) with ≤ k buckets. The implication being that to achieve a threshold of
k we need to have at least as many disks as the number of points in the bound
diagram. There are multiple bound diagrams for a given k. One bound diagram
for k = 6 is given in figure 1. Each row in the figure shows the rectangles with
area ≤ 6 in which the gray point appears with other points. Second row of the
figure shows the rectangles for another gray point. Similarly, it can be shown that
every pair of points appear together in a rectangle with ≤ 6 elements. White
nodes in the figure represents other nodes in the declustered system. This bound
diagram has 8 elements. This means to achieve a threshold of 6 at least 8 disks
are needed.

We next give bound diagram constructions in high dimensions. We use the
notation Z for the set of integers and bound diagram in d-dimensions is a subset
of Z1xZ2x...x Zd. Subscript is used to help explain the fact that there are d
terms. Our fundamental result is the following theorem. l1 distance between 2
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d-dimensional points x and y is defined as l1(x, y) =
∑d

k=1 |xk − yk|. We use the
distance to show that any points appear together in a rectangle with ≤ threshold
buckets.

Theorem 1. B(d, a) = {x|l1(x, o) ≤ a} is a d-dimensional bound diagram with
threshold x(d,a) that has y(d,a) elements where

x(d, a) =
2a mod d∏

k=1

(�2a

d
� + 2).

d−(2a mod d)∏
k=1

(�2a

d
� + 1) (1)

y(d, a) = y(d − 1, a) + 2
a∑

k=1

y(d − 1, a − k) (2)

Proof: Proof is in 2 steps. In the first step we show that B(d) is a d-dimensional
bound diagram with threshold x(d,a) and in the second step we show that B(d,a)
has y(d,a) elements.

– Step 1: We need show that B(d,a) is a bound diagram with threshold x(d,a).
By definition of B(d,a) we now that for points x,y in B we have l1(x, o) ≤ a
and l1(y, o) ≤ a. By using properties of l1 distance we have that l1(x, y) ≤
l1(x, o) + l1(o, y). Therefore, l1(x, y) ≤ 2a.
We now need to find the threshold for two d-dimensional points that satisfy
l1(x, y) ≤ 2a. By definition of l1 distance we get

d∑
k=1

|xk − yk| ≤ 2a (3)

The smallest hyper-rectangle that includes x and y in it has

d∏
k=1

(|xk − yk| + 1) (4)

points in it. We need to find the maximum value of equation 4 subject to
constraint given in equation 3 and the fact that all the points have integer
coordinates. The value of equation 4 is maximized when the values of |xk −
yk| for different dimensions are as close to each other as possible (without
violating integer constraint). This is achieved when

x(d, a) =
2a mod d∏

k=1

(�2a

d
� + 2).

d−(2a mod d)∏
k=1

(�2a

d
� + 1) (5)

– Step 2: We need to show that B(d,a) has y(d,a) elements. We can do this
by using the number of elements in B(d-1,α) where α = 0..a. By dividing
d-dimensional shape into d-1 dimensional slices the number of elements in
B(d,a) can be written as

y(d, a) =
a∑

xd=−a

y(d − 1, a− |xd|) (6)
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By definition of B(d,a) xd can be at most a and at least −a (otherwise
l1(x, o) > a).
We can rewrite the above equation as

y(d, a) = y(d − 1, a) + 2
a∑

xd=1

y(d − 1, a − xd) (7)

Therefore, using the result of d-1 dimensions we can find the number of
elements in the bound diagram.

This completes the proof of the theorem. �
The thresholds and number of disks required to have that threshold is given

in figure 2. As the number of dimensions increase the minimum number of disks
required to have that threshold increases as well.

We next investigate how threshold changes as number of dimensions increase.

Theorem 2. Let td be the maximum achievable threshold in d dimensions and
td+1 be the maximum achievable threshold in d + 1 dimensions, then td ≥ td+1.

Proof: Proof is by contradiction. Assume that td < td+1. By setting the first
coordinate in d+1 dimensions to 0, we get a d-dimensional subspace. Therefore,
we achieve threshold of td+1 in d-dimensions. This contradicts the assumption
that td is the maximum achievable threshold in d dimensions. �

Theoretical upper bounds on threshold computed using theorem 1 can be
tightened using theorem 2. We next investigate high-dimensional declustering
schemes that provide good threshold values. We define generalized periodic disk
allocation which is high dimensional extension of periodic disk allocation given
in [12].

Definition 1. A d-dimensional disk allocation scheme f(i1, i2, ..., id) is gener-
alized periodic if f(i1, i2, ..., id) = (a1 ∗ i1 + a2 ∗ i2 + ... + ad ∗ id) mod N , where
N is the number of disks and ai i = 1..d are constants.
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Fig. 3. Thresholds and upper bounds

Using generalized periodic disk allocations we investigated what thresholds
are achievable. The results for 2-5 dimensions are given in figure 3. Upper bound
is computed using theorems 1 and 2.

Threshold-based declustering produces schemes with low worst-case additive
error. For a query which has optimal retrieval cost k and actual retrieval cost m
additive error is m−k. Worst-case additive error is maximum additive error over
all the queries. For 3 and 4 dimensions additive error is given in figure 4. In 3
dimensions additive error is low. In 4 dimensions certain numbers correspond to
high additive error. Currently, we are working on a number theoretic explanation
of this.

3 Thresholds in Replicated Declustering

Threshold based declustering in high dimensions have many interesting implica-
tions provided by the following theorem.

Theorem 3. Let A be a c-copy replicated declustering scheme in d dimensions
with threshold N, an i1xi2x...xid query (� i1∗i2∗...∗id

N � = k) can be retrieved in
OPT + (m − k) worst case cost if the i1xi2x...xid can be divided into m hyper-
rectangles each having ≤ N buckets.

Proof: Assume that we can divide the i1xi2x...xid hyper-rectangle into m hyper-
rectangles each having ≤ N buckets. Each of the smaller hyper-rectangles can
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be retrieved in 1 disk access each. Therefore, All the smaller hyper-rectangles
can be retrieved in m disk accesses in total. Since optimal retrieval cost is k.
Worst case cost is OPT + (m − k). �

In order to minimize the worst case retrieval cost of a d-dimensional query
we need to find the minimum number of hyper-rectangles that the query can
be divided where each hyper-rectangle has ≤ N buckets. This problem can be
solved using dynamic programming. In 2-dimensions the recursive formulation
is as given below

M [i, j] = min{ min
1≤a≤i−1

{M [a, j] + M [i − a, j]} + min
1≤b≤j−1

{M [i, b] + M [i, j − b]}}

in d-dimensions the recursive formulation is given as

M [i1, i2, ..., id] =
d

min
k=1

{ min
1≤x≤ik−1

{M [..., ik−1, x, ik+1, ...]+M [..., ik−1, ik−x, ik+1, ...]}}

The optimal way to divide the query to hyperrectangles each having ≤ N
buckets can be stored in a table. Each table entry stores the dimension to divide
and the size of one of the chunks. For example, in 2 dimensions with N=12.
The entry corresponding to 5x5 query would be (1,2) meaning that the query
is divided along the first dimension into a 2x5 subquery and a 3x5 subquery.
We then use the entry corresponding to 3x5 query to find out how to divide it
optimally. Storing such a table improves scheduling since data is precomputed.

Using the recursive formulation we investigated the minimum number of
rectangles that a high dimensional hyper-rectangle can be divided such that
each hyper-rectangle has at most N buckets. The results for 2-4 dimensions are
given in figure 5. The fraction is computed assuming that all i-by-j queries are
equally likely. So, in 2 dimensions probability of having a i-by-j query on an
N-by-N grid is 1

N2 . In 3 dimensions, probability of having an i-by-j-by-k query
on an N-by-N-by-N grid is 1

N3 . In 2 dimensions all the queries can be retrieved
in worst case cost of OPT+1. In 3 dimensions, for prime numbers, fraction of
queries that can be optimally divided into hyper-rectangles is low (optimal is
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k rectangles if � ijk
N � = k). Currently, we are working on a number theoretic

explanation of this.
We next investigated how to find c-copy replicated declustering schemes in

d-dimensions with threshold N. Our approach is based on threshold based declus-
tering. We start with the scheme that achieves the best single copy threshold
and use shifted versions as the second or third copy. For each query a bipartite
matching problem needs to be solved to find if that query is optimal or not.
Since we are only interested in whether threshold of N is achievable or not, we
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826 A.Ş. Tosun

only perform matching for queries with ≤ N buckets. The results using 2 copies
for 2 and 3 dimensions is given in figure 6. Using 2 copies threshold of N is not
achievable for large N. Similarly, using 3 copies threshold of N is not achievable
for large N. We believe the minimum number of copies required to achieve a
threshold of N increases as N increases. We have also plotted the line y = x to
show how close we are to achieve the threshold N. In 2-dimensions, threshold of
N is achievable using 2 copies up to 21 and for a few values larger than 21. In 3
dimensions, threshold of N is achievable up to 11 using 2 copies. The approach
we take is somewhat limited and better thresholds are probably possible using
other techniques. We only tested queries of size up to and including N, is some
cases better thresholds are possible.

4 Conclusions and Future Work

In this paper we investigate threshold-based declustering in high dimensions.
We propose high-dimensional bound diagrams to find upper bound on threshold
and generalized periodic allocations based technique to find schemes with good
threshold. When threshold of N is achievable using replicated declustering, by
dividing a large query into hyper-rectangles of size N, worst case results can be
derived for larger queries. Using threshold-based declustering as base copy, we
propose replication scheme to find replicated declustering schemes with thresh-
old N. Future work includes investigation of upper bound for threshold using
multiple copies and derivation of replicated declustering schemes with better
threshold values.
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Abstract. In this paper we introduce a novel architecture for data processing,
based on a functional fusion between a data and a computation layer. We show
how such an architecture can be leveraged to offer significant speedups for data
processing jobs such as data analysis and mining over large data sets.

One novel contribution of our solution is its data-driven approach. The com-
putation infrastructure is controlled from within the data layer. Grid compute job
submission events are based within the query processor on the DBMS side and in
effect controlled by the data processing job to be performed. This allows the early
deployment of on-the-fly data aggregation techniques, minimizing the amount of
data to be transfered to/from compute nodes and is in stark contrast to existing
Grid solutions that interact with data layers mainly as external “storage”.

We validate this in a scenario derived from a real business deployment, in-
volving financial customer profiling using common types of data analytics (e.g.,
linear regression analysis). Experimental results show significant speedups. For
example, using a grid of only 12 non-dedicated nodes, we observed a speedup of
approximately 1000% in a scenario involving complex linear regression analysis
data mining computations for commercial customer profiling.

1 Introduction

As increasingly fast networks connect vast numbers of cheaper computation and storage
resources, the promise of “grids” as paradigms of optimized, heterogeneous resource
sharing across boundaries [6], becomes closer to full realization. It already delivered
significant successes in projects such as the Grid Physics Network (GriPhyN) [9] and
the Particle Physics Data Grid (PPDG) [15]. While these examples are mostly special-
ized scientific applications, involving lengthy processing of massive data sets (usually
files), projects such as Condor [5] and Globus [7] aim at exploring “computational
grids” from a declared more main-stream perspective.

There are two aspects of processing in such frameworks. On the one hand, we find
the computation resource allocation aspect (“computational grid”). On the other hand
however data accessibility and associated placement issues are also naturally paramount
(“data grid”). Responses to these important data grid challenges include high perfor-
mance file sharing techniques, file-systems and protocols such as GridFTP, the Globus

K.V. Andersen, J. Debenham, and R. Wagner (Eds.): DEXA 2005, LNCS 3588, pp. 828–837, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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Replica Catalog and Management tools [8] in Globus, NeST, Chirp, BAD-FS [16] ,
STORK [4] , Parrot [3] , Kangaroo [2] and DiskRouter [1] in Condor. The ultimate goal
of grids is (arguably) an increasingly optimized use of existing compute resources and
an associated increase of end-to-end processing quality (e.g. lower execution times).
Intuitively, a tighter integration of the two grid aspects (“computational” and “data”)
could yield significant advantages e.g., due to the potential for optimized, faster access
to data, decreasing overall execution times, increasing associated Quality of Service
metrics. There are significant challenges to such an integration, including the minimiza-
tion of data transfer costs by performing initial data-reducing aggregation, placement
scheduling for massive data and fast-changing access patterns, the ability to directly
handle data consistency and freshness.

In this work we propose, analyze and experimentally validate a novel integrated
data-driven grid-infrastructure in a data mining framework. Computation jobs can now
be formulated, provisioned and transparently scheduled from within the database query
layer to the background compute Grid. Such jobs include e.g., the computation of an-
alytical functions over a data subset at the end of which the result is returned back in
a data layer (either by reference to a specific location or inline, as a result of the job
execution). To do so, we designed and implemented a light-weight, minimum overhead
grid scheduling and management software, a proof of concept implementation of the
data-driven computation scheduling paradigm. The tightly data-layer integrated design
presented significant new foundational and implementation challenges in both the data
and computational aspects.

On the one hand, apparently, the manipulation of large data sets from within the
data layer becomes easier. While this is true in principle, it does not come without
additional problems to be tackled. Massive parallel data access patterns have the nat-
ural potential to result in data processing bottlenecks. This will require mechanisms
for automatic smart data placement and replication as part of computation staging. On
the other hand, equally challenging we find the (portable) integration of computation
scheduling awareness in a traditional data-layer query engine, without the requirement
of significant alterations to its core. We achieved this by operating within the boundaries
of traditional SQL by providing a set of functional extensions allowing for computa-
tion formulation and external grid scheduling. This was important for two reasons: (i)
portability with other DBMS (e.g. MySQL), (ii) backwards compatibility with existing
applications requiring no major code rewriting to benefit from the grid infrastructure.

Another main design insight behind our implementation is that (arguably) any global
grid is ultimately composed of clustered resources at its edge. It is then only natural to
represent it as a hierarchy of computation clusters and associated close-proximity data
sources. Using our end-to-end solution (data-layer aggregation and compute grid invoca-
tion), in our considered application domain (data analysis for predictive modeling) signif-
icant speed-ups have been achieved versus the traditional case of data-layer processing.

Using a grid of only 12 non-dedicated nodes, we observed a speedup of approxi-
mately 1000% in a scenario involving complex linear regression analysis data mining
computations for commercial customer profiling.

Thus, the main contributions of this work include: (i) the proposal, design and im-
plementation of a novel paradigm for grid scheduling from within a relational DBMS
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data-layer, allowing for speedups to be of impact at the actual relational algebra level,
(ii) the use of data-aggregation techniques minimizing transfer overhead and optimiz-
ing the trade-off between required data migration costs and actual speed-up benefits,
(iii) the design and implementation of a supporting grid management solution and (iv)
the experimental evaluation thereof in a commercial customer profiling data analysis
scenario.

The paper is structured as follows. Section 2 introduces our main commercial use-
case scenario and explores some of the associated data analytics. Section 3 introduces
the main solution. Section 4 analyzes system performance and discusses experimental
results. Section 5 discusses avenues for further exploration and concludes.

2 Scenario: Real-Time Customer Analytics

Let us now explore an important commonly encountered operation scenario for data
mining in a commercial framework that yielded significant cost and speed-up bene-
fits from our solution: a large company (i.e., with a customer base of millions of cus-
tomers), maintains an active customer transaction database and deploys data mining to
better customize and/or optimize its customer-interaction response and associated costs.
There are two types of customer interactions, each subject to different types of require-
ments and response mechanisms, namely (i) incoming (‘pull” model) inquiries and (ii)
outgoing advertisements (‘push” model, see Figure 1). For space reasons, here we are
discussing (i).

Incoming inquiries (e.g., over the phone, online) are handled in a real-time or short-
notice manner. There are bounds on response-time (e.g., Human-Computer interaction
experiences should feature response times of under 7-8 seconds to be acceptable) [17]
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Fig. 1. Push/pull customer interaction scenario.
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to be satisfied. Due to their customer-initiated nature, these interactions could be (intu-
itively) quite valuable, thus additional resources and care should be taken in satisfying
real-time and quality aspects. An imprecise but fast initial “pre”-response might be of-
ten preferable to an exact but slow one, as it is likely that higher waiting-times would
result in a drop in overall customer satisfaction.

The company’s response data is based on previously recorded customer “profiles”,
composed of a history of transactions and a set of related predictive models (e.g. an-
swering questions like “what is the likelihood of this customer to buy a specific product
in the next 2 weeks”). Such profiles need to be maintained with sufficient (preferably
maximal) accuracy and the associated (predictive) models re- computed periodically or
as part of an event- driven paradigm in which associate customer events trigger individ-
ual model re- computations. Scalability issues need to be carefully considered and sized
to the potentially large number of close-timed events. Higher predictive model accuracy
can be attained by enabling speedups in the model computation and then performing
these more often and with increasing accuracy constraints (more CPU cycles required).
Often, the per-customer nature of profiling naturally allows model generation tasks to
be out-sourced to a computation grid, thus providing opportunities for scalability.

In an incoming interaction, often the center-point (and likely the most expensive) is
processing a function of the immediate input data and the customer predictive models
in the stored profile (“model scoring”). Often, also, new models need to be computed
on the fly. Because of its real-time nature, and the potential for thousands of simul-
taneous incoming customer requests, this scenario is extremely challenging. It would
benefit from an ability to outsource different simultaneous model scoring tasks to a
computation grid.

To understand the size of this problem, let us quantify some of the previous state-
ments. To do so we outline an actual deployment case business scenario for which the
orders of magnitude of the values have been preserved. In this scenario, incoming cus-
tomer calls and online system accesses are event-triggering.

Let us assume a customer base of over 10 million customers. Roughly 0.1% (10k)
of them are active at any point in time (interactive and automated phone calls, web
access, other automated systems). Preferably, the company response in each and ev-
ery transaction should be optimally tailored (i.e., through on-demand data mining) to
maximize profit and customer satisfaction. On average, only 75% (7.5k) of these ac-
tive (meta)transactions are resulting in actual data mining tasks and, for each second,
only 20% of these task- triggering customers require data mining. To function within
the required response-behavior boundary, the company has to thus handle a continuous
parallel throughput of 1500 (possibly complex) simultaneous data mining jobs. Achiev-
ing this throughput at the computation and data I/O level is very challenging from both
a cost and scalability viewpoint.

3 Proposed Solution

Our end-to-end solution comprises several major components: modeling, aggregation
and computation outsourcing (in the data layer) and grid scheduling and management
(grid layer).
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3.1 Data Layer Overview

Designing specifically for data mining over large data sets, requires a careful consider-
ation of network data transfer overheads. As traditional data mining solutions are often
based on code directly executed inside the database query processor, these overheads
could often be reduced by an initial data aggregation step performed inside the data
layer, before outsourcing the more computation heavy model generation tasks.

We propose a design that (i) tightly integrates the grid with the data layer and (ii)
hides its management complexity by transparently performing behind the scenes. Our
solution allows for dispatching of multiple simultaneous data processing tasks from
within the query processor (i.e. SQL level) by performing simple calls through a user
defined function (UDF) mechanism. At the completion of these tasks, their results be-
come available within the actual data layer, ready for further processing.

The interaction between the data layer and compute grid is composed of two ele-
ments: (a) a grid-data layer interface and (b) data placement/replication mechanisms.
Here we detail (a) and briefly outline a design for (b).

Job submission is initiated in the database and forwarded to the main computation
grid through a web-service interface exposing the main grid scheduling control knobs.
This interaction is enabled by user defined functions (UDF) within DB2. Present in
a majority of big-vendor DBMS solutions including DB2 [11], Oracle [14] and SQL
Server [13], UDFs are SQL-extensions that allow interaction with host-language func-
tions for performing customized tasks. The UDF concept presents a host of advantages,
including the ability to modularize an application, to provide custom functionality not
offered within the database, to reuse and share code etc.

The grid scheduler controls are exposed through a webservice interface. Through
the XML Extender [12] and its SOAP messaging capabilities, DB2 provides the ability
to create UDFs that interact with webservices. This allows the invocation of job sub-
mission methods exposed by the schedulers in the compute grid layer (see Figure 2 (a)).
This invocation is asynchronous so as to not block the calling thread and to allow actual
parallelism in data processing. Incidentally, due to DB2’s internal query handling, in
this particular case, additional advantages are obtained through the use of the GROUP
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BY clause which can also benefit from potential SMP (symmetric multi-processor) par-
allelism behind the scenes.

While extensive details are out of the current scope, for illustration purposes, let us
discuss here the following query:

SELECT c_id, reg_analysis_grid(reg_agg(c_assets))
FROM customer_tx WHERE c_age < 21 GROUP BY c_id

After the initial aggregation step (performed by reg agg()) the resulting computations
are outsourced to the grid (grouped by customer, c id) through the reg analysis grid()
UDF. This constructs the necessary SOAP envelopes, converts the arguments to a seri-
alizable format and invokes the grid scheduler with two parameters for each customer:
(i) an URL reference to the external regression analysis code (located in the grid code-
base, see Figure 3) and (ii) a reference to the aggregate input data.

There are two alternatives for data transfer to/from the compute grid: inline (as an
actual parameter in the job submission – suitable for small amounts of input data and
close local clusters) and by-reference where actual input data sources are identified as
part of the job submission – suitable for massive data processing in a global grid. To
support the input/output data by reference paradigm, in our design data replication is
activated by the meta-scheduler at the grid cluster level, leveraging ‘close” data stores
and linking in with future data replication/placement mechanisms (e.g., Information
Integration [10]) if the data is ‘far” (see Figure 3).

3.2 Computation Layer Overview

XG is our experimental grid management solution custom designed for tight data-layer
integration. It enables a hierarchical grid structure of individual fast(er)-bus compute
clusters (at the extreme just a single machine). This design derived from the insight
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that (arguably) a majority of grid infra-structures are to be composed of multiple high-
speed cluster networks linked by lower speed inter-networks. Designing an awareness
of this clustering structure in the actual grid allows for location-based scheduling and
associated data integration and replication algorithms.

The grid hierarchy is supported by the concept of a meta-scheduler (Figure 3), a
software entity able to control a set of other individual (meta)schedulers in a hierarchical
fashion, composing a multi-clustered architecture. Job submission at any entry-point in
this hierarchy results in an execution in the corresponding connected subtree (or sub-
graph). At the cluster level (Figure 2 (b)) a scheduler (xg.sched.Scheduler) is managing
a set of computation nodes. A node is composed (among others) of an Execution Engine
(xg.blade.ExecutionEngine) and a monitor (xg.blade.BladeMonitor).

The scheduler deploys a discovery protocol (BladesDiscovery) for automatic dis-
covery of available compute resources, a polling mechanism (BladesPoller) for moni-
toring job progress and notifications for job rescheduling (e.g., in case of failures) and a
scheduling algorithm for job scheduling. The scheduling algorithm is designed as a plu-
gin within the scheduler, allowing for different scheduling policies to be hot- swapped.
For inter-operability, the schedulers are designed be invoked (e.g. for job scheduling)
through a web-service interface. It allows for job submission (with both inline and by-
reference data), job monitoring and result retrieval when the persistence of results was
requested in the job submission step.

4 Experimental Results

We performed experiments on a grid cluster composed of 70 general purpose 1.2GHz
Linux boxes with approximately 256MB of RAM each. The data layer used deployed
IBM DB2 ver. 8.2. with the XML Extender [12] enabled.

4.1 Linear Regression Model

We implemented code for linear regression modeling. In order to be able to easily assess
actual job computation times (required for the next experiments), we first evaluated its
behavior to varying input size (number of tuples of the input data set).
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As can be seen from Figure 4 (a) a naturally linear dependency was observed. The
proof-of-concept un-optimized code can handle 73k tuples/sec in the considered setup.
We estimate 1−2 orders of magnitude speed-up in an optimized industry-level version.

This linearity allows the construction of a natural metric evaluating the amount of
computation associated with a certain job. In the following we are going to use the term
“job size” to denote the amount of input data corresponding to the considered job(s).
This metric naturally identifies the amount of CPU cycles a certain job will require and
is arguably independent from the speed of the deployed CPU. Another related metric
could be defined by a translation to actual MIPS numbers but we feel this would be out
of scope and of no additional benefit in this framework.

4.2 Grid Speed-Ups

Once a “job size” metric was established, we proceeded by evaluating the actual speed-
ups of the model generation process with increasing number of grid nodes. The mining
job load was generated by issuing a GROUP BY query (as described in Section 3.1) that
resulted in 100 regression analysis jobs (e.g., one model for each of 100 customers).

In Figure 4 (b) it can be seen that the solution naturally scales. In a scenario with
100 jobs of input size 90k, execution time went down from roughly 112 seconds for one
compute node, to about 11 seconds when 12 nodes where deployed.

In Figure 4 (c) the grid speed-up is analyzed from a 3-dimensional perspective. The
question answered here is: does the design scale in both the number of jobs and the
number of available compute resources? Noting the upper-left to lower-right tilt of the
execution time surface is providing the answer. It basically confirms that as the number
of jobs goes up, the implemented scheduling algorithm discovers and utilizes available
compute resources properly.

4.3 Overheads

Another question of importance is whether the scheduling and overheads are stable and
allow for arbitrary scaling in the number of jobs. In Figure 5 (a) it can be seen that
the overall scheduling overhead is linear in the number of jobs, as expected. It aver-
ages about 40ms per job in the experimental proof-of-concept Java release. Significant
speed-ups can be obtained in an optimized version.

Additionally we observed (see also Figure 5 (a)) a slight, (arguably) insignificant,
increase in scheduling times with increasing number of nodes. The causes for this are
two fold: (i) resource matching, blade and runtime job monitoring all take additional
time, likely directly proportional to the size of the resource pool (i.e., number of nodes
in this case) and (ii) we believe a certain “collision” factor (e.g., due to using the same
network bus) is also associated with migrating jobs to a larger number of nodes.

Figure 5 (b) shows a result depicting direct inline result transfer overheads for the
considered scenario. It can be seen that the behavior is also stable and linear, averaging
about 35 ms per job. If the data is passed by reference these overheads are not occurring
directly, but are rather hidden in the process of result transfer back to the data sources,
directly from the grid to the data layer.
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4.4 Scalability

Figure 5 (c) explores whether the solution actually scales for varying job sizes. In other
words, what happens if the jobs become so “small” that their execution time is com-
parable to or even lower than the observed overheads? Does deploying such a solution
still make sense? It can be observed that, intuitively, the most benefits are reaped in the
case of large jobs. However, the upper-left to lower-right tilt again confirms that overall,
the grid scales favorably and execution times are reduced even in the case of multiple
small jobs.

5 Conclusions

In this work we introduced a novel architecture for data processing, a functional fu-
sion between a data and a computation layer. We then experimentally showed how our
solution can be leveraged for significant benefits in data processing jobs such as data
analysis and mining over large data sets.

There are significant open avenues for future research. While in this initial effort we
dealt with mostly independently executing jobs, increased capabilities and expression
power can be achieved by the integration of a message passing interface solution in
the compute grid, allowing jobs to communicate and synchronize. Failure recovery is
currently based solely on job re-scheduling to different compute nodes. Check-pointing
would increase the ability to better deal with large jobs in a failure-prone environment.

Security is of paramount importance. Privacy-preserving primitives for data pro-
cessing in (possibly hostile, eavesdropping) compute grid-environments should be ad-
dressed and deployed. More-over, it is essential to take resource scheduling to a new
level and treat both data placement and computation scheduling as first class citizens.
This becomes especially relevant in on-demand environments where a maximal through-
put in data and compute intensive application is not possible using current manual data
partitioning and staging methods.
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Last but not least, we believe grid-aware query processing to be an exciting avenue
for future research, ultimately resulting in a computation aware grid query optimizer
within a traditional DBMS query processor.
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Abstract. In this article, we investigate the hybrid spatial reasoning
problem in geographic information system, which can be formulated as
a hybrid formalism, which combines two essential formalisms in qualita-
tive spatial reasoning: topological formalism and cardinal direction for-
malism. Although much work has been done in developing composition
tables for these formalisms, the previous research for integrating het-
erogeneous formalisms was not sufficient. Instead of using conventional
composition tables, we investigate the interactions between topological
and cardinal directional relations with the aid of rules that are used ef-
ficiently in many research fields such as content-based image retrieval.
These rules are shown to be sound, i.e. the deductions are logically cor-
rect. Based on these rules, an improved constraint propagation algorithm
is introduced to enforce the path consistency.

1 Introduction

Combining and integrating different kinds of knowledge is an emerging and chal-
lenging issue in Qualitative Spatial Reasoning (QSR), content-based image re-
trieval and computer vision, etc. For an example in Geographic Information
System (GIS), Assume that we are given two map layers, we know that region
A is north of region B and B overlaps with region C from one layer, and that
region C is north of region D from the other. What are the cardinal direction
relation and topological relation between regions A and D? Obviously, we need
to investigate the reasoning problem with the hybrid system combining topolog-
ical and directional relations between spatial regions to derive potential spatial
relations. The spatial reasoning technique becomes the research focus for it can
avoid time-consuming geometric computation. Gerevini and Renz [1] have dealt
with the combination of topological knowledge and metric size knowledge in
QSR, and Isli et al. [2] have combined the cardinal direction knowledge and the
relative orientation knowledge.

To combine topological and directional relations, Sharma [3] represented
topological and cardinal relations as interval relations along two axes, e.g., hor-
izontal and vertical axes. Based on Allen’s composition table [4] for temporal
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interval relations, Sharma identifies all of the composition tables combining topo-
logical and directional relations. But his model approximated regions with Min-
imal Boundary Rectangles (MBRs), and if a more precise model (e.g., in this
paper) is used, his composition tables will not be appropriate. We base our work
on a topological model [7] and Goyal and Egenhofer’s model [8].

In this paper, we detail various interaction rules between two formalisms
and we also investigate the computational problems in the formalism combining
topological and cardinal directional relations.

In the next section, we give the background for this paper. The interaction
rules are introduced in section 3, which are used to implement our new path
consistency algorithm in section 5 after some definitions and terminologies are
prepared in section 4. In section 6, the conclusion is given.

2 Background

We first introduce the two formalisms of topological and cardinal directional
relations, respectively. The region considered in this paper is a point-set home-
omorphic to a unit disk in Euclidean space R2.

2.1 Topology Formalism

Topology is perhaps the most fundamental aspect of space. Topological relations
are invariant under topological transformations, such as translation, scaling, and
rotation. Examples are terms like neighbor and disjoint [6]. RCC8 is a formal-
ism dealing with a set of eight jointly exhaustive and pairwise disjoint (JEPD)
relations, called basic relations, denoted as DC, EC, PO, EQ, TPP , NTPP ,
TPPi, NTPPi, with the meaning of DisConnected, Extensionally Connected,
Partial Overlap, EQual, Tangential Proper Part, Non-Tangential Proper Part,
and their converses (see Fig.1). Exactly one of these relations holds between any
two spatial regions. In this paper, we will focus on RCC8 formalism.

Randell et al. [7] presented a formalism defining these RCC8 relations by
assuming a primitive dyadic relation: C(x, y) read as ’x connects with y’. C(x, y)
holds when the topological closures of regions x and y share a common point. The
relation C(x, y) is reflexive and symmetric, i.e., ∀xC(x, x) and ∀xy[C(x, y) →
C(y, x)]. Using C(x, y), the dyadic relations P (x, y) (’x is part of y’), PP (x, y)
(’x is proper part of y’) and O(x, y) (’x overlaps y’) can be defined as:
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Fig. 1. Two-dimensional examples for the eight basic relations of RCC8
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P (x, y) ≡def ∀z[C(z, x) → C(z, y)] ,
PP (x, y) ≡def P (x, y) ∧ ¬P (y, x)

and O(x, y) ≡def ∃z[P (z, x) ∧ P (z, y)] ,
respectively, and then the RCC8 relations are defined as follows.

DC(x, y) ≡def ¬C(x, y) (2.1)

EC(x, y) ≡def C(x, y) ∧ ¬O(x, y) (2.2)
PO(x, y) ≡def O(x, y) ∧ ¬P (x, y) ∧ ¬P (y, x) (2.3)

TPP (x, y) ≡def PP (x, y) ∧ ∃z[EC(z, x) ∧ EC(z, y)] (2.4)
NTPP (x, y) ≡def PP (x, y) ∧ ¬∃z[EC(z, x) ∧ EC(z, y)] (2.5)

TPPi(x, y) ≡def TPP (y, x) (2.6)
NTPPi(x, y) ≡def NTPP (y, x) (2.7)

EQ(x, y) ≡def P (x, y) ∧ P (y, x) (2.8)

2.2 Cardinal Direction Formalism

Goyal and Egenhofer [8] introduced a direction-relation model for extended
spatial objects that considers the influence of the objects’ shapes. It uses
the projection-based direction partitions and an extrinsic reference system,
and considers the exact representation of the target object with respect to
the reference frame. The reference frame with a polygon as reference object
has nine direction tiles: north (NA), northeast (NEA), east (EA), southeast
(SEA), south (SA), southwest (SWA), west (WA), northwest (NWA), and same
(OA, i.e., the minimum bounding rectangle) (see Fig.2). The cardinal direction
from the reference object to a target is described by recording those tiles into which
at least one part of the target object falls. We call the relations where the tar-
get object occupies one tile of the reference object single-tile relations, and others
multi-tile relations. We denote this formalism by CDF(Cardinal Direction For-
malism) for brevity. It should be noted that Sharma [3] did not consider the kind
of multi-tile relation and the intermediate relations, i.e., NW, NE, SE and SW.

Let A be a region. The greatest lower bound of the projection of region A
on the x -axis (respectively y-axis) is denoted by infx(A) (respectively infy(A)).
The least upper bound of the projection of region A on the x -axis (respectively
y-axis) is denoted by supx(A) (respectively supy(A)). The minimum bounding
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Fig. 2. Capturing the cardinal direction relation between two polygons, A and B,
through the projection-based partitions around A as the reference object
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box of a region A, denoted by MBB(A), is the box formed by the straight
lines x = infx(A), x = supx(A), y = infy(A) and y = supy(A). Based on
these symbols, Skiadopoulos and Koubarakis [9] formally defined the cardinal
directional relations.

a O b ⇔ infx(b) ≤ infx(a), supx(a) ≤ supx(b), infy(b) ≤ infy(a),
supy(a) ≤ supy(b) (2.9)

a S b ⇔ supy(a) ≤ infy(b), infx(b) ≤ infx(a), supx(a) ≤ supx(b) (2.10)
a SW b ⇔ supx(a) ≤ infx(b), supy(a) ≤ infy(b) (2.11)

a W b ⇔ supx(a) ≤ infx(b), infy(b) ≤ infy(a), supy(a) ≤ supy(b) (2.12)
a NW b ⇔ supx(a) ≤ infx(b), supy(b) ≤ infy(a) (2.13)

a N b ⇔ supy(b) ≤ infy(a), infx(b) ≤ infx(a), supx(a) ≤ supx(b) (2.14)
a NE b ⇔ supx(b) ≤ infx(a), supy(b) ≤ infy(a) (2.15)

a E b ⇔ supx(b) ≤ infx(a), infy(b) ≤ infy(a), supy(a) ≤ supy(b) (2.16)
a SE b ⇔ supx(b) ≤ infx(a), supy(a) ≤ infy(b) (2.17)

a R1 : · · · : Rk b, 2 ≤ k ≤ 9,⇔ there exists regionsa1, · · · , aksuch that
a = a1 ∪ · · · ∪ ak, a1R1b, a2R2b, · · · ,

andak Rk b (2.18)

3 Interaction Rules Between RCC8 and CDF

The internal operations, including converse and composition, on RCC8 can be
found in [10]. The internal operations on CDF have been investigated in [9] and
[11]. In order to integrate these two formalisms, we must investigate interaction
rules between them. These rules are very useful to improve the spatial reason-
ing and can be the complement of the present composition tables. The spatial
reasoning based on rules is more efficient and extended easily in the future as
Sistla et al. [5] indicated.

The notation and representation of these rules are similar to [5], i.e. each rule
will be written as r :: r1, r2, · · · , rk, where r is called the head of the rule, which
is deduced by the list r1, r2, · · · , rk called the body of the rule.

To facilitate the representation of the interaction rules, we denote a basic
cardinal direction (i.e., single-tile or multi-tile relation) relation by a set SB,
which includes at most nine elements, i.e. the nine single-tile cardinal direc-
tion relations. For example, a relation O:S:SE:SN (multi-tile relation) can be
denoted by {O,S,SE,SN }. The general cardinal direction relation (i.e., a ba-
sic cardinal direction relation or the disjunction of basic cardinal direction re-
lations) can be regarded as a superset GB, whose element is the kind of set
SB. So we have the relation: SB ∈ GB . The universal relation is the set
BIN = {O, N, NE, E, SE, S, SW, W, NW}, and the universe, i.e. the set of all
possible cardinal relations, is denoted by U.

Now, we present a system of rules for deducing new spatial relations from
existing ones.
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3.1 Rules for Deducing CDF Relations from RCC8 Relations
(RCC8 → CDF)

Assuming that there exists some RCC8 relation between two regions A and B
and we want to know the potential cardinal direction relations between them,
we show the deduction rules in three cases and give their proofs if necessary.

Case 1 From the RCC8 relation A DC B, we can not specify the CDF relation
between them, i.e.,

A U B :: A DC B, (3.1)
where U is the universe of possible CDF relations between two non-empty and
connected regions.

This rule is obvious, because the DC relation is the least restricted relation
between two regions.

Case 2 Let x denote any relation symbol in {EC, PO, TPPi, NTPPi}. We
have the following rule for each x. Because this rule is difficult to represent, we
adopt first-order logic and the notations for CDF.

∀SB ∈ GB(A, B), O ∈ SB :: A x B (3.2)

Proof. According to definitions (2.2), (2.3), (2.6) and (2.7), A and B must have
a common part. From B ⊆MBB(B), it follows that A and MBB(B) must have a
common part (i.e., A∩MBB(B)	=Ø). According to the definitions (2.18) and (2.9),
region A must have a part which satisfies the relation O with respect to B. "4

Case 3 Let x denote any of the relation symbols in {TPP, NTPP, EQ}. We
have the following rule for each such x.

A O B :: A x B (3.3)

Proof. From the relation A x B, we have A⊆B. Hence A⊆MBB(B). According to
the definition (2.9) for CDF relation O, we conclude that the relation A O B holds.

"4

3.2 Rules for Deducing RCC8 Relations from CDF Relations (CDF
→ RCC8)

In this section, we will investigate the rules deducing RCC8 relation between
any two regions A and B from the CDF relation between them in three cases.

Case 1 Let y denote any relation symbol in {DC, EC, PO, TPP, NTPP,
EQ, TPPi} (i.e., NTPPi). We have the following rule.

A y B :: A O B (3.4)

Proof. From the relation A O B and the definition (2.9), we have A⊆MBB(B).
we can construct a scenario where A⊆MBB(B) and A y B are simultaneously
satisfied. We now prove the relation A NTPPi B is impossible if A O B holds.
According to definitions (2.5) and (2.7), it is clear that there must be a part
belonging to A which is outside of MBB(B). Hence the CDF relation between
A and B must be a multi-tile one according to the definition (2.18). So there is
a contradiction. "4
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Case 2 Let x denote a cardinal direction relation which is a multi-tile relation
at least including O and another single-tile relation, for example {O:N:NE}. Let
y denote the relation set {DC, EC, PO, TPPi, NTPPi}, which means y can be
anyone of these relations. We have the rule below.

A y B :: A x B (3.5)

Proof. From the relation x, we know there must be a part of A in MBB(B),
and another outside it. So any of the RCC8 relations {TPP, NTPP, EQ} is
impossible, because, if so, A will be contained in MBB(B). "4

Case 3 Let x denote any of the cardinal direction relations which do not
contain O. Another rule can be described as follows.

A DC B :: A x B (3.6)

Proof. This rule is obvious. Because x does not contain relation O, we have
A∩MBB(B)=Ø. Hence A∩B=Ø, it follows A DC B according to definition (2.1)
for RCC8 relation DC. "4

3.3 Rules for Deducing Relations from the Composition of RCC8
and CDF Relations (RCC8 ◦ CDF)

We will discuss these rules in three cases.
Case 1 Let x denote any of the relation symbols in {TPP, NTPP}, y any

CDF relation and z the induced CDF relation. The rule is described as follows.
A z C :: A x B, B y C, (3.7)

Where, if y is a single-tile CDF relation, z equals y, and if y is a multi-tile CDF
relation, z is any subset of y.

Proof. From A{TPP, NTPP} B, We know A⊆B. Hence, if B satisfies a single-
tile CDF relation with respect to C, A must also satisfy it. Then it follows
that A y C holds. We now consider the situation where y is a multi-tile CDF
relation. According to definition (2.18), B can be regarded as consisting of several
subregions which satisfy single-tile relations in y with respect to C, respectively.
So region A can be one of, or consist several of these subregions. It follows that
the relation z can be any subset of y. "4

Case 2 This rule is similar to the above except that x is anyone of the relation
symbols in {TPPi, NTPPi}. So we have the relation A⊇B. It follows that the
rule can be described as follows.

A z C :: A x B, B y C, (3.8)
where z is any superset of y, i.e. y is the subset of z.

Case 3 This rule is obvious, so we present it directly.
A y C :: A EQ B, B y C (3.9)

The rules for deducing RCC8 relations from the composition of RCC8 and CDF
relations can be derived by combining the above rules (3.7)-(3.9) and rules (3.4)-
(3.6).



844 H. Sun and W. Li

3.4 Rules for Deducing Relations from the Composition of CDF
and RCC8 Relations (CDF ◦ RCC8)

The rules are presented in three cases as follows
Case 1 Let x denote any single-tile CDF relation and y denote the deduced

CDF relation. The rule is described as follows.
A y C :: A x B, C {TPP, NTPP} B, (3.10)

Where, if x is any of the relation symbols in {NW, NE, SE, SW}, y equals x, and
if x is N (respectively S, E or W), y is any subset of {NW, N, NE} (respectively
{SW, S, SE}, {NE, E, SE} or {SW, W, NW}).
Proof. To prove the first case, we take the relation NW for example. From the
relation C {TPP, NTPP} B and definitions (2.4) and (2.5), we have the following
ordering relations: supx(C)≤supx(B), inf x(B)≤inf x(C), supy(C)≤supy(B) and
inf y(B)≤inf y(C). From the relation A NW B, we can list the following ordering
relations according to its definition (2.13): supx(A) ≤ inf x(B) and supy(B) ≤
inf y(A).

From the above ordering relations and transitivity of ≤, we see that supx(A)≤
inf x(C) and supy(C)≤ inf y(A), which corresponds to the definition (2.13). The
proof for NE, SE or SW is similar.

The second case can be proved similarly. "4
Case 2 Using the above methods, we can also verify the following rule.

A y C :: A x B, C {TPPi, NTPPi} B, (3.11)
Where, if x is SW (respectively NW, NE or SE), y is any subset of {W, SW, S,
O}(respectively {N, NW, W, O}, {N, NE, E, O}, or {E, SE, S, O}), and if x is
N (respectively S, E or W), y is any subset of {N, O} (respectively {S, O}, {E,
O} or {W, O}).

Case 3 Let x denote any CDF relation. This rule is obvious. We just describe
it directly as follows.

A x C :: A x B, B EQ C (3.12)
The rules for deducing RCC8 relations from the composition of CDF and

RCC8 relations can be derived by combining the above rules (3.10)-(3.12) and
rules (3.4)-(3.6).

3.5 Composite Rules

The advocation of the rules in this section is motivated by such situations where
given the relations A N B, B PO C, C N D, what is the relation between A and
D? We can not find the answer using the above rules and we should find more
powerful rules.

Sharma [3] verified and extended [12]’s inference rule:
A x D :: A x B, B y C, C x D .

In this paper, we adapt this rule to our model and investigate its properties.
Let R denote any of the RCC8 relation symbols in {EC, PO, TPP, NTPP,
TPPi, NTPPi, EQ}, x and y denote any single-tile CDF relation and z denote
the deduced CDF relation, respectively. These rules are discussed in three cases.
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Case 1
A z D :: A x B, B R C, C y D, (3.13)

where x is N (respectively S, W, or E), y is any of the relation symbols in {NW,
N, NE}(respectively {SW, S, SE}, {NW, W, SW}, or {NE, E, SE}) and then
z is any subset of {NW, N, NE}(respectively {SW, S, SE}, {NW, W, SW}, or
{NE, E, SE}).
Proof. When x is N and y is NW, we have the relations A N B, B R C and C
NW D. From A N B and the definition (2.14), we have the following ordering
relations: supy(B)≤inf y(A), inf x(B)≤inf x(A) and supx(A)≤supx(B).

From C NW D and the definition (2.13) for relation NW, we have the fol-
lowing ordering relations: supx(C) ≤ inf x(D) and supy(D) ≤ inf y(C).

From B R C, we know that B∩C 	=Ø. So let p be an arbitrary point in
B∩C. px is its x -coordinate and py its y-coordinate, respectively. So, p satisfies
the following ordering relations. infx(B)≤ px≤supx(B), infx(C)≤px≤supx(C),
infy(B)≤py≤supy(B) and infy(C)≤ py≤supy(C).

From the above ordering relations and transitivity of ≤, we have the resulting
ordering relation supy(D)≤inf y(A), which means the possible relations between
A and D can be A N D, A NW D, A NE D, A N:NW D or A N:NE D, i.e.,
all the subsets of {NW, N, NE}. When y is N or NE, the same result can be
derived. Other cases can be proved similarly. "4

Using the above methods, we can validate the following two rules.
Case 2

A z D :: A x B, B R C, C y D, (3.14)
where x is any of the relation symbols in {NW, NE}(respectively {SW, SE},
{NW, SW}, or {NE, SE}), y is N (respectively S, W, or E) and then z is any
subset of {x, N}(respectively {x, S}, {x, W}, or {x, E}), i.e., when x is NE and
y is N, then z is any subset of {NE, N}.

Case 3
A z D :: A x B, B R C, C y D, (3.15)

where x is NW (respectively SW, NE, or SE), y equals x, and then z is NW
(respectively SW, NE, or SE).

4 Terminologies and Definitions

If every one of the constraints in a Constraint Satisfaction Problem (CSP) in-
volves two variables (possibly the same) and asserts that the pair of values as-
signed to those variables must lie in a certain binary relation, then the constraint
satisfaction problem is called Binary Constraint Satisfaction Problem.

We define an RCC8-BCSP as a BCSP of which the constraints are RCC8
relations on pairs of the variables. The universe of a RCC8-BCSP is the set R2

of regions anyone of which is a point-set homeomorphic to a unit disk. Similarly
we can define CDF-BCSP as a BCSP of which the constraints are CDF relations
on pairs of the variables and the universe is the set R2 of regions anyone of which
is a point-set homeomorphic to a unit disk, and RDF-BCSP as a BCSP of which
the constraints consist of a conjunction of RCC8 relations and CDF relations on
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pairs of the variables and the universe is the set R2 of regions anyone of which
is a point-set homeomorphic to a unit disk.

A binary constraint problem with n variables and universe U can be simply
viewed as an n-by-n matrix M of binary relations over U : the relation Mij (in
row i, column j) is the constraint on < xi, xj >.

Let M and N be n-by-n matrices of binary relations. We have definitions as
follows:
(M ◦ N)ij = (Mi0 ◦N0j)∩ (Mi1 ◦N1j)∩ ...∩ (Min−1 ◦Nn−1j) = ∩

k<n
Mik ◦Nkj .

Let M2 = M ◦ M .
An n-by-n constraint matrix M is path-consistent if M ≤ M2.
M is path-consistent just in case Mij ⊆ Mik ◦Mkj . We must note that path

consistency is the necessary, but not sufficient, condition for the consistency of
a BCSP.

5 Path Consistency in RDF-BCSP

To enforce the path consistency in RDF-BCSP, we must consider the interactions
between the RCC8 component and CDF component in RDF-BCSP in addition
to the internal path consistency in RCC8-BCSP and CDF-BCSP, respectively.

We devise a constraint propagation procedure Dpc() for enforcing path con-
sistency in RDF-BCSP, which is adapted from the path consistency algorithm de-
scribed in [4]. Our algorithm employs two queues RCC8-Queue and CDF-Queue,
which are initialized to all pairs (x, y) of the RCC8-BCSP and CDF-BCSP vari-
ables, respectively, verifying x ≤ y (the variables are supposed to be ordered). The
algorithm removes pairs of variables from the two queues in parallel or in turn.
When a pair 〈X, Y〉 of variables of RCC8-BCSP (respectively CDF-BCSP) is re-
moved from RCC8-Queue (respectively CDF-Queue), firstly the RCC8 (respec-
tively CDF) relation on 〈X, Y〉 is converted to the CDF (respectively RCC8) re-
lation on 〈X, Y〉 according to the rules (3.1)-(3.3) (respectively (3.4)-(3.6)). If the
resulting CDF (respectively RCC8) relation on 〈X, Y〉 is different from the origi-
nal relation on 〈X, Y〉, the pair of variables will be entered to the CDF-Queue (re-
spectively RCC8-Queue); Then this CDF (respectively RCC8) relation on the pair
〈X, Y〉 is used to update the CDF (respectivelyRCC8) relations on the neighboring
pairs of variables (pairs sharing at least one variable) according to the prerequisites
in the rules provided by section 3. If a pair is successfully updated, it is entered into
RCC8-Queue (respectively CDF-Queue), if it is not already there, in order to be
considered at a future stage for propagation. This propagation procedure is com-
mon with Allen’s algorithm, what’s different is that the RCC8 (respectively CDF)
relation on every pair of variables will be used to refine the relevant relations ac-
cording to these rules provide by section 3.

The algorithm loops until it terminates if the empty relation, indicating in-
consistency, is detected, or if RCC8-Queue and CDF-Queue become empty, in-
dicating that a fixed point has been reached and the input RDF-BCSP is made
path consistent.
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Theorem 1. The constraint propagation procedure Dpc() runs into completion
in O(n3) time, where n is the number of variables of the input RDF-BCSP.

Proof. The number of variable pairs is O(n2). A pair of variables may be placed in
queue at most a constant number of times (8 for a pair of RCC8 variables, which
is the total number of RCC8 atoms; and 218 for a pair of CDF variables, which
is the total number of CDF basic cardinal direction relations. Every time a pair is
removed from queue for propagation, the procedure performsO(n) operations. "4

6 Conclusions

In this paper, we have combined two essential formalisms in qualitative spatial
reasoning, i.e., RCC8 and cardinal direction formalism. These discussions can be
used to solve the consistency problem in Geographic Information System. The
modeling and computational problems in Fuzzy QSR should be also interesting.
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M.T. Gómez-López, R.M. Gasca, C. Del Valle, and F.T. de la Rosa

Departamento de Lenguajes y Sistemas Informáticos,
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Abstract. Many papers related to Constraint Databases (CDBs) theo-
ries exist, including proposals that present frameworks for the treatment
of constraints as a new data type. Our proposal presents a new way
of storing and manipulating constraints as a usual data, and of making
queries about the constraint variables derived from an Object-Relational
Constraint Database (ORCDB). In this work, the constraints stored in
an ORCDB are only polynomial equality constraints. The proposal is
based on Gröbner bases, constraint consistency and constraint optimisa-
tion techniques. Most works in CDB use spatial-temporal data as a case
study, however this work presents an emergent engineering domain, that
of fault diagnosis.

1 Introduction

This work is based on the necessity of dicovering new ways of storing constraint
information such as spatio-temporal, scientific, medical or engineering data. Cur-
rent databases have limitations in storing constraint data, due to the finite size
of the physical support. Very large databases have delays in retrieving and mod-
ifying information. This type of data makes it necessary to find another method
to represent constraint data as discrete information.

The main objective of this paper is to present a way of storing and query-
ing constraints and their variables. The constraints are stored as objects in
an Object-Relational Constraint Database (ORCDB) using OracleTM 9.i. This
function is indispensable for model-based diagnosis, due to the the lack of so-
lutions creating equivalent systems which depend on the known variables. This
paper proposes a solution to the problem of obtaining the constraints of a system,
by means of asking about their variables.

In order to obtain new constraints inferred from an ORCDB, four different
techniques are used: symbolic techniques, based on Gröbner Bases; constraint
optimisation techniques; constraint consistency; and a combination of symbolic
and constraint consistency techniques.

Constraint Databases (CDBs) have been specially used in the treatment of
spatial-temporal data, however this work demonstrates that other engineering
areas also can benefit from using CDBs. For this reason an emergent engineering
domain is used, that of fault diagnosis.
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This work is organised as follows: Section 2 analyses other previous works.
Section 3 presents model-based diagnosis as a case of study. Section 4 analyses
the most important techniques to develop the architecture. Section 5 shows the
architecture and its most important modules. Sections 6 and 7 present the syntax
and functionality for the creation of an ORCDB, insertion of new records into
tables and for querying an ORCDB. Finally, some conclusions and future work
are presented.

2 Background

Constraint Databases began their development in 1990 with the paper of Kuper,
Kanellakis and Revesz [1], and grew out of the research on Datalog [2] and
Constraint Logic Programming (CLP).

Many database applications have to deal with infinite concepts such as time
and space. However, databases have a finite capacity. The basic idea is that
constraints can be used to represent, in a compact way, data that could be very
large, or even infinite.

There are other methods for implementing and building prototypes for CDBs,
whose main objective is handling spatial-temporal data. The most important
approaches are analysed:

– MLPQ/PReSTO: This proposal [3] presents a combination of MLPQ
(Management of Linear Programming Queries) and PReSTO (Parametric
Rectangle Spatio Temporal Object). MLPQ is a system for the manage-
ment and linear programming query in CDBs. It allows Datalog queries
and the addition of operators over linear functions. PREsTO facilitates the
performance of relational algebra querying systems that change over time.
Although both present similar SQL syntax, they actually use a plane file to
store the information and a Datalog query transformation process.

– DEDALE [4] is one of the first implementations of CDBs based on linear
constraint models. DEDALE provides a language to query CDBs, which
allows information to be obtained and uses a graphical interface to show
the results. In order to represent the constraints, DEDALE uses the object-
oriented paradigm, a more appropriate way to represent complex data. In
this approach all the information is stored as objects. The type of data used
in DEDALE is the spatial data model and a special module is given for
spatial queries.

– CCUBE: (Constraint Object-Oriented Database System) [5] is a constraint
object-oriented database system. The CCUBE system is designed to be used
for the implementation and optimisation of high-level constraint object-
oriented query languages. The CCUBE data manipulation language (Con-
straint Comprehension Calculus) is an integration of constraint calculus for
extensible constraint domains within monoid comprehension. CCUBE gives
an optimisation-level language for object-oriented queries. The data model
for the constraint calculus is based on constraint spatio-temporal (CST)
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objects. CCUBE guarantees polynomial time data complexity whose imple-
mentation uses the linear programming package CPLEX.

3 Diagnosis: A Motivating Example

Fault detection and identification of faulty components are very important com-
pany strategies, due to the economic demand and environment conservation re-
quired to remain in competitive markets. Diagnosis allows us to determine why a
correctly designed system does not work as is expected and is based here on the
monitorization of a system using DX [6] approach [7]. These papers were pro-
posed to identify the discrepancies between the observed and correct behaviour
of systems.

In engineering applications the storage of these data and query processing
are often overlooked. Other works such as [8] have improved the efficiency in
some phases of the model-based diagnosis with CDBs.
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Fig. 1. Diagnosis Example

In this work, a new approach is proposed for querying ORCDBs in order to
obtain equivalent systems which can be diagnosed such as the system shown in
Figure 1. The example presents a group of components, multipliers (Mi) and
adders(Ai), which work together. The use of SQL over constraints makes it
possible to obtain several models. These models are compared to the real values
in order to perform the diagnosis of the system. The location of sensors defines
which variables are observable. Depending on the query, it is possible to know
whether a part or the full system works correctly. It is also possible to obtain a
group of equivalent constraints by replacing the non-observable variables.

4 Computational Techniques

In order to develop our architecture, four different tools are used. The first tool
is the symbolic technique of Gröbner Bases, the second is the use of constraint
consistency technique, the third is the constraint optimisation technique, and
the last tool is a combination of symbolic and constraint consistency techniques.
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4.1 Gröbner Bases

Gröbner bases theory [9] is the origin of many symbolic algorithms used to
manipulate multiple variable polynomials. It is a generalisation of Gauss’s elim-
ination of multivariable lineal equations and of the Euclides algorithm for one-
variable polynomial equations. Gröbner bases have better computational prop-
erties than the original system.

Gröbner bases transform a set of polynomial constraints into a standard form.
By having the set of equality polynomial constraints in the form P = 0, Gröbner
bases produce an equivalent system G = 0 which has the same solutions as the
original.

For our work, there is a function called GröbnerBasis, which calculates
Gröbner bases by means of a finite set of polynomial equations and a set of
output variables, and those variables to be eliminated.

The signature of GröbnerBasis function is:
GröbnerBasis({Polynomials},{Output Variables},{Unwanted Variables})

4.2 Constraint Consistency and Constraint Optimisation
Techniques

The previous problems of engineering can be modelled as Constraint Satisfaction
Problems (CSP) [10]. A CSP consists of a finite set of variables, a domain of
values for each variable and a set of constraints that restrict the combinations
of values of the variables. The aim in a CSP is to determine a value for each
variable so that all constraints in the problem are satisfied. Usually, a combina-
tion of search with consistency techniques is used to solve these problems. The
consistency techniques remove inconsistent values from the domains of the vari-
ables during the search. Several local consistency and optimisation techniques
have been proposed as ways of improving the efficiency of search algorithms.

The consistency techniques are used as a process to obtain the values of
the unknown variables from the known variables, by avoiding the use of sym-
bolic techniques that usually have a higher computational complexity. For the
Constraint Consistency techniques (Subsection 7.2), the search is not necessary
because the domain of the known variables in the queries has just one value.
But constraint optimisation techniques (Subsection 7.3) can have several correct
values, so it is necessary to define an objective and the search is necessary. Our
proposal takes advantages of all these techniques and dynamically builds CSPs
depending on the query. In this work the domain of the integer is the only type
used.

5 The Architecture

The main objective of our work is to add an interface to make the use of con-
straints transparent, by handling Constraint Type as a usual type of data. To
store constraints, the semantics of SQL has been modified, by changing as less as
possible the syntax of the queries. Figure 2 shows the architecture of the system.
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The interaction between the user and the system is through the interface
CROQL (Constraint Relational Object Query Language). The Lexical and Syn-
tactic Analysis module verifies that the query is correct. The SQL Transfor-
mation module obtains the necessary information to perform the query. The
TypeOfQuery module decides which technique is necessary, in order to return
the solution to the user. Depending on the query, one of the four modules (op-
timisation, consistency, symbolic or consistency/symbolic technique) is used. It
is also possible to query the ORCBD without any modification.

ORCDB

Symbolic
Tool

CROQL Interface

Lexical/Syntactic
analysis

SQL
Transformation

Interface
Transformation

Constraint
Consistency

Tool

Consistency &
Symbolic

Tool

Consistency&
Symbolic

Technique

Constraint
Consistency
Technique

Symbolic
Technique

TypeOfQuery

Constraints
Optimization

Tool

Constraints
Optimization
Technique

Fig. 2. Architecture of the system

The user of ORCDBs can ask, in a very easy way, about usual types, con-
straints or variables related to the constraints. The constraints are stored as
objects indexed by the variables which contain them, in order to improve the
execution time for obtaining the constraints related to some variables. In an OR-
CDB it is possible to store the same information because all the information is
stored in a relational database. However when the user asks about information
related to constraints it is necessary to develop some transformations. In order
to clarify when it is necessary to use each part of the architecture, the example
shown in Figure 1 is used.

6 Creating an ORCDB and Inserting Information

In this section, it is shown how it is possible to create and fill an ORCDB. Some
implementation decisions have been accepted to improve the computational time
in the queries, and to make the information versatile. One of the most important
advantages of our proposal is to make the utilisation of constraints transparent
to the user, therefore a very similar syntax of SQL is kept in CROQL.
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6.1 Creating an ORCDB

In order to create an ORCDB the following sentence is used:
CREATE CONSTRAINTDATABASE <database−name>

In our model, when an ORCDB is created, the tables shown in Figure 3
are created too, in order to improve the computational time for obtaining the
constraints related to some variables. These tables allow the identification of
each constraint (table Constraint), each variable (table Variable) and to establish
the relations between the constraints and the variables (Constraint/Variable),
thereby avoiding the study of all constraints.

Constraint/Variable

  (k)IdConstraint : int
  (k)IdVariable : int

Variable

  (k)IdVariable : int
  Name : String

Constraint

  (k)IdConstraint: int
  Constraint: Object

1..1

   1..n

1..n
    1..n

Fig. 3. Tables to index constraints and variables

6.2 Creating a Table in an ORCDB

As our proposal tries to modify SQL syntax as little as possible, the syntax is
not modified at all to create a table. The unique change is that it is possible to
create constraint fields, where < field−typei > is Constraint Type. In our case,
the possible type of constraints is polynomial equality constraints.

For the example shown in Figure 1, the sentence is:
CREATE TABLE Component (IdComponent Integer, Name String,

Behaviour Constraint)

6.3 Inserting New Information into the Tables

If a field of a table has been created as Constraint Type, it is possible to add con-
straint information. Our proposal adds the option to of handling the constraint
as a usual type, such as Integer, String, Date . . .

Therefore, if the user tries to add information of an incorrect type to a field,
an error will be produced as in a relational database. The checking of the type
works as for usual types.

When constraint data is added, indexes are created in the table Constraint
in order to locate constraints more quickly and efficiently.

The users cannot see the indexes, and these are just used to speed up the
queries. These indexes are necessary when constraints are added, and they are
created and stored in an implicit way.

In order to store the example shown in Figure 1 in an ORCDB, one query
could be:

INSERT INTO Component (IdComponent, Name, Behaviour)
VALUES (101, A1, "a + b = e" )

The ORCDB after inserting some components is shown in Figure 4.
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d+g=u6

h+g=k5

……

h*i=j4

e*f=g3

c+d=f2

a+b=e1

ConstraintObjectId

Constraint

d+g=u6

h+g=k5

……

h*i=j4

e*f=g3

c+d=f2

a+b=e1

ConstraintObjectId

Constraint

f6

c5

……

d4

e3

b2

a1

NameId

Variable

f6

c5

……

d4

e3

b2

a1

NameId

Variable

……

42

52

31

21

11

IdVarIdCo

Constraint
Variable

……

42

52

31

21

11

IdVarIdCo

Constraint
Variable

6M36

5A35

………

4M24

3M13

2A22

1A11

BehaviourNameId

Component

6M36

5A35

………

4M24

3M13

2A22

1A11

BehaviourNameId

Component

Fig. 4. Example of tables with stored constraints

7 Querying an ORCDB

This Section describes which part of the system is used depending on the query.
With our methodology, it is possible to query constraint variables, it

means querying <field−name> or <field−name>.VariableName, where
<field−name> is a Constraint Type.

Depending on the query, different parts of the architecture are used:

– If the query involves usual types or constraints stored directly in the ORCDB,
but the query does not involve variables, the query is not transformed.

– If the query involves variables from constraints stored in the ORCDB and
none one of the variables are instantiated, a symbolic tool is used, as ex-
plained in Subsection 7.1.

– If the query involves variables of constraints stored in the ORCDB, where
the objective is defined in the query, a optimisation tool is used. This is
explained in Subsection 7.3.

– If the query involves constraint variables stored in an ORCDB and some
variables are instantiated, there are two possibilities: using consistency tech-
niques, if all the variables are instantiated (Subsection 7.2); or using a com-
bination of symbolic and consistency techniques, if only some variables are
instantiated (Subsection 7.4).

7.1 Symbolic Techniques

This part of the architecture is used when none of the variables are instantiated
in the query. For this reason, those variables which do not appear in the query
but are related to constraints which contain the variables of the query, must be
replaced by variables of the query.

An example of a query solved using the symbolic technique is:
SELECT Component.Behaviour.a, Component.Behaviour.b,

Component.Behaviour.c, Component.Behaviour.d,

Component.Behaviour.u FROM Component

The idea of this process is to determine each group of related constraints,
which is defined as:

G is a group of related constraints if
G≡ ⋃

i{ci} | ∀ ci VarNoQuery(ci)⊆VarNoQuery(G−ci)
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where ci is a constraint and VarNoQuery(C) are the variables of the
constraints C that do not appear in the query

For the example of Figure 1, the information shown below represents the
constraints related to the query, and the variables that do not appear in the query
in this form {Component, {VarNoQuery(Component) }}. The actual information
is the indexes of constraints and variables, however to show the idea clearly, the
names of components and variables are used. The information for our example
is: {A1,{e}},{A2,{f}}, {M3,{g}},{A7,{s,k}},{M1,{e,f,g}},{A3,{g,j,k}},{M4,{k,q,r}}

In this case, A1 participates in a group of related constraints if e is in another
constraint, such as M1. M1 participates in a group of related constraints if f and
g are in another constraint, such as A2 and M3 respectively. This means that
{A1, A2, M3, M1} form a group of related constraints. The rest of the constraints
do not participate in a group of related constraints

In order to use the Gröbner bases, MathematicaTM v.5 is used. For the
example, the call to this function is :

GroebnerBasis[{a+b-e, c+d-f, e*f-g, g*d-u}, {a, b, c, d, u}, {e, f, g}]
And the result is: {a*c*d + b*c*d + a*d2 + b*d2 - u = 0}

7.2 The Constraint Consistency Tool

When all the variables in the query are instantiated, it is possible to use the
module of constraint consistency technique. In this case, all the groups of re-
lated constraints are instantiated. A constraint is instantiated if it has only one
unknown variable which means that all VarNoQuerys can be instantiated.

An example of this type of query is:
SELECT Component.Behaviour.u FROM Component

WHERE Component.Behaviour.a=1 AND Component.Behaviour.b=3

AND Component.Behaviour.c=2 AND Component.Behaviour.d=1

Once it is known that this query generates instantiated constraints, a Con-
straint Satisfaction Problem (CSP) is created in order to infer the value of u.
This CSP is created dynamically using the constraints obtained from the OR-
CDB, the VarNoQuerys and the instantiated variables. Figure 5.a shows the
CSP for the example.

The result is u= 12. All VarNoQuery variables are instantiated, but only u is
presented as the solution. The OPL StudioTM [11] is used in order to instantiate
the variables.

7.3 The Constraint Optimisation Tool

When a query has several solutions and the user wants to select from among
the possible options, the module of optimisation is used. An example of a query
that uses this module is:

SELECT MIN(Component.Behaviour.u) FROM Component

WHERE Component.Behaviour.a>=3 AND Component.Behaviour.b>= 1
AND Component.Behaviour.b< 5 AND Component.Behaviour.c>2

AND Component.Behaviour.d<=3 AND Component.Behaviour.d>=0
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a) Constraint Consistency b) Constraint Optimisation

int a = 1;
int b = 3;
int c = 2;
int d = 1;

var int u;

var int e;
var int f;
var int g;

solve{
a+b=e;
c+d=f;
e*f=g;
g*d=u;

};

VarQuerys

Instantiated

VarQuerys Not

Instantiated

VarNoQuerys

Constraints stored
in the ORCDB

Int n = Integer.MAX_VALUE;
IlcSolver solver = new IlcSolver();
IlcIntVar[] variables = new IlcIntVar[numbeVariables];
variables[0] = solver.intVar(4, n,"a");
variables[1] = solver.intVar(1, 5,"b");
variables[2] = solver.intVar(2, n,"c");
variables[3] = solver.intVar(0, 3,"d");
variables[4] = solver.intVar(0, n,"e");
variables[5] = solver.intVar(0, n,"f");
variables[6] = solver.intVar(0, n,"g");
variables[7] = solver.intVar(0, n,"u");
IlcConstraint ct = solver.neq(variables[1], 5);
solver.add(ct);
ct = solver.neq(variables[2],2);
solver.add(ct);
solver.add(solver.eq(solver.sum(variables [0],variables [1]),variables [4]));
solver.add(solver.eq(solver.sum(variables [2],variables [3]),variables [5]));
solver.add(solver.eq(solver.prod(variables [4],variables [5]),variables [6]));
solver.add(solver.eq(solver.prod(variables [6],variables [3]),variables [7]));

solver.add(solver.minimize(variables[7]));

Define the variables
and their domains

Limit the domain of
some variables as b <  5

Establish the objetive

Add the
constraints

Fig. 5. Examples of CSP

Once it is known that this query generates instantiated constraints, a Con-
straint Satisfaction Problem (CSP) is created in order to infer the value of u.
This CSP is dynamically created by using the constraints obtained from the
ORCDB, VarNoQuery and the instantiated variables. Figure 5.b shows the CSP
associated. JSolverTM [12] is used in order to optimise the constraints.

7.4 The Constraint Consistency and Symbolic Tool

This module of the architecture is used when only some variables are instan-
tiated in the query. In this case, a mixed tool is necessary, in order to propa-
gate and to replace the variables in a symbolic way. This function also is from
MathematicaTM v.5. An example of this type of query can be:

SELECT Component.Behaviour.u FROM Component

WHERE Component.Behaviour.a=1 AND Component.Behaviour.d=2

In order to obtain the value of u, the system uses the syntax:
Solve[{Constraints Related to the query},{Out Variables},{VarNoQuery}]

For the example, the call would be:
Solve[{a + b == e, c + d == f, e ∗ f == g, g ∗ d == u}, {u}, {e, f}]

And the result would be: {u = 2 (2 + 2 b + c + b c)}

8 Conclusions and Future Work

This work extends the semantics of SQL, in order to store constraint informa-
tion as a new data type. The constraints data are indexed in order to improve the
computational time. The interaction between the user and the system is transpar-
ent to the constraint handler. The system allows the use of polynomial equality
constraints, by using four techniques to perform the queries: symbolic, constraint
consistency, constraint optimisation and symbolic/consistency techniques.
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As future work, we propose extending the domains of variables and con-
straints. We also suggest an extension to incorporate different types of con-
straints, not only polynomial equalities. As for as SQL sentences are concerned,
it is necessary to offer all the possibilities of standard SQL, such as UPDATE,
REMOVE and other types of queries.
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Abstract. Machine learning methods such as fuzzy logic, neural networks and 
decision tree induction have been applied to learn rules but they may be trapped 
into local optimal. Based on the principle of natural evolution and global 
searching, a genetic algorithm is promising in obtaining better results. This arti-
cle adopts learning classifier systems (LCS) technique to provide a three-phase 
knowledge extraction methodology, which makes continues and instant learning 
while integrates multiple rule sets into a centralized knowledge base. This paper 
makes three important contributions: (1) it represents various rule sets that are 
derived from different sources and encoded as a fixed-length bit string in the 
knowledge encoding phase; (2) it uses three criteria (accuracy, coverage, and 
fitness) to select an optimal set of rules from a large population in the knowl-
edge extraction phase; (3) it applies genetic operations to generate optimal rule 
sets in the knowledge integration phase. The experiments prove the rule sets de-
rived by the proposed approach is more accurate than other machine learning 
algorithm.  

1   Introduction 

Developing an expert system requires construction of a complete, correct, consistent, 
and concise knowledge base. The knowledge base construction always involves inter-
action and dialogue between domain experts and knowledge engineers. Therefore, to 
acquire and integrate multiple knowledge inputs from many experts or by various 
knowledge-acquisition techniques thus plays an important role in building effective 
knowledge-based systems [1][2].  

Generally, knowledge integration can be though of as a multi-objective optimiza-
tion problem [15]. Due to the huge searching space, the optimization problem is often 
very difficult to solve. A genetic algorithm (GA) was usually used to discover a desir-
able but not necessarily optimal set of rules. The application of a GA in search of an 
optimal rule set for machine learning is known as Genetic Based Machine Learning 
(GBML). A well-known GBML architecture is the so-called Learning Classifier Sys-
tems (LCS) developed by Holland [4][6]. More recent GBML architectures are the 
Extended Classifier System (XCS) developed by Wilson [13], Anticipatory Classifier 
System by Stolzmann [10], and EpiCS by Holme [7]. 
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Our research objective was therefore to employ the XCS technique which can inte-
grate multiple rule sets into one centralized knowledge base effectively. The rest of 
this paper is organized as follows. We discuss relative GA literatures in Section 2. 
Section 3 describes the system architecture of the XCS-based model. We then present 
knowledge encoding methodology in Section 4. Section 5 briefs on how the knowl-
edge extraction methodology for reinforcement. The knowledge integration method-
ology is explained in Section 6. The experimental results are reported in Section 7. 
Finally, the conclusion and future work are discussed in Section 8. 

2   Preliminaries 

In this section we summarize and discuss two alternative ways in which the GA may 
be applied to LCS. These two methods, Michigan and Pittsburgh approaches, were 
first described as long ago as 1978 and 1980, respectively. 

The first Michigan-style classifier system was Cognitive System One (CS-1) de-
vised by Holland and Reitman [6]. CS-1 maintains a population of classifiers with 
genetic operations and credit assignment applied at the level of the individual rule. 
Since CS-1, a large number of alternative credit assignment schemes have been pro-
posed, most notably the bucket-brigade [5] and Q-learning [11][12] for dealing with 
environments where reward may be infrequent and delayed. These proposed credit 
assignment schemes have achieved a great deal of success. The GA in a Michigan-
style classifier system operates at the level of the individual classifier with selection 
of parent classifiers for mating based on strengths. 

In 1980, Smith published results of an alternative LCS, LS-1, in which the unit of 
genetic manipulation is a suitably encoded genotype representing a complete set of 
classifiers [9]. Credit is assigned to complete sets of rules via interaction with the 
environment. This typifies so called “Pittsburgh”-style classifier systems. The GA in 
LS-1 operates at different levels: at the highest level, complete rule-sets are selected 
as the basis for reproduction to generate new rule-sets; at the lowest level individual 
rules are chosen by the GA to generate new rule. 

Clearly the role of the GA in Michigan and Pittsburgh approaches is rather differ-
ent, and the distinction arises from the difference in level at which the GA is applied. 
Both approaches, at least in their simplest forms, suffer from distinct, known prob-
lems which arise from the different way in which the GA is applied. 

3   System Architecture 

The system architecture is as shown in Figure 1. The system is an implementation 
version of the general framework of the Wilson’s XCS classifier system. At first, the 
system initializes the classifier set in which is originally empty and will be covered by 
new classifiers automatically. Here, we assume that all knowledge sources are repre-
sented by rules since almost all knowledge derived by knowledge acquisition (KA) 
tools or induced by machine learning (ML) methods may easily be translated into or 
represented by rules. After the next new run of system, the initialization stage will 
load the learned classifier rule sets to be ready to run.  

 P



860 A.-P. Chen, K.-K. Chen, and M.-Y. Chen 

 

In the knowledge encoding phase, the system detects the environment states and 
encodes each rule among a rule set into the condition message of bit-string structure. 
Then, the system generates the match set from the classifier set which contains the 
classifiers matched to the condition message. Next, the system products a prediction 
array according to the prediction accuracy of matched classifiers, and generate an 
action set. After that, the system determinates the winner action with the highest accu-
racy, and then executes this winner action against the environment.   

In the knowledge extraction phase, the system will gain the rewards from the envi-
ronment after executing an action, and then makes the process of credit/rewards ap-
portionment to the classifiers in the action set of previous step.  

In the knowledge integration phase, the system instantly stars the learning proce-
dure after the process of credit/rewards apportionment for each activity. In the mean-
time, the system triggers the GA to implement the evolutionary module, i.e., the GA 
contains selection, crossover, and mutation activities. Finally, it will report the execu-
tion performance, and store learning classifier set for the reapplication in the next 
activity requirements. 

 

 

Fig. 1. System Architecture of XCS classifier system 

4   Knowledge Encoding Phase 

We use a pure binary string to do genetic coding. A classification rule can be coded as 
one chromosome consists of several segments. Each segment is corresponding to 
either an attribute in the condition part of the rule or a class in the conclusion part of 
the rule. Each segment consists of a string of gents that take a binary value 0 or 1. 
Each gene is corresponding to one linguistic term of the attribute or class. To improve 
the clarity of the coding, we use a semicolon to separate segments and a colon to 
separate the IF part and the THEN part. 

Here, we use a famous example for deciding what sport to play according to “Sat-
urday Morning Problem” is given to demonstrate the process of encoding representa-
tion [8][14]. Three sports {Swimming, Volleyball, Weight_lifting} are to decide by 
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four attributes {Outlook, Temperature, Humidity, Wind}. The attribute Outlook has 
three possible values {Sunny, Cloudy, Rain}, attribute Temperature has three possible 
values {Hot, Mild, Cool}, attribute Humidity has two possible values {Humid, Nor-
mal}, and attribute Wind has two possible values {Windy, Not_windy}. Also, assume 
that a rule set RSq from a knowledge source has the following three rules:  

1qr :  IF (Outlook is Sunny) and (Temperature is Hot) THEN Swimming; 

2qr : IF (Outlook is Cloudy) and (Wind is Not_windy) THEN Volleyball; 

3qr : IF (Outlook is Rain) and (Temperature is Cool) THEN Weight_lifting; 

The intermediate representation of these rules would then be: 
'
1qr : IF (Outlook is Sunny) and (Temperature is Hot) and (Humidity is Humid or 

Normal) and (Wind is Windy or Not_windy) THEN Swimming; 
'
2qr : IF (Outlook is Cloudy) and (Temperature is Hot or Mild or Cool) and (Humid-

ity is Humid or Normal) and (Wind is Not_windy) THEN Volleyball; 
'
3qr : IF (Outlook is Rain) and (Temperature is Cool) and (Humidity is Humid or 

Normal) and (Wind is Windy or Not_windy) THEN Weight_lifting. 
The tests with underlines are dummy tests. Also, '

qir  is logically equivalent to
qir , 

for i = 1, 2, 3. After translation, the intermediate representation of each rule is com-
posed of four attribute tests and one class pattern. 

After translation, each intermediate rule in a rule set is ready for being encoded as 
a bit string. Each attribute test is then encoded into a fixed-length binary string, whose 
length is equal to the number of possible test values. Each bit thus represents a possi-
ble value. For example, the set of legal values for attribute Outlook is {Sunny, Cloudy, 
Rain}, and three bits are used to represent this attribute. Thus, the bit string 110 would 
represent the test for Outlook being “Sunny” or “Cloudy”. With this coding schema, 
we can also use the all-one string 111 (or simply denoted as #) to represent the wild-
card of “don’t care”.  

As a result, each intermediate rule in RSq is encoded into a chromosome as shown 
in Fig. 2. It should be mentioned that our coding method is suitable to represent multi-
value logic with OR relations between terms within each attribute, and the AND rela-
tions between attributes. After knowledge encoding, the genetic process chooses bit-
string rules for “mating”, gradually creating good offspring rules.  

 
 
 
 

 
 
 

Fig. 2. Bit-String Representation of RSq 

          Outlook     Temperature     Humidity     Wind     Sports 
'
1qr         100               100                                       100 

'
2qr         010                                             01         010 

'
3qr         001               001                                      001 
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5   Knowledge Extraction Phase 

In the knowledge extraction phase, genetic operations and credit assignment are ap-
plied at the rule level. In our approach, the initial set of bit strings for rules comes 
from multiple knowledge sources. Each individual within the population is a rule, and 
is of fixed length. Good rules are then selected for genetic operations to produce bet-
ter offspring rules. The genetic process runs generation after generation until certain 
criteria have been met. After evolution, all the rules in a population are then combined 
to form a resulting rule set.  

5.1   Initial Population 

The GA requires a population of individuals to be initialized and updated during the 
evolution process. In our approach, the initial set of bit strings for rules comes from 
multiple knowledge sources. Each individual within the population is a rule, and is of 
fixed length. If all of rule sets have k rules, then the initial population size is k. 

5.2   The Strength of a Rule 

The strength of the fitness of a rule can be measured jointly by its coverage, accuracy, 
and relative contribution among all the rules in the population [15]. Let U be the set of 

test objects. The coverage of a rule derived rule ( ir ) is defined as follows: 

Cg( ir ) = 
n

U
ri

Γ
 (1) 

Where U
ri

Γ is the set of test objects in U correctly predicted by ir . The n is the 

number of objects in U. The coverage Cg( ir ) is the relative size of this condition set 

in the entire object space. Obviously, the larger the coverage, the more general the 
rule is. 

The accuracy of a rule ir   is evaluated using test objects as follows: 

U
r

U
r

U
r

i

ii

i

U
rAc

Γ−+Γ

Γ
=)(  (2) 

( U
ri

U Γ− ) is the set of test objects in U wrongly predicted by ir . The accuracy of 

the rule is the measure indicating the degree to which the condition set is the subset of 
the conclusion set, or the truth that the condition implies the conclusion. Obviously, 
the higher the accuracy, the better the rule is. 

Since an object may be classified by many rules, we want to measure the contribu-
tion of each rule in the classification of each object. If an object is classified correct 
by only one rule, this rule has full contribution or credit which equals 1. If an object is 
classified correctly by n rules, these rules should share the contribution, thus each of 
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them has only 1/n contribution. The contribution of a rule is the sum of its contribu-

tion to correctly classify each object. The contribution of a rule ir is defined as fol-

lows: 

∑ ∑∈
∈
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Ψ
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Where 
rruleabyclassifiedcorrectlyisuif

otherwise
ur

.

1

0
{),( =Ψ  

(3) 

The R is the population of all the rules. The u is a test object in U. The contribution 
measure captures the uniqueness of the rule. A rule with high contribution is in gen-
eral less overlapping with other rules. Finally, we integrate all the quality measures 

into a single fitness function. The fitness of a rule ir  is defined by Equation (4). 

( ) )()(1)()( i
i

ii rCbL
rCg

LrAcrFit ⎟⎠
⎞⎜⎝

⎛ +−=      (4) 

The L is the number of all possible classes. The Ac( ir ) is subtracted by 1/L repre-

sents the accuracy of random guessing among L evenly distributed classes. The reason 
for making this subtraction is that a useful rule should be more accuracy than random 
guessing. We use 1/L as the weight for the coverage. When there are more classes, the 
coverage should have less weight because in this situation accuracy will be more 
difficult to achieve than coverage. Finally, the sum of the net accuracy and the 

weighted coverage is multiplies by the Cb( ir ) which represents the rule’s competitive 

contribution in the population. 

6   Knowledge Integration Phase 

Genetic operators are applied to the population of rule sets for knowledge integration. 
They could create new rules from existing rules. There are two primitive genetic op-
erators: crossover and mutation. The detail operators are described as follows. 

The crossover operator exchanges string segments between two parent chromo-
somes to generate two child chromosomes. Continuing the above example, assume 

1r and 2r are chosen as the parents for crossover. Assume the crossover point is set on 

their first and second segments. 
Parent 1: (100; 100; ##; ##; 100) 
Parent 2: (010; ###; ##; 01; 010) 
Child 1:   (010; ###; ##; ##; 100) 
Child 2:   (100; 100; ##; 01; 010) 

The two newly generated offspring rules are then: 
Child 1: IF (Outlook is Cloudy) then Swimming; 
Child 2: IF (Outlook is Sunny) and (Temperature is Hot) and (Wind is Not_windy) 

THEN Volleyball. 
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The mutation operator is randomly changes some elements in a selected rule and 
leads to additional genetic diversity to help the process escape from local-optimum 

“traps”. As an example, the mutation on the second segment of the 1r is shown as 

follows: 
Existing: (100; 100; ##; ##: 100). 
Mutated: (100; 001; ##; ##: 100) or (100; 010; ##; ##: 100) or (100; 011; ##; ##: 100) 

or (100; 101; ##; ##: 100) or (100; 110; ##; ##: 100) or (100; 111; ##; ##: 
100). 

7   Experimental Results 

A simple experiment to demonstrate LCS is the 6-bit multiplexer [3]. A Boolean 6-bit 
multiplexer is composed out of a 6 bit condition part (input) and a 1 bit action part 
(output). Figure 3 illustrates the 6-bit multiplexer. The first 2 bits of the input deter-
mine the binary address (00,01,10,11) which will select 1 of the 4 data lines. The 
output is determined by the value on the current selected dateline. Figure 4 shows the 
resulting classifier format for the 6-bit multiplexer. Where msb is the most significant 
bit and lsb is the least. 
 

 

Fig. 3. A 6-bit multiplexer 
 
 
 
 
 
 
 

Fig. 4. The classifier format for 6-bit multiplexer 

With our multi-value logic coding method, each input and output has two values 
“On” and “Off” and thus can be represented by a string of two bits. We use 10 to 
represent “On”, 01 to represent “Off”, and # to represent a wildcard “don’t care”. As 

A1                 A2                 D0                 D1                 D2                 D3                 v 
     Bit 1         Bit 2        Bit 3        Bit 4         Bit 5        Bit 6         Bit 7 
  Address    Address      Data        Data          Data        Data         Data 
     msb            lsb           00            01              10           11  
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an example, (0;1;0;0;1;1) has an output of (0) because the input at data line 01 is 0. 
The format fir this example is (0;1;0;0;1;1:0). It is clear that the input values of the 
data lines 00, 10 and 11 in this example are not needed to generate the output. Further, 
the above case then can be represented as (01;10;01;01;10;10:01). The whole behav-
ior of the 6-bit multiplexer can be summarized in the following eight rules: 

Rule 1:   (01;01;01;##;##;##:01) 
Rule 2:   (01;01;10;##;##;##:10) 
Rule 3:   (01;10;##;01;##;##:01) 
Rule 4:   (01;10;##;10;##;##:10) 
Rule 5:   (10;01;##;##;01;##:01) 
Rule 6:   (10;01;##;##;10;##:10) 
Rule 7:   (10;10;##;##;##;01:01) 
Rule 8:   (10;10;##;##;##;10:10) 

Since there are 5 binary inputs and 1 binary output, only a total of 64 different 
cases can be used for training. However, with a possible wildcard, we could have 73 = 
2187 different rules. The total number of different rule sets then is 21872 . Due to dis-
cover the optimal set of rules form this huge searching space is not an easy task. We 
use XCS-KI algorithm to learn the rules. To apply our algorithm, the population size 
is fixed to 200. In each generation, 20% of the population is selected for reproduction. 
The crossover probability is 0.8, and mutation probability is 0.04. For selecting the 
replacement candidate, the subpopulation size is 20 and initial fitness is 0.01. The 
algorithm converges quickly. The optimal set of eight best rules is extracted from the 
48th generation. In this experiment, rules extraction of the proposed approach is com-
pared to that of the other classification methods (decision tree, fuzzy decision tree, 
neural network, and genetic algorithm).The number of rules extracted in each genera-
tion is illustrated in Figure 5.  
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Fig. 5. The evolution process 
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The optimal set of 8 best rules was extracted form the 48th generation, which 17 
other rules that have the highest fitness values shown in Table 1. The 8 rules with * 
are the best rules extracted from the population. Notice that the two rules with the 
highest fitness values are the most general rules.  
 

Table 1. The Rules in the 48th generation for the Six-bit Multiplexer Problem 

Rule A1   A0   D0   D1   D2   D3   v   Accuracy Coverage Fitness 

  On Off On Off On Off On Off On Off On Off On Off       

1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0.33 1.00 3.10 

  2* 0 1 1 0 1 1 0 1 1 1 1 1 0 1 0.99 0.85 2.54 

3 1 1 1 1 1 1 1 1 1 1 1 1 0 1 0.45 1.00 2.26 

  4* 0 1 1 0 1 1 1 0 1 1 1 1 1 0 0.94 0.81 1.87 

5 1 1 1 1 1 0 1 0 1 1 1 1 0 1 0.74 0.78 1.81 

6 1 1 1 0 1 1 1 0 1 1 0 1 1 0 0.85 0.65 1.72 

  7* 0 1 0 1 0 1 1 1 1 1 1 1 0 1 0.97 0.74 1.65 

8 1 1 1 1 0 1 0 1 0 1 1 1 0 1 0.55 0.67 1.63 

9 1 1 0 1 1 0 1 0 0 1 1 1 1 0 1.00 0.25 1.60 

  10* 1 0 0 1 1 1 1 1 1 0 1 1 1 0 1.00 0.88 1.44 

11 1 0 1 1 1 1 0 1 0 1 0 1 0 1 0.68 0.45 1.33 

12 1 1 1 0 1 1 1 1 1 1 1 1 1 0 0.77 0.84 1.18 

13 0 1 0 1 1 1 1 1 1 0 1 0 1 0 0.71 0.39 1.06 

  14* 1 0 1 0 1 1 1 1 1 1 1 0 1 0 0.92 0.91 1.01 

  15* 0 1 0 1 1 0 1 1 1 1 1 1 1 0 1.00 0.93 0.97 

16 0 1 0 1 1 1 1 1 1 0 1 1 0 1 1.00 0.52 0.92 

17 1 1 1 0 1 1 0 1 0 1 0 1 0 1 0.94 0.63 0.79 

18 1 0 1 0 1 1 1 1 1 0 0 1 1 0 0.96 0.41 0.72 

19 0 1 1 1 1 1 0 1 0 1 0 1 0 1 0.96 0.82 0.67 

20 1 0 1 1 0 1 1 1 0 1 1 0 1 0 0.91 0.83 0.61 

  21* 1 0 0 1 1 1 1 1 0 1 1 1 0 1 0.99 0.75 0.55 

22 1 1 0 1 1 1 1 1 1 1 0 1 0 1 0.99 0.80 0.52 

  23* 1 0 1 0 1 1 1 1 1 1 0 1 0 1 0.89 0.78 0.48 

24 1 1 1 1 0 1 1 1 1 1 0 1 0 1 0.72 0.23 0.37 

25 1 0 1 1 0 1 1 1 0 1 1 0 0 1 0.51 0.81 0.33 
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8   Conclusion 

In this paper, we have shown how the knowledge coding and knowledge integration 
methodology can be effectively represented and addressed by the proposed XCS-KI 
algorithm. The main contributions are included: (1) it needs no human experts’ inter-
vention in the knowledge integration process; (2) it is capable of generating classifica-
tion rules that can be applied as well when the number of rule sets to be integrated 
increases; (3) it uses three criteria (accuracy, coverage, and fitness) to apply knowl-
edge extraction process which is very effective in selecting an optimal set of rules 
from a large population. The experiments prove the rule sets derived by the proposed 
approach is more accurate than other machine learning algorithm. 

References 

1. Baral, C., Kraus, S., and Minker, J.: Combining Multiple Knowledge Bases. IEEE Trans-
actions on Knowledge and Data Engineering, Vol. 3, No. 2 (1991) 208–220   

2. Boose, J. H., and Bardshaw, J.M.: Expertise Transfer and Complex Problems: Using 
AQUINAS as a Knowledge-Acquisition Workbench for Knowledge-based Systems. Inter-
national Journal of Man–Machine Studies, Vol. 26 (1987) 3–28   

3. Goldberg, D.E.: Genetic Algorithms in Search, Optimization, and Machine Learning. 
Reading, MA, Addison-Wesley (1989)   

4. Holland, J.H.: Adaptation in Natural and Artificial Systems. University Press of Michigan, 
Ann Arbor (1975)   

5. Holland, J.H.: Properties of the bucket brigade algorithm. In: Grefenstette, J.J. (Eds.), 
Proc. First International Conference on Genetic Algorithm and their Applications. Law-
rence Erlbaum, Hillsdale, NJ (1985) 1-7  

6. Holland, J.H., Reitman, J.S.: Cognitive Systems Based on Adaptive Algorithms. In: 
Waterman, D.A., Hayes-Roth, F. (Eds.), Pattern directed interference systems. Academic 
Press, New York (1978) 313-329   

7. Holmes, J.H.: Evolution-assisted Discovery of Sentinel Features in Epidemiologic Surveil-
lance, Ph.D. thesis, Drexel University, Philadelphia, PA (1996)   

8. Quinlan, J.: Induction of Decision Tree. Machine learning, Vol. 1 (1986) 81–106   
9. Smith, S.F.: A Learning System based on Genetic Adaptive Algorithms. Ph.D. Thesis, 

University of Pittsburgh (1980) 
10. Stolzmann, W.: An Introduction to Anticipatory Classifier Systems. Lecture Notes in Arti-

ficial Intelligence, Vol. 1813, Springer, Berlin (2000) 175–194    
11. Sutton, R. S.: Reinforcement learning architectures for animals. In: Meyer, J. A. and Wil-

son, S. W (Eds.), Proceedings of the First International Conference on Simulation of 
Adaptive Behavior. MIT Press, Bradford Books (1991) 288-296 

12. Wilson S.W.: ZCS: A Zeroth level classifier system. Evolutionary Computation, Vol. 2, 
No. 1 (1994) 1-18 

13. Wilson S.W.: Rule Strength Based on Accuracy. Evolutionary Computation, Vol. 3, No. 2 
(1996) 143-175   

14. Yuan, Y., and Shaw, M. J.: Induction of Fuzzy Decision Trees. Fuzzy Sets and Systems, 
Vol. 69 (1995) 125–139   

15. Yuan, Y., and Zhuang, H.: A Genetic Algorithm for Generating Fuzzy Classification 
Rules. Fuzzy Sets and Systems, Vol. 84 (1996) 1–19   

 A Three- hase Knowledge Extraction Methodology Using Learning Classifier System  P



A Replica Allocation Method Adapting to
Topology Changes in Ad Hoc Networks

Hideki Hayashi, Takahiro Hara, and Shojiro Nishio

Dept. of Multimedia Eng., Grad. Sch. of Information Science and Tech., Osaka Univ.,
1-5 Yamadaoka, Suita, Osaka 565-0871, Japan
{hideki, hara, nishio}@ist.osaka-u.ac.jp

Abstract. In ad hoc networks, data accessibility decreases due to net-
work divisions. To solve this problem, it is effective that each mobile host
creates replicas of data items held by others. In this paper, we assume
an environment where mobility and access characteristics of mobile hosts
have the locality and propose a method that locally relocates replicas just
before a network division occurs.

1 Introduction

Recently there has been increasing interest in ad hoc networks that are con-
structed of only mobile hosts [6,9,10]. In ad hoc networks, network divisions
frequently occur due to the movement of hosts. If a network division occurs,
mobile hosts cannot access data items held by mobile hosts in another network.
In Fig. 1, if the central radio link is disconnected, the mobile hosts on the left-
hand side and those on the right-hand side cannot access data items D1 and D2,
respectively. A key solution is to replicate data items on mobile hosts [1,2,3].
In [1], we proposed three replica allocation methods in ad hoc networks. These
methods periodically relocate replicas to mobile hosts based on the access fre-
quency to each data item and the network topology. This time period is called
by relocation period.

In a real environment, it is more likely that mobility and access characteristics
of mobile hosts have the locality. A good example is rescue affairs at disaster
sites where the working area is divided into some regions and each region is
assigned to some rescuers to streamline work. Each rescuer frequently moves
in the assigned region and accesses data items held by rescuers in the same
assigned region. If a method proposed in [1] is used and the relocation period
is long, data accessibility may decrease because network divisions occur and
the replica allocation at that time becomes ineffective. If the relocation period is
short, the traffic may increase because the replica relocation unnecessarily occurs
in the entire network despite the topology remains unchanged. In this case, an
approach in which replicas are locally relocated as needed is more effective than
one in which replicas are periodically relocated in the entire network. In this
paper, we propose a method that locally relocates replicas held by mobile hosts
adapting to topology changes. This method manages the topology information

K.V. Andersen, J. Debenham, and R. Wagner (Eds.): DEXA 2005, LNCS 3588, pp. 868–878, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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Disconnection

D1D1

D2D2

Fig. 1. Network division

on mobile hosts within N hops and the information on data items held by them,
and locally relocates replicas when a mobile host detects a situation just before
a network division occurs.

The remainder is organized as follows. In Sect. 2, we explain a replica allo-
cation adapting to topology changes. In Sect. 3, we show simulation results to
evaluate our proposed method. In Sect. 4, we show related works. Finally, in
Sect. 5, we summarize this paper.

2 Replica Allocation Adapting to Topology Changes

In this section, we describe the management of topology information to detect
a situation just before a network division occurs and information on data items
held by mobile hosts, which is used to relocate replicas. We also explain the
replica relocation when a mobile host detects a situation just before a network
division occurs.

2.1 Assumptions and Approach

We assume that each mobile host creates up to C replicas of original data items
(originals) held by others in its memory space. When a mobile host requests a
data item, the request is immediately successful if it holds the original/replica
in its memory space. Otherwise, it queries the data item to its connected mobile
hosts, which are mobile hosts connected with each other by one-hop/multihop
links. If one of them holds the original/replica, the request is successful. If none
of them hold the data item, the request fails.

In addition, we make the following assumptions:

– The set of all mobile hosts is denoted by M = {M1, M2, · · · , Mm}.
– The set of all data items is denoted by D = {D1, D2, · · · , Dn}. The original

of each data item is held by a particular mobile host. For simplicity, all data
items are same size and are not updated.

– Mobility and access characteristics of mobile hosts have the locality.

2.2 Management of Topology Information

Each mobile host holds the information on neighboring mobile hosts, called
neighbor information, of others. When each mobile host manages the neighbor
information of all mobile hosts, the traffic becomes very large. Thus, each mobile
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Fig. 2. Neighbor list tables (N ≥ 1)

Table 1. Packets for managing neighbor list table

Packet name Elements
Partial update host ID, (dis)connected host ID, status, TTL(Time To Live)
Batch update host ID, neighbor list, TTL

host holds the neighbor information of mobile hosts within N hops as a neighbor
list table. Fig. 2 shows neighbor list tables held by mobile hosts (N ≥ 1).

This table needs to be updated every time two mobile hosts are (dis)connected.
Table 1 shows packets for managing the table. In the partial update packet, “host
ID” denotes the host identifier of the host sending the packet, “(dis)connected
host ID” denotes the host identifier of the host (dis)connected with the host
sending the packet, and “status” shows that the two hosts are (dis)connected.
We explain the update operations when Mi and Mj are (dis)connected.

Update operation on connection:

1. Mi inserts the host identifier of Mj into the neighbor list for Mi in its
neighbor list table.

2. Mi floods with a partial update packet within N hops in order to update
neighbor lists for Mi held by mobile hosts which are originally connected with
Mi within N hops. In this packet, status is “Connection (Con)” and TTL is
N . When a mobile host receives this packet, it inserts the host identifier of
Mj into the neighbor list for Mi and rebroadcasts the packet whose TTL is
decremented by 1. This operation is repeated until TTL becomes 0.

3. Mj and mobile hosts which are originally connected with Mj may not know
the neighbor information of Mi and mobile hosts which are originally con-
nected with Mi. Thus, Mi sends Mj batch update packets including the
neighbor information of mobile hosts which are originally connected with
Mi with n(< N) hops. In each packet, TTL is set to N − n. Mj inserts the
received neighbor information into its neighbor list table and broadcasts the
packets whose TTLs are decremented by 1 to its neighbors except for Mi.

Mj also behaves in the same manner as Mi. Fig. 3 shows the update operation
of neighbor list tables when M3 and M4 in Fig. 2 are connected (N=2). A dotted
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Fig. 3. Update operation of neighbor list tables on connection (N = 2)

arrowhead and a solid arrowhead denote transmissions of a partial update packet
and a batch update packet, respectively. Elements in parentheses correspond to
that of each packet in Table 1. Gray parts denote inserted information.

Update operation on disconnection:

1. Mi deletes the host identifier of Mj and Mi from neighbor lists for Mi and
Mj , respectively.

2. Mi checks mobile hosts within N hops from Mi. Specifically, starting from
host IDs in Mi’s neighbor list, Mi records host IDs of mobile hosts that can
be reached within N times’ traverse from the starting IDs. After that, Mi

deletes neighbor lists for mobile hosts that become more than N hops away.
3. Mi floods with a partial update packet within N hops to update neighbor

lists for Mi held by others within N hops. In this packet, disconnected host
ID is Mj and status is “disconnection (Dis).” When a mobile host receives
this packet, it deletes the host identifier of Mj from the neighbor list for Mi

and rebroadcasts the packet whose TTL is decremented by 1. It also deletes
neighbor lists for mobile hosts outside N hops in the same manner as Mi.

Mj also behaves in the same manner as Mi. Fig. 4 shows the update operation
of neighbor list tables when M3 and M4 in Fig. 3 are disconnected (N = 2). Gray
parts denote deleted information.

2.3 Management of Holding Data Information

Each mobile host holds the information on data items held by others, called
holding data information, within N hops as a holding data table. Holding data
tables are updated every time when two mobile hosts are (dis)connected in the
same manner as neigbhor list tables. Additionally, they need to be updated every
time when replicas are relocated. Table 2 shows packets for managing the table.
In the partial update packet, “allocated (discarded) data ID” denotes the data
identifier of the data item allocated (discarded) by the host corresponding to
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Fig. 4. Update operation of neighbor list tables on disconnection (N = 2)

Table 2. Packets for managing holding data table

Packet name Elements
Partial update host ID, allocated (discarded) data ID, status, TTL
Batch update host ID, data ID list, TTL

“host ID” and “status” shows that the data item corresponding to “data ID” is
allocated (discarded). In the batch update packet, “data ID list” includes data
identifiers of data items held by the host corresponding to “host ID.” We explain
the update operation when Mi replaces Dk with Dl in its memory space.

Update operation on replica relocation:

1. Mi deletes the data identifier of Dk from the data ID list for Mi and inserts
that of Dl into the list.

2. Mi floods with two partial update packets within N hops. In the first packet,
discarded data ID is Dk, status is “Discard (Disc).” When a mobile host
receives this packet, it discards the host identifier of Dk from the data ID
list for Mi. In the second packet, allocated data ID is Dl, status is “Allocation
(Alloc).” When a mobile host receives this packet, it inserts the host identifier
of Dl into the data ID list for Mi.

Fig. 5 shows the update operation of holding data tables when M3 replaces
D8 with D9 (N = 2). A rectangle denotes memory space, where a gray and a
white ones are for an original and a replica, respectively. A dotted arrowhead
denotes transmissions of partial update packets. In each table, gray parts show
that the data identifiers of D8 are replaced with that of D9.

2.4 Replica Relocation

We assume that a situation just before a network division occurs is a case when
a mobile host detects only a single route to a neighbor, i.e., when it cannot
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Fig. 5. Update operation of holding data tables on relocating replicas (N = 2)

detect a loop including the host and the neighbor. Specifically, starting from a
host identifier included in the neighbor lists of the host’s neighbor, if the host
can reach the host identifier of itself by traversing neighbor list tables, it detects
a loop including the host and the neighbor. In Fig. 2, M3 can detect a loop of
{M3 → M1 → M2 → M3}. Each mobile host executes the loop detection when
updating the neighbor list table. When Mi cannot detect a loop including itself
and its neighbor (Mj), replicas are relocated as follows:

1. Mi sends a relocation message to Mj. After receiving this message, Mj sends
its holding data table to Mi.

2. Mi attempts to detect loops including itself and its neighbor except for Mj .
The set of mobile hosts constructing a detected loop is called relocation
group. If Mi cannot detect any loops, it selects itself as the relocation group.
Replicas are relocated in the relocation group.

3. Mi requests data items to Mj as follows:
(a) Mi calculates the access frequency of the relocation group to each data

item held by mobile hosts in the relocation group and that included in
the holding data table of Mj . This is calculated as a summation of access
frequencies of all hosts in the relocation group to the data item.

(b) Let Cg denote the maximum number of replicas allocated to mobile hosts
in the relocation group. Among Cg data items with the highest access
frequencies of the group, Mi requests data items which are included in
the holding data table of Mj and are not held by the relocation group.

4. Mj receives these data items from hosts within N hops and transmits them
to Mi.

5. Mi determines which mobile hosts allocate each of the requested data items
in the relocation group. If there is a mobile host that has free memory space,
the requested data item is allocated to the host. Otherwise, if there is replica
duplication among mobile hosts, the requested data item is allocated to one
of these mobile hosts after eliminating the duplication. If there are no free
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Fig. 6. Replica relocation (N = 2)

memory space and no replica duplication, the requested data item is allo-
cated to the mobile host that has a replica with the lowest access frequency
of the group after it discards the replica.

Fig. 6 shows that replicas are relocated in group G1 (N = 2) when M3 cannot
detect any loops including itself and M4. A table shows access frequencies to data
items. M1 replaces D8 with D4 and M2 replaces D3 with D5.

3 Simulation Experiments

In this section, we present simulation results to evaluate our proposed method.

3.1 Simulation Model

The number of mobile hosts is 45 and they exist in a size 600 × 600 [m] flatland.
The flatland is equally divided into 9 regions. Initially, we assign 5 hosts to each
region and randomly determine the position of each host in the assigned region.
Each host moves toward the destination at a velocity randomly determined from
0.01 to 1 [m/sec] The destination is selected from positions in the assigned region
with probability β (movement probability inside region) and positions outside the
assigned region with probability 1 − β. If a host moves into a region different
from the assigned one, it is newly assigned to the region. When a mobile host
arrives at the destination, it pauses for a duration from 0 to 1000 [sec]. The radio
communication range of each host is 80 [m].

There are 45 types of data items (D = D1, · · · , D45) whose size is 1 [MB].
Mi holds Di as the original. Each host creates up to 7 replicas in memory space.
Each host issues access requests for originals held by hosts in the same assigned
region (internal data items) based on the normal distribution with mean 0.3 and
standard deviation 0.01 and for originals held by hosts in the different assigned
regions (external data items) based on the normal distribution with mean 0.01
and standard deviation 0.0001 at every 10[sec].

In this experiment, the proposed method is compared with the following in
[1], where their relocation period is fixed as 50[sec] to avoid the decrease of data
accessibility due to topology changes.
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Fig. 7. β and data accessibility for internal data items

SAF (Static Access Frequency): Each mobile host allocates replicas of data
items in descending order of its access frequencies.

DAFN (Dynamic Access Frequency and Neighborhood): This method
eliminates replica duplication of a data item among neighboring mobile hosts
after tentatively allocating replicas with the SAF method.

DCG (Dynamic Connectivity based Grouping): This method creates bi-
connected components of mobile hosts as stable groups and allocates replicas
of data items in descending order of the group access frequencies without
replica duplication in each groups.

We evaluate the following four criteria during 500,000 [sec].
Data accessibility for internal data items: The ratio of the number of suc-

cessful requests for internal data items to the number of requests for them.
Data accessibility for external data items: The ratio of the number of suc-

cessful requests for external data items to the number of requests for them.
Data accessibility: The ratio of the number of successful requests for all data

items (both internal and external) to the number of requests for them.
Traffic: The summation of products of the total hop count for sending a data

item when relocating a replica and its size for all replica relocations.

3.2 Effects of Movement Probability Inside Region

We examine the effects of the movement probability inside region β. Fig. 7, 8,
9, and 10 show the results. Fig. 7 shows that as β increases, in each method,
the data accessibility for internal data items increases. This is because mobile
hosts in the same assigned region are easily connected. Our proposed method
approximately shows the same result as the SAF and DCG methods.

Fig. 8 shows that as β increases, in each method, the data accessibility for ex-
ternal data items decreases because it is difficult for each mobile host to connect
with mobile hosts in different regions. The DCG method gives the highest data
accessibility for external data items and our proposed method gives the next.
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Fig. 8. β and data accessibility for external data items

This is because these methods relocate replicas without replica duplication in
each group and mobile hosts can access many kinds of data items. In our pro-
posed method, the higher N gives the higher data accessibility for external data
items because replicas can be relocated among mobile hosts in different regions.

Fig. 9 shows that as β increases, in each method, the data accessibility in-
creases. This result is strongly affected by accesses to internal data items be-
cause mobile hosts much more frequently access them. The DCG method gives
the highest data accessibility and our proposed method gives the next.

Fig. 10 shows that as β increases, in each method, the traffic decreases. This
is because mobile hosts nearly always connect with the same hosts. The traffic of
our proposed method is much smaller than that in the DAFN and DCG methods
because it relocates replicas locally. This result shows that our proposed method
can drastically reduce the traffic while the data accessibility is much the same
as that in the DCG method.
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4 Related Works

In [7,8], the authors proposed methods in which replicas are allocated to a fixed
number of mobile hosts which act as servers and the consistency among the
replicas is kept based on the quorum system. These methods differ from our
proposed method because the authors assume that all replicas are allocated to
only mobile hosts with unlimited memory space selected as servers. We assume
that replicas are allocated to all mobile hosts with limited memory space.

In [11], the authors proposed a method that predicts when a network division
occurs and allocates replicas to mobile hosts before the network division. It differs
from ours because they assume a specific mobility model.

5 Conclusions

We proposed a replica allocation method adapting to topology changes. This
method manages topology information on mobile hosts within N hops and that
on data items held by them, and locally relocates replicas when a mobile host
cannot detect a loop including itself and the neighbor. The simulation results
showed that this method can improve the data accessibility and reduce the traffic.

As part of our future work, we plan to extend this method in an environment
where each data item is updated consulting methods proposed in [4,5].
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Abstract. In this paper, we propose a new collaborative caching strat-
egy in a push-based broadcast environment where clients construct a
peer-to-peer network by connecting with each other. In the proposed
strategy, a client takes into account its own access probabilities and in-
formation on queries issued by other clients, and caches data items with
large benefits of the response time. We confirm that the proposed strat-
egy reduces the average response time by simulation experiments.

1 Introduction

Recently, there has been an increasing interest in research of a push-based broad-
cast system where a server delivers various data to clients, and they do not send
any requests to the server but wait for the data to be broadcast. A key advan-
tage of the push-based broadcast system is a higher throughput for data access
from many clients. The push-based broadcast system is used for services where
information with high publicity, such as movies, sounds, news, and charts. How-
ever, the server has to broadcast many kinds of data in order to satisfy clients’
requests. This causes each client to wait data to be broadcast for a long time. To
shorten the response time, several strategies for caching broadcast data at clients
have been proposed [1,2]. These strategies calculate the benefit of response time
from the client’s access probability and the time factor (eg, broadcast cycle)
of each data item, and cache data items with large benefits. These researches
assume that clients have two ways to access data; access their own cache and
listen broadcast data.

Today, there has been also an interest in a new type of information sharing
called P2P systems [7,8]. In a P2P system, terminals called peers construct a
logical network (P2P network) by connecting with each other. If a peer which
wants a certain data item sends an access request (query) to its adjacent peers
in the P2P network, the query be propagated until the query reaches a peer that
holds the requested data item. Then, the data item is delivered to the peer that
issued the query. Since each peer behaves in autonomous and distributed ways,
this system has high scalability.

In a push-based broadcast system, it is expected that the average response
time for data access could be further reduced if clients construct a P2P network
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and they access requested data not only from the broadcast server and their
own cache but also from the P2P network , i.e., other clients’ cache. To the best
our knowledge there is no conventional work that addresses caching strategies
of broadcast data using a P2P network. In this paper, we assume that many
clients that receive the push-based broadcast service construct the P2P network,
and propose a new caching strategy by which clients collaboratively cache the
broadcast data. In the proposed strategy, each client replaces its cache by taking
into account not only its own access probabilities but also queries from other
clients in order to reduce the average response time in the whole system.

The reminder is organized as follows. We introduce conventional caching
strategies in section 2 and describe the system model in section 3. We propose
a collaborative caching strategy in section 4, and evaluate it using simulation
experiments in section 5. We show some related works in section 6. Finally, in
section 7, we summarize this paper.

2 Conventional Caching Strategies

In PIX [1] and PT [2] strategies, it is assumed that clients can access data items
from only their own cache or broadcast channel. When a client requests for a
certain data item, it checks whether it caches the requested data item. If it does,
it can access the item immediately. If not, it waits for the broadcast data item.
The response time is the time interval until the data item is broadcast next.

PIX strategy
The algorithm of the PIX strategy is as follows.

1. The PIX value, K(j) = pj · yj , is calculated by each client for each data
item j (1 ≤ j ≤ M). Here, M is the total number of data items which are
broadcast by the server, pj is the probability that the client accesses data
item j, and yj is the broadcast period of data item j.

2. The client caches γ data items which have the γ highest K(j). Here, γ is the
number of data items that the client can cache.

The PIX strategy reduces the response time of data access by caching items
which have high access probabilities and long broadcast periods.

PT strategy
The algorithm of the PT strategy is as follow.

1. Every time when each data item, k, is broadcast, the PT values are calculated
by each client for data items in the client’s cache and data item k. The PT
value, Lj , of data item j is calculated by Lj = pj · (uj(Q) − Q). Here, Q is
the current time and uj(Q) is the time when data item j is broadcast next.

2. If a data item in the cache gives a lower PT value than Lk, data item j
whose PT value is the lowest is replaced by k.

The PT value, Lj , represents the expected value of increase in response time
if the client does not have data item j in its cache. The PT strategy compares
the increases in response time of data items if they are discarded from the cache,
and prefetches data items with larger gains in response time.
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3 System Model

Figure 1 shows a system model assumed in this paper. In this system model, peers
(clients) can send/receive data items to/from other peers in the P2P network.
Each peer can cache a limited number of data items. When a peer wants to
access a data item, it chooses a way that gives the shortest response time among
the three access methods: accessing the item stored in its own cache, receiving
the item from the broadcast, and receiving the item from another peer’s cache.

ServerServer

CacheCache

P2P network composed of clients (peers)P2P network composed of clients (peers)

Broadcast

Fig. 1. Assumed environment

In this paper, it is assumed that the response time when accessing an item in
its own cache is 0. Thus, if a request issuing peer holds the item in its own cache,
it always accesses the cached item. If the peer does not hold, it compares the
time remaining until the item is broadcast next with the time that is required to
receive the item from another peer in the P2P network. If the former is shorter,
the peer waits until the item is broadcast next. The response time when receiving
a requested item from the broadcast is the time until the data item is broadcast
next. If the latter is shorter, the peer checks whether another peer holds the
requested item by using flooding [10]. In flooding, a peer issues a query with a
certain TTL (Time To Live), and broadcasts the query to all its adjacent peers.
If an adjacent peer does not hold the requested item, it re-broadcasts the query
to all its adjacent peers, and this repeats until the query reaches a peer that holds
the requested item or the logical hop count from the request issuing peer exceeds
the TTL. If a peer that holds the requested item is found (in the following, it
is denoted that the query “hits”), the peer sends a reply message to the request
issuing peer. This message is sent to the request issuing peer through peers that
relayed the query on the reverse direction. If the request issuing peer receives
some reply messages, it receives the requested data item from the peer with the
lowest logical hops. This data transmission is directly performed between the two
peers using the physical network. If the query does not hit, the request issuing
peer waits until the data item is broadcast next.
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We also put the following assumptions:

– The system has a single broadcast server, and peers do not send any access
requests to the server, i.e., pure push-based broadcast.

– All data items are of the same size and not updated. It takes one unit of
time (one time slot) to broadcast one data item.

– Each peer knows the broadcast program. It can be realized by several ways,
e.g., the server periodically broadcasts the program information.

– The delay of query propagation and the time to process a query is ignorable.
– The time to transmit a data item between every pair of peers is the same. We

put this assumption for simplicity, but our proposed strategy can be easily
extended to adapt an environment where transmission delays differ among
peers.

4 Collaborative Caching Strategy

In this section, we propose a new collaborative caching strategy using a P2P
network. In order to collaboratively cache data items, peers should know what
data items are already cached by other peers and what data items are frequently
accessed. However, since there are a huge number of peers in a push-based broad-
cast system, it is impractical that peers precisely know this information. Our
main idea is that each peer guesses this information only using queries from
other peers, e.g., arrival rate of query and results of data lookup. The proposed
strategy shortens the average response time by determining cache replacement
from this guessed information and its own access probabilities. This approach
is reasonable because a query propagates only within a certain area determined
by the TTL and thus the information guessed from queries indicates what items
are cached and frequently accessed by neighboring peers within the TTL.

4.1 Query Information from Other Peers

To guess the above information, in the proposed strategy, each peer classifies
queries that the peer issued or received from its neighbors. When a query arrives
at a peer, the peer counts the query as one of the following three categories based
on the result of looking up. Each of the three categories is counted for each data
items.

– F (Failure) query: The query that did not hit, i.e., neither the peer nor
further peers that the query propagated had the requested data item.

– S (Success) query: The query that hit, i.e., among the peer and further peers
that the query propagated, at least one peer had the requested data item.

– C (Connected) query: The query that hit at the peer and the requested item
was downloaded, i.e., the peer had the requested item and actually sent it
to the query issuing peer.

Let us suppose a situation in which peer a is adjacent to peers b, c, and d as
shown in Figure 2 and only peer d caches data item i. When a query requesting
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QueryQuery

Peer: aPeer: a

Adjacent peer: bAdjacent peer: b

Adjacent peer: dAdjacent peer: dAdjacent peer: cAdjacent peer: c

Fig. 2. Query propagation

item i propagates from peer b to peer a, the query is further broadcast to adjacent
peers c and d since a does not have i in its own cache. Since only peer d caches
item i, it sends a reply message to the query issuing peer via the path dab. From
the reply message, peers a and b know that they are on the propagation path of
the query that found data item i, and thus, a, b, and d count the query as an S
query. If the query issuing peer received data item i from peer d, peer d counts
the query as a C query instead of S query.

Here, it should be noted that a query is counted only once even if the same
query or its results reached through multiple routes. The priority is given in the
order of C, S, and F queries. For example, in the above case, if peer a receives the
same query via another route and the TTL of the query is 0, the query cannot
reach peer d and thus cannot find a peer that has the requested data item. In
this case, while the query can be categorized to both S and F queries at peer a,
only S query is counted according to the priority mentioned above.

By categorizing and counting queries, the following facts can be found.

– If a peer counts many F queries for a data item, it is shown that the data
item is frequently requested by its neighboring peers including itself, but
there is no neighboring peer that caches it.

– If a peer counts many S queries for a data item, it is shown that the data
item is frequently requested by its neighboring peers including itself and
some peers or itself cache it.

– If a peer counts many C queries for a data item, it is shown that the data
item is frequently requested by its neighbors and the item cached by the
peer is actually sent to the neighbors.

Increasing rates of the three categories dynamically change every time when
a peer replaces its cache. For example, when data item i that is cached by no
neighboring peers is frequently requested, many F queries are counted for item
i. However, if one of the neighboring peers caches item i, many S queries will be
counted at the peers, whereas many F queries had been counted until now.

4.2 Proposed Strategy

The collaborative caching strategy proposed in this paper extends the PIX strat-
egy to take into account data accesses from other peers in the P2P network. The
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proposed strategy, C-PIX (Collaborative PIX ), calculates the benefits of the ex-
pected response time in the entire system when a peer replaces one of the cached
data items with the broadcast data item. Based on the calculation, the C-PIX
strategy determines the cache replacement.

For data item j in a peer’s cache, the expected value of increase in response
time in the entire system when the peer discards j from its cache is defined by
the following equation:

Uj = Pj · yj/2 + Cj · (yj/2 − l). (1)

We call this the C-PIX value. Here, l denotes the time required for sending a
data item between two peers, Pj denotes the access probability of item i per unit
time, and Fj , Sj, Cj denote the arrival rates of F, S, C queries per unit time.

For broadcast data item k which is not in the peer’s cache, the expected value
of decrease in response time in the entire P2P network when the peer caches k
is defined as the k’s C-PIX value, Uk. If Sk = 0 at peer A, it is likely that A’s
neighboring peers do not cache data item k, and peer A and its neighbors have to
access k from the broadcast channel. Therefore, for peer A and its neighbors, the
expected response time of accessing k is yk/2. On the other hand, if Sk > 0 at
peer A, at least one neighboring peer caches data item k and peer A can receive
the data item from the peer. Thus, the expected response time of accessing k is
l. From the above discussions, Uk is expressed by the following equation:

Uk =
{

Pk · yk/2 + Fk · αk · (yk/2 − l) (Sk = 0)
Pk · l + Fk · αk · (yk/2 − l) (Sk > 0). (2)

Here, αk denotes the forecast ratio of F queries that will change to C queries
when the peer caches data item k.

When a peer discards data item i from its cache, άi is set as the value of αi,
and then, αi is changed by the following equation:

αi = x · άi + (1 − x) · Ci/ {Fi + Ci} . (3)

Here, x (0 ≤ x ≤ 1) is the parameter that determines how much the new αi is
influenced by the former one. When x is set to an unnecessary large value, the
system cannot sensitively adapt to changes of the environment. It is important
to determine an appropriate value of x considering the feature of the system.

In the C-PIX strategy, each peer calculates the C-PIX values for all data items
stored in its cache and finds the minimum one, Um, among them. If Um is smaller
than Uk, item m is replaced with broadcast item k. If the cache replacement
occurs, the query counts of F, S, and C queries for the item discarded from the
cache and the newly cached item are set to 0.

Now, we define the warmup time, T , that represents the time necessary for
receiving enough queries for calculating the C-PIX value after caching a new data
item. Until T units of time passes after caching data item i, Ui is calculated not
by equation (1) but by the following equation:

Ui = Pi · yi/2 + F́i · (yi/2 − l) (4)

Here, F́i denotes the value of Fi before caching data item i.
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5 Performance Evaluation

5.1 Simulation Environment

It is known that an unstructured P2P network constructed on the Internet fol-
lows the power-law [6]. Based on this fact, we determined the degree of peer
j, dj , which is the number of j’s adjacent peers in the P2P network, by the
following equation:

dj =
⌊
wmax · rRj

⌋
. (R < 0) (5)

Here, rj denotes the rank of peer j, which is its index in the descending or-
der of outdegree (number of adjacent peers), and wmax denotes the maximum
number of adjacent peers. For simplicity, we assume rj = j. A network which is
constructed by connecting peers at random according to the power-law is called
a PLRG (Power-law Random Graph). In our simulations, the number of peers
was set to 500 and we used a PLRG network, where (wmax,R) is (240,−0.8) as
many conventional works did [6]. Here, it is known that R of the real network
is approximately −0.8.

The access probability at each peer was determined based on the Zipf distri-
bution [14], where the following two different distributions were used:

Access distribution 1 (A. D. 1)F
The smaller the identifier of each data item is, the higher the probability that
the data item is accessed. The order of access probabilities of data items is the
same at all peers. However, the values of the access probability of each data item
are not the same among peers but vary a little. Specifically, access probability
pji of item i at peer j was given by the following equation:

pji =
i−θj∑M

k=1 k−θj

. (6)

Here, θj is called a Zipf coefficient, and if this is set to a large value, a small
number of data items are accessed frequently. In our simulations, θj was also
determined based on the Zipf distribution by the following equation:

θj =
j−0.8∑MAX PEER

k=1 k−0.8
. (7)

Here, MAX PEER denotes the total number of peers.

Access distribution 2 (A. D. 2)F
Every peer has different orders of access probabilities of items. Access probability
pji of item i at peer j was given by the following equation:

pji =
{(i − hj + 1) mod M}−0.5∑M

k=1 k−0.5
. (8)



886 K. Maeda et al.

Table 1. Average response time varying x and T (A. D. 1)

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

100 36.7 33.8 31.9 31.5 34.6 42.6 56.8 88.4 168.4
200 29.9 38.0 51.4 69.7 94.4 128.1 180.6 258.8 306.7
300 38.2 53.1 73.0 97.2 129.0 173.1 222.4 259.7 280.0
400 50.5 69.3 93.1 123.0 162.0 193.2 209.9 220.8 218.8
500 48.8 64.2 83.1 106.0 119.9 128.1 132.4 134.9 136.5
600 63.8 91.8 122.1 106.3 205.2 231.6 249.2 263.0 265.2
700 51.7 68.2 89.5 112.9 138.2 165.9 186.9 197.6 193.4
800 44.6 56.7 72.1 88.5 108.9 134.4 161.0 167.3 159.3
900 42.7 53.7 66.8 84.2 106.2 127.1 142.8 144.5 135.5

1000 83.7 92.3 98.2 100.7 101.0 103.2 102.5 102.8 104.7

T
(Time slot)

x

Here, hj denotes the item which peer j accesses most frequently. The probability
that peer j accesses data item i most frequently (namely, hj = i) was also
determined based on the Zipf distribution by the following equation:

qi =
i−0.8∑M

k=1 k−0.8
. (9)

The probability that each peer issues an access request at each time slot
was set to 0.1. Therefore, the access frequency of data item i at peer j becomes
Pji = pji × 0.1.

We assumed that the server broadcasts all data items periodically. Initially,
data items were cached at each peer according to the PIX strategy. The initial
value of αi for each data item at each peer was set to 1. The total number of
data items was set to 1,000, the TTL of each query was set to 3. The download
time l of a data item from the P2P network was set to 10 time slots.

Based on the above simulation environment, we evaluated the average re-
sponse time of the proposed strategy during 300,000 time slots. For the purpose
of comparison, we also evaluated the average response times in the cases where
peers can receive data items from the P2P network and determine the cache
replacement based on the PIX and PT strategies.

5.2 Impact of x and T

In order to determine appropriate values of x and T , we evaluated the average
response times of the proposed strategy where x varies from 0.1 to 0.9 and T
varies from 100 to 1,000. The maximum number of data items which a peer can
cache (cache size) was fixed to 100, and the access probability of each peer was
given according to A. D. 1. Table 1 shows the result. A gray part in both tables
indicates the minimum value of average response time for each value of T .

From this result, it is shown that two parameters, x and T , are correlated. As
T gets smaller, x that gives the shortest average response time gets higher. This
is because the proposed strategy determines the cache replacement by guessing
what items neighboring peers cache based on received queries and their results.
If T is too small, C queries cannot be counted sufficiently since there is not
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enough time to collect the query information. Therefore, items which are in fact
needed from neighboring peers may be judged to be unnecessary, and thus, are
discarded from the cache. Moreover, if C queries are not counted sufficiently, αi

decreases as shown in equation (3), and thus, the cached item is discarded in a
short time. We can solve this problem by setting x large (see equation (3)).

The shortest response time is given where x = 0.1 and T = 200 in the simu-
lation environment. Therefore, we use these values in the following simulations.

5.3 Impact of Cache Size

Fig.3 and Fig.4 show the average response times of the proposed strategy and
the other two strategies where the cache size varies from 0 to 1000. We applied
A. D. 1 in Fig.3, and A. D. 2 in Fig.4.

From these results, the C-PIX always gives the shortest average response
time. Moreover the difference in performance is larger when using A. D. 1 than
using A. D. 2. When A. D. 1 is used, all peers have the similar access charac-
teristics, and thus, in the PIX and PT strategies, they cache the same items.
As a result, they can hardly find requested items in the P2P network. On the
contrary, in the C-PIX strategy, each peer determines the cache items by taking
into account items cached by neighboring peers. Even when the cache size of
each peer is small, this strategy can improve the hit ratio of queries and shorten
the average response time.

6 Related Works

P2P systems are classified into two categories; structured [11,13] and unstruc-
tured [3]. Structured systems have precise control over the network topology and
locations of data items in the whole network, while unstructured ones do not.
Since blind methods such as flooding are used to look up requested data items in
unstructured one, they also have a disadvantage that network traffic and look-
ing up delay are larger than structured ones. Instead, unstructured ones have an
advantage of being built easily and flexibly. This is because most P2P systems
currently in service use unstructured networks for data looking up [7,8]. In this
paper, we assumed an unstructured system.

There are many conventional works that address collaborative caching in
some research fields such as web caching [5], distributed file systems [4,12], and
adhoc network [9]. For example, in the research field of web caching, several
strategies in which proxy servers collaboratively cache Web contents. These
strategies aim to reduce the network traffic and balance the processing load
of Web servers which hold original contents. In one of strategies [5], proxies are
hierarchically coupled like DNS (Domain Name System), where the root of the
hierarchy is the server which holds original contents. When a client requests con-
tents, it first asks whether the proxy which is responsible to its domain caches
them. If not, the request is forwarded to proxies of higher level in the hierarchy.
These approaches are similar to structured P2P systems since proxies are hier-
archically coupled and data requests are routed based on particular rules, and
thus, contrary to our approach.
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Fig. 3. Cache size vs. average response time (A. D. 1)
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Fig. 4. Cache size vs. average response time (A. D. 2)

7 Conclusion

In this paper, we propose a new caching strategy in a push-based broadcast
system where clients compose a P2P network. To reduce the average response
time in the entire system, in the proposed strategy, each client autonomously
determines cache replacement by taking into account not only its own access
probabilities to data items but also queries issued from other peers. From the
results of simulation experiments, we confirmed that the proposed strategy, C-
PIX, gives better performance than the conventional caching strategies.

The C-PIX strategy is an extension of the PIX strategy which is a typical
caching strategy in a push-based broadcast system. We also plan to consider
another collaborative caching strategy that is based on the PT strategy.
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Abstract. Due to the rapid development in mobile communication tech-
nologies, the usage of mobile devices such as cell phone or PDA becomes
increasingly popular. As different devices require different applications,
various new services are being developed to satisfy the needs. One of
the popular services under heavy demand is the Location-based Service
(LBS) that exploits the spatial information of moving objects per tem-
poral changes. In order to support LBS efficiently, it is necessary to be
able to index and query well a large amount of spatio-temporal infor-
mation of moving objects. Therefore, in this paper, we investigate how
such location information of moving objects can be efficiently stored and
indexed. In particular, we propose a novel location encoding method
based on hierarchical administrative district information. Our proposal
is different from conventional approaches where moving objects are often
expressed as geometric points in two dimensional space, (x, y). Instead,
in ours, moving objects are encoded as one dimensional points by both
administrative district as well as road information. Our method is espe-
cially useful for monitoring traffic situation or tracing location of moving
objects through approximate spatial queries.

Keywords: Location-Based Service, Road network, Moving object,
Indexing.

1 Introduction

Due to the recent development in mobile communication technologies, the usage
of mobile devices such as cell phone or PDA becomes increasingly popular, and
novel services are being developed to serve various needs. One of the popular
services for mobile devices is the Location-based Service (LBS) that exploits the
location information of moving objects (i.e., mobile devices). For instance, the
following queries are utilizing the “location” of moving objects: “Find the loca-
tion of a person with a phone number X.”, “What is the nearest Thai restaurant
� This work was partially supported by Korea Research Foundation Grant (KRF-2004-
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to a hotel Y?”, or “Where is the delivery truck, shipping the TV that I purchased
over the Internet?”, etc.

The LBS is the service that keeps track of the location information of mov-
ing objects per time unit, stores them into databases, and handles users’ queries
based on the stored location information. The queries used in the LBS can be cat-
egorized as spatial (i.e., finding moving objects within some spatial constraints),
trajectory (i.e., finding moving paths of objects per some time units), and hybrid
(i.e., both spatial and trajectory) queries [9].

In particular, moving objects in the context of LBS have the following chal-
lenges: (1) they have high update cost since databases have to update location
information as time passes; (2) they have high storage cost since location infor-
mation is typically multi-dimensional (i.e., object, time, location, etc.); (3) data
to handle are large-scale since databases need to maintain temporal data (i.e.,
past and present); (4) they have high retrieval cost due to the large amount
of data. Therefore, it is important to devise an indexing and query processing
technique that can handle such a large-scale multi-dimensional spatio-temporal
data efficiently.

In this paper, we investigate a data encoding method to enable effective in-
dexing and query processing for such a setting. In conventional approaches (e.g.,
3DR-tree [11], HR-tree [5], STR-tree [8], TB-tree [9], and MV3R-tree [10]), the
location information of moving objects were expressed as a geometric coordi-
nate (x,y) in two dimensional space. However, instead, we propose to express
location information using both hierarchical administrative district and road
network [3][7] in one dimensional space that, we believe, fits better the real
world. For instance, if a moving object is in a building with a coordinate of
latitude=125.58 and longitude=-37.34, then it can be expressed as a set of fields
according to an administrative district such as city, road-name, road-block (e.g.,
Seoul, Main road, 165). Furthermore, by converting the fields into a binary string
that has efficient ways to process queries, we overcome the aforementioned chal-
lenges of the LBS.

Our proposed scheme has at least three advantages: (1) it reduces the storage
cost and dimensions of index by expressing location information in one dimen-
sional space, instead of two dimensional space. This results in the improved query
processing. (2) In real world, moving objects can only follow along the “roads”.
However, if one expresses location information as geometric coordinates, then
one may include spaces where moving objects can never move into, so called
dead space, incurring storage waste. (3) Since location information is based on
the information of the administrative district, the results can be easily converted
into address formats that are easier, as answers, for human users to interpret.

2 Proposed Encoding Method of Location Information

In many countries, addresses are often represented as a set of fields such as
district name, road name, and location on the road. For example, the address of
the City Hall of Seoul, Korea is represented as a triplet of (Seoul, Eulji road, 31).
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Similarly, the address of the Natural History Museum of England is (London,
Cornwell Road, -), where the third field is null. Exploiting this addressing scheme,
one can easily encode the location of a moving object as a one-dimensional binary
string. By adding more fields, it is trivial to extend the scheme to be able to
support more general addresses. From here forward, to keep the presentation
simple, we only focus on the triplet scheme, (district, road, location on road), to
represent addresses within a specific country.

The procedure to encode the location of a moving object consists of three
steps as follows: (1) obtain the address of the place at which the moving object
is located and express it as a triplet, (2) transform each field of the triplet into a
binary string, and (3) concatenate the three binary strings into a single binary
string. The first and third steps are trivial, and thus we elaborate on the second
step.

We first discuss the way to encode districts. For easier illustration, let us
consider an imaginary country with 4 counties (A, B, C, D) as a whole and 8
cities (a, b, ..., g) in each county - a total of 32 districts to encode. The simplest
encoding method is to use their lexicographical orders. That is, by using 2 bits
for county names and 3 bits for city names, one can encode a district as a 5-
bit string whose first two bits represent the lexicographical order of its county
name and the remaining three bits represent the lexicographical order of its city
name. For example, one can express the district “A county a city” as “00 000”,
the district “A county b city” as “00 001” and “B county a city” as “01 000”.

Although this encoding scheme is simple to implement, it does not provide the
information about the relative position of districts. For example, let us consider
two moving objects, one located at the district “00 000” and the other at the
district “00 001”. Comparing these two binary strings, one can deduce that the
two objects be in the same county but in different city. These two binary strings,
however, do not provide any clue as to the relative positions of the two objects.

To overcome these limitation, we propose to use a mapping technique based
on space-filling curves such as Z-ordering [6], R-ordering [1], and H-ordering [2].
A space-filling curve is a one-dimensional curve which visits every point within a
multi-dimensional space. In order to represent the relative locations of districts
more efficiently, we choose Z-ordering among various space-filling curves and
modify it to start from the upper left corner rather than the lower left corner
as in the original Z-ordering. The detailed algorithm to encode the districts
contained in a region is given in Algorithm 1, and an illustrative example is
shown in Fig.1.

Compared to the encoding method based on lexicographical orders, the pro-
posed encoding method produces more informative binary strings. Let us con-
sider the two moving objects again, one located at the district “00 000” and the
other at the district “00 001”. In addition to the facts that the two objects are
in the same county but are in different city, we can infer more facts: (1) since
the first two bits for cities are all “00”, the cities are located at northwest area
of the county, and (2) since the last bits for cities are different, the city where
the first object is located is north of the city where the second object is located.
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Algorithm 1: Mapping administrative districts into binary strings.

1 Compute the central point of each district.
2 Divide the region into two sub-regions, north and south, so that the numbers

of central points in both north and south are similar.
3 If region north has more than one central point, divide it into two sub-regions,

north east and north west, so that the numbers of central points in both
north east and north west are similar.

4 Do the same for region south symmetrically.
5 For each sub-region obtained from Steps 3 and 4, if it contains more than one

central point, repeat Steps 2 - 4.
6 Considering the division process undergone, map the central point of each

district onto a two-dimensional space.
7 Using a modified Z-ordering, assign a binary string to each district.

Fig. 1. An example which illustrates how Algorithm 1 works on A county

Fig. 2. A road which is partitioned into 2n − 1 units of the same size

The algorithm to encode the roads within a district is not much different from
Algorithm 1. The changes needed to be made on Algorithm 1 are as follows: (1)
every instance of word “district” is to be replaced with word “road”, and (2)
every instance of word “region” is to be replaced with word “district”.

Now let us consider the way to encode the location on road. We first partition
the road into 2n −1 units of the same size, and then represent each boundary as
an n-bit binary string as shown in Fig.2. Lastly, we choose the boundary nearest
from an object and use its binary string as the location of the object on road.
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The proposed encoding scheme has the following characteristics: (1) one can
find out the lowest common administrative district by extracting the longest
common prefix of a given set of binary strings, and (2) a district containing a set
of lower districts can be represented by the range of binary strings; for example,
county “A” in Fig.1 is represented by the range [00000, 00111].

3 System Organization

As shown in Fig.3, our LBS implementation consists of two sub-systems for
population and query processing. The population sub-system is responsible for
collecting the information of moving objects and storing it into databases, and
the query processing sub-system is in charge of answering to the queries about
the moving objects. To support the proposed encoding scheme, in addition, the
LBS system needs three conversion modules, XY2BS, AD2BS and BS2AD.

Fig. 3. LBS system which uses the proposed location encoding scheme

Module XY2BS converts a two dimensional coordinate denoting the location
of a moving object into the equivalent binary string. To expedite the conversion
process, XY2BS maintains an R-tree built from the roads in administrative dis-
tricts. For a given road R, let bitstring(R) and rectangle(R) denote the binary
string of R and the rectangle for the two end points of R, respectively. For each
road R in districts, then, the R-tree stores rectangle(R) and bitstring(R) in one
of its leaf nodes. Algorithm 2 describes how XY2BS makes use of the R-tree to
quickly convert two dimensional points to corresponding binary strings.

It is much more intuitive for users to ask queries using real-life address
such as “Seoul, Main road, 100” than using coordinates such as “longitude=-
65, latitude=+45”. Similarly, it is also preferable to use such real-life address
in the query results. Therefore, in our prototype, we assume that both users’
queries and query results are in the real address format. Module AD2BS con-
verts this real-life addresses into equivalent binary string representations, and
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Algorithm 2: Utilizing an R-tree to quickly convert a two dimensional point,
(x, y), into the equivalent binary string.

1 Generate the rectangle uMBR by expanding x to its left and right by uR, and
expanding y up and down by uR. uMBR is then expressed as ([x − uR, x +
uR], [y − uR, y + uR]). Here, uR is a system parameter used for determining
the nearness of roads from a two dimensional point.

2 Search the R-tree for the roads whose MBRs overlap uMBR.
3 From the roads obtained in Step 2, select the road R whose Euclidean distance

to (x, y) is the smallest.
4 Project (x, y) onto the road R. Let (x’, y’) denote the coordinate of (x, y) after

the projection.
5 Using the relative position of (x’, y’) on the road R, calculate the binary string

for (x’, y’).
6 Concatenate bitstring(R) and the binary string for (x’, y’).

module BS2AD converts binary strings back to equivalent real-life addresses. For
rapid conversion to binary strings, AD2BS maintains a B-tree where district and
road names are used as a key and binary strings are stored at leaf nodes. For fast
conversion to real-life addresses, BS2AD also maintains a B-tree where binary
strings are used as a key, and district and road names are stored at leaf nodes.

4 Query Processing

This section describes how our LBS implementation processes typical LBS range
and trajectory queries.

4.1 Range Query Processing

Range queries are to find the moving objects within a specific region during a
given time interval or to find a set of time intervals during which a specific moving
object was within a given region. Let us consider an example query: “Find all
cell phone users who have been in b city of A county during the time interval
[10 pm, 11 pm]”. To answer this query, the system first calls module AD2BS to
convert the district name (i.e., “A county, b city”) to the corresponding binary
string. Since there are likely to be more than a single road in the given district,
the district name is expressed as a range of binary strings. The system then
searches the database using the range of binary strings and the time interval
(i.e. [10 pm, 11 pm]) as a query predicate.

4.2 Trajectory Query Processing

Trajectory queries are to retrieve the path on which a moving object has tra-
versed during a given time interval. Let us consider an example query: “Between
the time interval [10 pm, 11 pm], where has Sam been moving around?”. If the
system represents the locations of moving objects as two dimensional geometric
points, the answer to such a query consists of a set of line segments and thus can
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Fig. 4. An example of trajectory query procesing

be meaningfully displayed only on electronic maps. However the answers from
the proposed LBS system can be easily converted to real-life addresses and thus
can be delivered to users in text or voice format (in addition to being useful on
electronic maps as well).

To process trajectory queries, the system first searches the database using the
object and time interval information, and then sort the result in ascending order
of time as shown in Fig.4. The system then calls module BS2AD to convert
the binary strings in the result into the corresponding administrative district
addresses, and finally sends out the result in text or voice format to users. When
showing the result to users, the system may represent a set of adjacent rows as
a single row by extracting their common prefixes. That is, it is feasible that the
result is displayed in the unit of ‘county’ first and, whenever necessary, in the
unit of ‘city’ (similar to the drill-down of OLAP applications)

5 Experiment

To evaluate the effectiveness of the proposed location encoding scheme, we per-
formed experiments with real district and road data of a specific region in Seoul,
Korea. The region we used for experiments consists of 2 counties (actually ‘gu’ in
Korea), 46 cities (actually ‘dong’ in Korea), and 387 roads. We created synthetic
moving objects within this region and let them follow the roads in a random fash-
ion for 500 minutes. We then observed their locations every 1 minute. At first the
collected data were stored in 3DR-tree as a triplet of (timestamp, x-coordinate,
y-coordinate) and then stored in 2DR-tree as a pair of (timestamp, binary string
representation of location). Identifiers of moving objects were used as a key and
thus stored in leaf nodes of 3DR-tree or 2DR-tree.

We evaluate the effectiveness of the proposed encoding scheme by comparing
the 3DR-tree with the 2DR-tree in terms of index size and query processing time.
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The machine for the experiments was a personal computer with a Pentium-IV
2.6 GHz CPU, the main memory of 512 MB, and the operating system of Linux
Fedora core 3.

5.1 Index Size

While increasing the number of moving objects from 400 to 2,000, we measured
the sizes of the 2DR-tree and the 3DR-tree. Since 500 location data were col-
lected from each object, the total number of records stored in the indexes was
200,000 when there were 400 objects and 1 million when there were 2,000 objects.
As shown in Table 1, the 2DR-tree which stores the locations in binary string
representation consumed about 58% of the storage space spent by the 3DR-tree.
Therefore, the reduction ratio of the index size was approximately 42% and this
reduction ratio increased slightly when the number of moving objects became
2,000.

Table 1. Sizes of 2DR-tree and 3DR-tree

# of moving objects Size of 3DR-Tree Size of 2DR-Tree Reduction ratio
(Tuples) (KB) (KB) (%)

400 (200,000) 10,973 6,393 41.7
800 (400,000) 22,467 12,779 43.1
1200 (600,000) 34,342 19,329 43.7
1600 (800,000) 46,221 25,906 44.0
2000 (1,000,000) 58,218 32,565 44.1

5.2 Query Processing Time

While increasing the number of moving objects from 400 to 2,000, we observed
how long it takes for the 2DR-tree and the 3DR-tree to process range queries and
trajectory queries. We generated 1,000 queries for each query type and measured
the time elapsed to process all the 1,000 queries.

We first performed the two types of range queries: “Find a set of time intervals
during which a specific object was in a given city” (type 1) and “Find a set of
time intervals during which a specific object was in a given county” (type 2). As
shown in Fig.5, the query processing times of both the 2DR-tree and the 3DR-
tree increase linearly as the number of moving objects grows, but the increase
ratio of the 2DR-tree is smaller than that of the 3DR-tree. Compared to the
3DR-tree, the 2DR-tree achieved about 98% performance improvement for the
queries in type 1 and 67% to 69% improvement for the queries in type 2. Such
an improvement seems to be achievable because the proposed scheme reduces
the index size significantly and makes search regions become one-dimensional
ranges rather than two-dimensional rectangles.

We then performed another two types of range queries: “Find the moving ob-
jects which were within a given city at any time in the first 250 minutes” (type
3) and “Find the moving objects which were within a given county at any time
in the first 250 minutes” (type 4). To process these types of range queries, we
have to search the index using the rectangles representing the time and location



898 S. Lee et al.

 0

 100

 200

 300

 400

 500

 2000 1600 1200 800 400

Q
ue

ry
 p

ro
ce

ss
in

g 
tim

e 
(s

ec
)

# of moving objects

2DR-tree for query type 1
2DR-tree for query type 2
3DR-tree for query type 1
3DR-tree for query type 2

Fig. 5. Elapsed time to process type 1 and
type 2 queries

 0

 50

 100

 150

 200

 250

 300

 2000 1600 1200 800 400

Q
ue

ry
 p

ro
ce

ss
in

g 
tim

e 
(s

ec
)

# of moving objects

2DR-tree for query type 3
2DR-tree for query type 4
3DR-tree for query type 3
3DR-tree for query type 4

Fig. 6. Elapsed time to process type 3 and
type 4 queries

constraints. Remember that the 2DR-tree and the 3DR-tree express locations
as one-dimensional binary strings and two-dimensional geometric points, respec-
tively. Therefore, the search regions for the 2DR-tree become two dimensional
while the search regions for the 3DR-tree become three dimensional. As shown in
Fig.6, the performance improvement of the 2DR-tree becomes larger as the num-
ber of moving objects increases. As a result, the 2DR-tree achieved improvement
up to 98% for the queries in type 3, and up to 64% for the queries in type 4.

We lastly performed a trajectory query: “Where has a specific object been
moving around for the first 250 minutes?” (type 5). To process such a query,
we have to traverse down the index using the time constraint. Since traversing
the 2DR-tree is more effective than traversing the 3DR-tree in terms of CPU
and I/O cost, the 2DR-tree achieved about 44% performance improvement when
there were 400 objects and about 41% when there were 2,000 objects.
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6 Conclusion

In this paper, we have proposed an effective location encoding method that uses
the information in the hierarchical administrative district and the road network
of real world. Our method captures moving objects as binary strings in one
dimensional space instead of conventional (x, y) coordinates in two dimensional
space, and thus can reduce storage cost by upto 44% while improving query
processing by 64% to 98%. The benefits of our proposal include: (1) it improves
upon previous indexing and query processing algorithms by exploiting binary
strings; (2) it is easy to drill-down or roll-up query results in a hierarchical
administrative district; (3) since it uses the ontologies of administrative district
that are intuitive to human users, it is suitable to display query results as text
or voice even without electronic maps.

One of the obstacles of the Location-based Service (LBS) is how to reduce the
rapidly increasing spatio-temporal data without sacrificing query performance.
To address this problem, we plan to exploit the property that when two binary
strings of location information share the same prefix, two corresponding moving
objects on the road network must be located in the same administrative district.
That is, the location information of moving objects can be further compressed
per administrative district by using common prefixes.
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Abstract. The rapidly growing web technologies and electronic commerce 
applications have stimulated the need of personalized and group decision 
support functionalities in eTourism intermediary systems. The goal of this paper 
is to propose a functional framework and design process for building a web-
based customer-oriented decision support system to facilitate personalized and 
community tourism services. Major decision support functions include 
personalized data and model management, information search and navigation, 
product/vendor evaluation and recommendation, do-it-yourself travel planning 
and design, community and collaboration management, auction and negotiation, 
as well as trip tracking and quality control. A system implementation approach 
as well as a system prototype will also be presented and discussed. 

1   Introduction 

The fast growth of web technologies and applications in recent years have driven both 
business and public sectors towards adopting innovative e-commerce (EC) and e-
business (EB) models and processes. Innovative business models emerged in the 
EC/EB domain include e-shop, e-mall, e-auction, e-procurement, e-marketplace, e-
communities, e-brokers, e-advertisers, e-trust, value chain integrator, and other 
commerce-support e-intermediaries [20,25]. Major identified EC characteristics 
include global markets, 24/7 operations, quick responses, competitive pricing, 
multimedia and hypermedia information, interactive search and navigation process, 
personalized and customized services, innovative products and services, push and pull 
marketing mechanisms, etc. Inevitably, the travel and tourism industries have also 
faced new challenges that pushed them to adopt more innovative Internet-based 
strategies and technologies [3,5,12,18,23]. Developing new forms of products, 
services, systems and processes is considered critical for all participants in the tourism 
supply chain to survive from severe market competition as well as to sustain 
competitiveness and profitability. Eventually, the growing EC/EB trends have 
stimulated the demands of more information-intensive and decision-support functions 
and services that incorporate personalized needs and preferences in all tourism-related 
searching, deciding, and booking processes. For example, Puhretmair et al. (2002) 
indicate an inevitable trend of tourism information systems to offer extended 
decision-making support in tourist travel planning [14]. Ricci et al. (2002) present a 
case-based reasoning (CBR) approach for a web-based intelligent travel recommender 
system to support users in travel-related information filtering and product bundling 
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[15]. Buhalis and Licata (2002) point out that eTourism is still in its infancy but will 
be one of the most rapidly expanding industries on-line. They expect future eTourism 
intermediaries to be capable of fulfilling customer expectations and providing 
comprehensive and coherent services [1]. Stamboulis and Skayannis (2003) report 
that there has been a trend to flexibilization of the tourist product by a form of 
customization [18]. Werthner and Ricci (2004) discuss how EC and Web may change 
the structure of travel and tourism industries and forge new ways to satisfy consumer 
needs. More customized and configured tourism-related products and services are 
expected from the tourism supply chain. They also expect to see tourists playing a 
more active role in specifying their services and using reverse auction sites, and 
intermediaries such as Internet travel sites providing new market functionalities that 
focus on personalized recommendation services for travelers [23]. Yu (2004) present 
a web-based consumer-oriented intelligent decision support system (CIDSS) for 
personalized e-services and indicate e-tourism as one of the potential application area. 
Major application-level functional modules comprised in the CIDSS framework 
include consumer and personalized management, navigation and search, evaluation 
and selection, planning and design, community and collaboration management, 
auction and negotiation, transactions and payments, quality and feedback control, as 
well as communications and information distributions. [26].  

It can be seen that the trend to provide more customized and personalized tourism-
related products and services as well as associated decision support functions is quite 
obvious. Nevertheless, the function and service framework as well as the design and 
implementation method to efficiently and effectively develop such a desired tourism 
decision support system have not been well illustrated and sufficiently discussed yet. 
In the research literature of the travel and tourism domain, the dominant research 
approach is empirical study that focuses on information and communication 
technology (ICT) adoption strategies, marketing analysis, business performance, and 
customer satisfaction [2,4,7,17,19,21,22,24]. As for research in the tourism 
information system area, most of previous works focused on management-support, 
destination-oriented, or transaction-based planning and operation functions 
[6,9,13,16]. Only few have addressed personalization and decision support issues in 
the e-tourism domain, besides, only partial solutions have been delivered 
[8,10,14,25]. The lack of comprehensive research efforts regarding the development 
of personalized and community decision support systems for e-tourism applications is 
significant. This situation leads to the absence of a clear guidance for the e-tourism 
industry to embrace innovative EC/EB and Web technologies, to meet customer needs 
and create business values. On the other hand, current travel and tourism related 
information systems and websites such as Travelocity, Expedia, Priceline, Trip, and 
ezTravel, etc mainly provide similar destination information services as well as online 
reservation and transaction services at similar quality levels. Destination oriented 
information include destination guides, photo galleries, tour maps, featured events and 
activities, package deals, traveler tips and advice. Online reservation and transaction 
services include flight booking, hotel reservation, and car rental etc. Although several 
web sites such as Amadeus and Abacus provide flight search and connection planning 
services, no extended personalized and group decision support services have been 
provided in current web based destination, reservation, and intermediary systems. As 
for European Commission’s efforts on tourism service network, i.e. the FETISH 
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project (www.fetish.t-6.it), current functions focus on supporting travel agencies to 
access traveler requested services and to integrate them into a convenient service 
package. The direct and personalized B2C services won’t be provided until the B2B 
functions are fully matured. Therefore, more in-depth research exploration on 
eTourism issues regarding function and service framework, as well as design and 
implementation processes of the personalized and community decision support system 
is strongly demanded. 

This paper aims at proposing a necessary function and service framework as well 
as design and implementation methods for constructing a customer-oriented decision 
support system for eTourism intermediaries to facilitate the desired tourism related 
personalized and community decision services. The rest of this paper is organized as 
follows. The function and service framework is presented is section 2, followed by 
system design and implementation approaches, as well as an operational prototype in 
section 3. The final section contains a conclusion. 

2   The Function and Service Framework  

Adapting Yu’s CIDSS framework [26] to specifically take into account the tourism-
related personalized and community decision support requirements, the function and 
service framework proposed for e-tourism intermediaries consists of personalized data 
and model management, information search and navigation, product/vendor 
evaluation and recommendation, do-it-yourself (DIY) travel planning and design, 
community and collaboration management, auction and negotiation, as well as trip 
tracking and quality control as major functional components. Explanation of 
corresponding tourism-related decision services are provided below. 
Personalized Data and Model Management Services: Services provide in this 
group allow customers to create and maintain their personal profiles including basic 
information and personalized travel preferences, as well as evaluation criteria for 
selecting tourism-related products, services, agents, and vendors. Also included are 
editing facilities for customers to create personalized travel web pages that equip with 
subject directories, bookmarks, annotations and notebooks to link and manage 
frequently accessed tourism resources. 
Information Search and Navigation Services: These services provide customers 
with search and navigational mechanisms to retrieve and browse detailed tourism 
information such as destinations and events, airline schedules and fares, 
accommodations and transportations, group packaged tours, as well as relevant news, 
weathers, maps, travel agencies and tourism suppliers, etc. Customers can also pick 
and save destinations, attractions, and accommodations in a personal favorite list for 
future use during the DIY travel planning and design process. 
Product/Vendor Evaluation and Recommendation Services: Using decision 
support services in this group, customers may first specify their needs and preferences 
by retrieving previously stored data from personal profiles or by directly inserting 
data through an input screen for a specific instance, and then activate the evaluation 
process using system default or personalized evaluation criteria. The results are 
system recommended tourism products and vendors such as package tours and travel 
agencies that closely match customers’ needs and preferences. 
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Do-It-Yourself Travel Planning and Design Services: Customized and 
Personalized travel planning and tour design are main functions of this services group. 
Through interactive steps, customers can specify regions/countries and number of 
days at the first place, and then design personalized travel plans by picking, bundling, 
and sequencing chosen destinations, attractions, restaurants and hotels in daily basis.  
Community and Collaboration Management Services: The basic community 
services allow customers to locate people of similar travel interests, to form special 
tourism interest groups, to set up tourism-related community forums and 
communication channels, and to share travel experiences and resources. Advanced 
service functions allow customers to present their personal travel plans to the 
community, to exchange ideas and collaboratively design alternative trip plans, to 
vote and select one with highest votes as commonly accepted group trip plans for 
implementation. Extended supporting services include recommendations of 
alternative trip plans based on collaborative filtering or CBR techniques. 
Auction and Negotiation Services: This group of services provides a dynamic and 
competitive pricing environment for customers to hold better bargaining positions. 
The auction services allow customers to issue tourism requests with specified needs 
and preferences, and then launch reverse auction sessions that call for travel agents, 
tourism suppliers, and tour operators in the tourism supply chain to bid on the posted 
individual or group trip plans. The submitted bids are then evaluated according to pre-
specified criteria; and those with satisfactory cost/benefit levels are selected as 
candidates for contract negotiation. The negotiation services allow customers to 
negotiate terms and contracts with chosen tourism operators. 
Trip Tracking and Quality Control Services: This service group provides 
mechanisms via fixed and mobile devices for group trip members and their families, 
the travel agents and operators to track in-progress situations during the tour operating 
period, as well as to make necessary changes for controlling the quality of services. 

The proposed e-tourism decision support system also provides transaction and 
payments services for allowing customers to actually book and issue payments to 
selected trip plans, or to simply purchase specific tourism products such as tickets or 
souvenirs. In addition, the communications and information distribution services 
provide most recent and relevant tourism information for customers’ interests, as well 
as email, online chatting, FAQ, situation reporting channels, feedback and complaint 
handling functions via wired and/or wireless communication networks. 

Through the use of these innovative decision services, customers such as travelers 
and tourists are able to perform the following personalized and community decision 
processes. 

1. To create and maintain personalized travel objectives, preferences, web pages, and 
evaluation criteria.  

2. To search and navigate tourism-related information such as destinations and 
accommodations, attractions and features, package tours and travel agencies, etc., 
as well as to create lists of favorite destinations and accommodations. 

3. To activate the evaluation and selection procedure using pre-specified criteria for 
choosing tourism products and vendors to match their needs with specified 
satisfaction level. 

4. To design personalized travel plans when no existing package tours pass the pre-
specified satisfaction level. 
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5. To find and organize customers of similar interests to exchange ideas and 
collaboratively design and develop commonly accepted group trip plans.  

6. To propose requests and initiate reverse-auction sessions for inviting tourism 
vendors and services providers to bid on proposed individual and/or group trip 
plans, as well as to evaluate and select those with best bids as candidates  

7. To negotiate terms and contracts with chosen travel agencies and tour operators.  
8. To track the progress and control qualities during the tour operations of the 

contracted trip plans.  

Customers can also book selected trip plans and receive new and just-in-time 
information in pull and push styles. With decision services to this extent, all phases of 
customers’ decision-making process related to tourism and travel matters can be fully 
supported, and personalization and customization concerns be successfully 
incorporated. Figure 1 illustrates the proposed framework for personalized and 
community eTourism decision support functions with backend systems and servers 

3   System Design and Implementation  

For efficiently and effectively constructing the personalized and community decision 
support system for e-tourism intermediaries, we use Object-Oriented (OO) modeling 
approach to represent tourism-related information, decisions, and knowledge in a 
uniform way. OO conceptual models of specific decision processes are created and 
integrated to illustrate classes and relationships of all participated market players, 
products, decision models and knowledge. For instance, in order to carry out the 
package tour evaluation and recommendation process, classes and relationships of 
customers, travel agencies, package tours, evaluation models and rules must be 
identified and presented. Information attributes of a package tour object include tour 
name, regions/countries, destinations, attractions, tour duration, tour booking price, 
departure date, tour features, daily trip schedules, and accommodations (with names 
and ranks), etc. There are reference relationships between package tours objects and 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. The functional framework of personalized e-tourism services 
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customers as well as travel agencies respectively. The travel agencies provide many 
different package tours to the tourism market, while customers specify their specific 
needs of package tours for specific instances.  A specific set of attributes in the 
package tour object can be chosen as measurement items of the evaluation model. 
When specifying their needs and preferences, customers provide values and weights 
of these measurement attributes as evaluation criteria. Retrieving data of these 
selected attributes from package tours provided by different travel agencies, and 
triggering specified tour evaluation rules, scores of every measurement items can be 
generated. Final matchability scores of these package tours can then be computed 
based on generated item scores and given weights. Package tours with final scores 
exceeding the customer specified satisfaction level are presented in a list for further 
inspection by customers. To be more specific, core objects identified for the package 
tour evaluation and recommendation decision process include Customer, Travel 
Agency, Package Tour, Destination, Attraction, Feature, Accommodation, Decision 
Process, Decision Model, Model Input, Model Output, Decision Knowledge, 
Knowledge Input, Knowledge Output, Customer Needs Instance, Instance Input, 
Instance Output, and so on. In this example, the selected instance input elements are 
Region/Country/Destination Name, Tour Duration, Tour Booking Price, 
Accommodation Rank, Departure Dates, Feature Names, and associated weights for 
each input element. Interval and multiple values are allowed for these input elements. 
The instance output elements include Tour Name, Region/Country, Tour Duration, 
Tour Booking Price, Accommodation Names and Ranks, Departure Dates, Tour 
Destinations and Attractions, Tour Features, Daily Trip Schedule, Travel Agency 
Name, Address, Telephone, Fax, E-mail, and Web Site, as well as the package tour’s 
final Matchability Score. Decision Knowledge, in a simplified case, can be treated as 
a rule set. The decision process of the package tour evaluation case contains only one 
decision model and one associated rule set. All desired values of the model and 
knowledge input elements are obtained from input values of the instance input 
elements related to customer needs. Figure 2 depicts the OO model that 
conceptualizes the package tour evaluation and recommendation process; while 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. An OO model for package tour evaluation and recommendation process 
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Figure 3 shows the evaluation model and associated rule sets. Conceptual modeling of 
the group trip plan auction and tour operator recommendation process can be 
conducted in a similar way. As objects of package tour, customer, and travel agency 
are changed to objects of group trip plan, community, and tour operator, and the 
attribute items, evaluation criteria and rules are slightly modified, a similar OO model 
for group trip plan auction and recommendation process can be developed. As for do-
it-yourself travel planning and tour design process, the involved objects include 
Personal Travel Plan, Customer, Destination, Attraction, Feature, and 
accommodation, and the outcome is a daily schedule of the personalized travel plan. 
When submitting the personal travel plan to community for developing a group trip 
plan, or directly to auction session for selecting service providers, attribute values of 
the personalized travel plan such as plan name, destinations, attractions, features, 
duration, departure dates, expected price, accommodation rank, etc. must be specified. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. The decision model and rules for package tour evaluation and selection 

Eventually, package tours, personal travel plans, and group trip plans share many 
common attributes. 

To facilitate system implementation and operation, we adopt a multi-tier Client-
Broker-Server network structure that incorporates client browsers of customers, web 
resources servers of tourism suppliers, and application servers of intermediaries 
including information and recommender servers, community and communication 
servers, auction and negotiation servers, as well as backend database and document 
servers, model base servers, and knowledge base servers. The e-tourism decision 
support functions and services are placed in these intermediary application servers 
that link with backend resources, data, model, and knowledge servers. A prototype 
system is constructed using Dreamweaver web page authoring tool, Java scripting 
language, and SQL server database software. Application functions and interfaces, as 
well as the system embedded model and knowledge computation programs are written 
and executed as Java programs. The system required database is created and managed 

SET  T = Sum(T1*W1,…,T6*W6)
Subject to Sum(W1,..,W6) = 1 
where T = total score of matchability,  
Ti and Wi are value and weight of the ith evaluation criteria, i = 1,…, 6 

 
If Trip destination set B belong to the Input destination set A then T1 = “100” 
  else T1 = (100-10*(Count(A-B)) 
If Trip length in days l is within the Input days interval (l1, l2) then T2 = “100” 
  else if l < l1 then T2 = 100 – 20*(l1 – l) 
     or if l > l2 then T2 = 100 – 20*(l – l2) 
If Trip price c is within the Input price interval (c1, c2)  
then T3 = “100” 
  else if c < c1 then T3 = 100 – 10*(c1 – c)/5000 
     or if c > c2 then T3 = 100 – 20*(c – c2)/5000 
IF Accommodation rank a is >= Input accomm. rank a1 
 then T4 = “100” 
  else T4 = 100 – 20*(a1 – a) 
If Departure date d is within the Input date interval (d1, d2)  
then T5 = “100” 
  else if if d < d1 then T5 = 100 – 20*(d1 – d)/3 
     or if d > d2 then T5 = 100 – 20*(d – d2)/3 
If Trip feature set F contains Input feature set F1  
then T6 = “100” 
  else T6 = 100 – 100*Count(F1-F)/Count(F1)   
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using MS SQL server. Multimedia document files such as daily schedules, travel 
cases, and destination images are stored as separate files but still coded in and 
managed by the SQL server.  

Figure 4 demonstrates several user view pages of the prototype system. Starting 
from the upper left hand side and continuing as clockwise, the first one is a guide tour 
page for destination navigation. The second page displays a package tour evaluation 
form for customers to specify needs and preferences, weights of measurement items 
and the acceptance level of matchability. The third page is an interactive working 
zone for designing personalized travel plan in which specific destinations, restaurants, 
and hotels can be selected and organized in daily bases. When the customer completes 
the design steps, he can review the final trip schedule in a separate frame and decide 
whether to stop or to make modifications. The final page shows a submission form for 
tour operators to place bids on specific trip plans listed in the auction page. 

The service framework and prototype system have been proposed to a group of 14 
CEOs and CIOs who take an EMBA class related to innovative e-services. And a 
survey regarding importance, feasibility, and potential effectiveness of the proposed 
services and system has been conducted after three weeks of focused discussions. The  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 
Fig. 4. A destination navigation page, a package tour evaluation page, a DIY travel planning 
page, and a bid submission page 

survey outcome shows that both service functions and the decision support system are 
well received and highly demanded. Under a five-point scale measurement ranging 
from 1 to 5 as the very low to very high opinions for response selections, the average 
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scores of total importance and effectiveness are 4.5 and 4.4 respectively. The top 
three ranked e-tourism services are search and navigation (4.54), evaluation and 
recommendation (4.21), and DIY travel planning and design (4.21). Moreover, 
comparing the prototype system to existing tourism web sites, the prototype is 
trivially the only system capable of providing full personalized and community 
decision support services to customers in tourism domain. 

4   Conclusion 

In this paper, we first address the need of personalized decision support services in e-
tourism systems, and then present a framework of personalized and community 
decision support functions and services. Major functional modules of the e-tourism 
intermediary service system include personalized data and model management, 
information search and navigation, product/vendor evaluation and recommendation, 
do-it-yourself travel planning and design, community and collaboration management, 
auction and negotiation, and trip tracking and quality control. Conceptual object-
oriented models are created to represent the information retrieval as well as decision 
and knowledge computing processes. A system implementation approach is provided 
and an implemented prototype system is also presented to illustrate the system 
operation processes as well as to validate the effectiveness of the proposed 
personalized decision support functions and services. It can be expected that by using 
the system and services all e-tourism customers, intermediaries, and the entire supply 
chain can leverage their capabilities and create substantial values. Future research 
topics include practically implementing the proposed service framework, as well as 
measuring system performance from both the customer and business perspectives. 
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Abstract. We describe the weaknesses of an existing expert diagnosis-recom-
mendation system we have developed for SMEs. In good part, these weaknesses 
are related to the fact that the system was not implemented with appropriate 
artificial intelligence techniques. We recently decided to tackle the problem and 
re-engineered the core of the system with the help of an up-to-date expert 
system shell. In the process, we revised the formalization and reorganization of 
the system’s expertise and developed a brand new knowledge base. We here 
describe the new system and the improvements made, and we identify ongoing 
and future developments. 

1   Introduction 

In 1999, we developed an expert diagnosis system for small and medium-sized enter-
prises (SMEs), the PDG system [1, 2]. This system is based on a benchmarking ap-
proach [3-5] and performs a multidimensional evaluation of a SME’s production and 
management activities, and assesses the results of these activities in terms of produc-
tivity, profitability, vulnerability and efficiency. This system is fully operational and 
has been put to use on actual data from more than 500 SMEs from Canada, USA, and 
France. By academic standards, it is clearly a successful real-life application [2]. 

What is peculiar though, especially from a knowledge-based systems perspective, 
is the fact that although the PDG system is packed with knowledge and expertise on 
SMEs, it has not been originally implemented with “traditional” symbolic Artificial 
Intelligence (AI) techniques due to lack of time, human and financial resources. 
Today, we must admit that this implementation decision was not optimal as it is the 
main cause for certain weaknesses in the system’s knowledge component, including 
its lack of flexibility, difficulty in understanding, and limited capacity for adaptation, 
improvement and updating. 
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We are currently working on the development of a second generation PDG system, 
which we call the PDGII system. Although it is based on the first system, two key 
components have undergone in-depth reengineering: its database, which has now 
become a powerful data warehouse, and its knowledge base and reasoning engine, 
which are being re-designed and re-implemented with symbolic AI techniques [6]. In 
what follows, we first explain the reasons justifying the development of the new 
PDGII system and we identify the goals we have set ourselves in this second 
generation system. Then, the main part of the paper consists in a discussion of the 
new knowledge-based subsystem: the selected AI techniques and tools, the 
formalization of the expertise, and the additions and benefits brought along. We also 
briefly talk about potential future developments in the PDGII system. 

 Our work takes place within the context of the Research Institute for SMEs. The 
Institute’s core mission is to support fundamental and applied research to foster the 
advancement of knowledge on SMEs to contribute to their development. Our lab, the 
LaRePE (LAboratoire de REcherche sur la Performance des Entreprises: www.uqtr.ca/ 
inrpme/ larepe/), is mainly concerned with the development of scientific expertise 
on the study and modeling of SMEs’ performance, including a variety of interrelated 
subjects such as finance, management, information systems, production, technology, 
etc. All research projects carried out at the LaRePE involve both theoretical and 
practical aspects, always attempting to provide practical solutions to real problems 
confronting SMEs, often necessitating in-field studies. 

2   Towards the Reengineered Diagnosis System 

The initial PDG system was and still is a good diagnosis system [2]. With the use of a 
lot of data collected from a comprehensive questionnaire filled by an evaluated SME, 
this system identifies and evaluates the enterprise’s weaknesses. Then, relevant 
recommendations are suggested to help the evaluated SME correct its weaknesses and 
thus improve its performance. The questionnaire’s data are stored in a database (now 
a data warehouse) and the SAS statistical package is used to perform various statisti-
cal calculations. Thereafter, the PDG system imports these statistical data to perform 
the diagnosis and to produce a detailed evaluation report in which we find the results 
presented as graphics and texts. The whole system, from the diagnosis program to the 
report production program, was originally developed with Microsoft Excel. This 
system is fully functional since 1999 and still produces performance diagnostic 
reports very much appreciated by SME owners-managers. 

However, despite its success and correctness, the original PDG system was out of 
date with the current state of the art in this kind of system [7-9] and suffered from 
important gaps and weaknesses that made its functioning, updating, understanding, 
and evolution rather difficult. The main element of any expert system is a knowledge 
base in which resides the system’s expertise. The fact is that the original PDG system 
does not have an explicit knowledge base. Indeed, the expertise elements are scattered 
throughout the Excel programming code and cells. Consequently, it is extremely dif-
ficult to find and update expertise elements, even more to ensure that changes will not 
result in the introduction of unforeseen consequences. The usability and flexibility of 
the code is reduced dramatically by this weakness. The high coupling between the 
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code and the expertise makes the improvement of the system excessively difficult: 
this is definitely a major handicap for a good expert system that needs to evolve with 
our grasp of the application domain, especially in the long run. 

Moreover, although the final diagnosis reports produced by the PDG system are of 
the highest quality, the report production component is not flexible at all. The code 
associated with the production of the report is intermingled with the code supporting 
the diagnosis system’s expertise. Thus, it is impossible to modify the report without 
affecting the rest of the PDG system. For example, simply removing, adding, or 
modifying a graphic in the report involves a considerable programming effort. So, 
there is a harmful coupling between the diagnosis expert system and the report 
generation elements, especially those dealing with graphical representations. 

Our laboratory is currently working on a brand new PDGII system that will correct 
these weaknesses. This new SME performance diagnosis system is a complete reen-
gineering of the old system and is built on a solid artificial intelligence basis. Here are 
the goals we have set ourselves with regard to the knowledge-base component: 

• Centralize and formalize all the expertise elements in a flexible and well-
structured knowledge base. 

• Replace Excel by another programming tool more adapted to our situation 
and needs. 

• Separate the programming code of the diagnosis system from the program-
ming code of the report’s graphical representations. 

• Encapsulate in a flexible way the various objects involved in a diagnosis so 
that they will be able to easily support new reports and specific user profiles. 

• Revise the graphics production mechanism to support in a flexible way more 
personalized final reports. 

• Devise a structure and mechanism that will save in our data warehouse all the 
detailed diagnosis results. 

3   The New Knowledge-Based Component 

3.1   Selecting the Appropriate AI Tool 

To implement the new PDGII system, we had to find appropriate, new programming 
tools. We needed to program the newly reengineered expert system, based on up-to-
date AI techniques [6], plus other more conventional (non-AI) elements. As to the 
main conventional implementation language, we chose Java. Since most of the sys-
tems in our laboratory are now programmed in Java, practical considerations moti-
vated this choice. As far as the knowledge-based component is concerned, we needed 
a capable and efficient tool that would support the creation of a knowledge base and 
the use of an inference engine. In order to find the best AI tool to suit our needs, we 
conducted a quite extensive comparative evaluation based on information available on 
vendor’s Web sites and also on several applied AI research papers. We even tested 
some of these tools on our systems. In the end, the winner was Flex. 

Flex [10] is a tool from Logic Programming Associates Ltd (www.lpa.co.uk) and is 
especially designed for the development of expert systems, including both the know-
ledge base and the inference engine components. Flex knowledge bases are “frame-
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based” [11] and they are easy to develop. Flex also has its own inference engine. The 
knowledge base and the inference rules must be written in the Flex KSL (Knowledge 
Specification Language) [10]. An important feature of the Flex KSL language is that 
it is close to English in many ways, so it is easy to use and to understand. Here is an 
example that illustrates how easy it is to define a frame and an instance of the latter:  

 
frame   evaluation_criterion  ; 
 default   description   is   ‘Complete the description for the criterion.’ 
 
frame   benchmark_data  ; 
 default   enterprise_value  is   _   and 
 default   reference_group_value   is   _   and 

default   benchmark_value. 
 
frame   technological_proficiency   is a   evaluation_criterion  ; 
 default   data1   is a   benchmark_data   and 
 default   data2   is a   benchmark_data   and 
 default   data3   is a   benchmark_data   and 
 default   data4   is a   benchmark_data   . 
 
instance  criterion1   is a   technological_proficiency  .  

 
In this example, we can see the use of the inheritance mechanism. We have the 

evaluation_criterion parent frame and its more specialized children frame technolo-
gical_proficiency. The children frame inherits all the attributes of the parent frame, 
unless otherwise specified. The type of these children attributes is also a frame. So, 
each attribute of the children frame will be of type benchmark_data. Finally, we can 
see how easy it is to create an instance of the children frame. 

We could have specified explicit values for the attributes of the instance crite-
rion1, but as it is possible to build Flex procedures in KSL (or even in Prolog), we 
could also have specified the attributes data by programming, as in: 

 
do   criterion1’s   data1’s   enterprise_value   becomes  232.67 .  

 
The Flex inference engine supports both forward and backward chaining. Here is 

an example showing the simplicity with which one can write a forward chaining rule: 
 
rule benchmark_value_verification 

if    S   is an instance of    evaluation_criterion    and  
       S`s    data1`s  enterprise_value   >   S`s   data1`s   reference_group_value 
then  S`s   data1`s   benchmark_value   becomes   ‘Enterprise is better’ . 

 
In addition to Flex, LPA also offers other interesting and useful tools for the deve-

lopment of AI-based systems. The Flint tool [12] supports the management of uncer-
tainty in an expert system through these AI techniques: fuzzy logic, Bayesian upda-
ting, and certainty factors—this is a tool we will reconsider later in the development 
of our new PDGII system. With yet another LPA tool, the ProData Interface [13], it is 
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possible to use a database from within a Flex-based system. This is an important 
capability in the PDG system as it must absolutely be able to get access to the data 
warehouse containing all SME-related data. Another useful LPA tool is the Intelli-
gence Server [14], which allows an external (or foreign) application to connect to a 
Flex knowledge base and submit requests to it. Consequently, we can create the non-
AI subset of the new PDGII system in Java and work with the Flex knowledge base 
through the Intelligence Server interface. 

3.2   System Architecture 

We now consider in more detail how the different tools mentioned in Section 3.1 are 
actually organized in the PDGII system: see Figure 1 below. First of all, there is a 
Java program acting as the entry point of the system; this program controls the 
execution of the entire system. A diagnosis editor allows the user to enter essential 
information and parameters about the configuration of the diagnosis to be produced, 
such as the evaluated SME’s identification, the information for the creation of the 
reference group (against which the evaluated SME will be compared), the desired 
diagnosis type, etc. Another important element for the PDGII system is that it is 
possible, during this configuration phase, to select and modify some expertise 
elements (via the Intelligence Server interface), such as weights, that will be used for 
the performance diagnosis. For testing purposes, such flexibility in this configuration 
phase is quite useful when we want to measure the impact of some parameters on the 
system’s behaviour without making any other changes. 

 
Fig. 1. The PDGII system architecture 

 
It is also possible to select the desired profile for a PDGII diagnosis. We will come 

back to this later, but let us just say that several different profiles of diagnosis can be 
created in order to support the evaluation of SMEs from different perspectives. In 
fact, the knowledge base contains predetermined profiles of PDGII diagnoses. The 
user simply has to select the one he/she desires. For example, the complete profile 
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consists in the performance evaluation of all activities of an SME. Yet another profile 
consists in the evaluation of, only, the production and management systems. 

Once the diagnosis has been launched, the knowledge base has to communicate 
with the Oracle data warehouse to download all the relevant SME data. Our data 
warehouse has been built one year ago [15] and is still the subject of ongoing work. 
This new data warehouse supports the expert diagnosis system, and is also used in 
various other research projects on SME data. Communication between the Flex 
knowledge base and the data warehouse is made possible through the ProData 
interface. The Flex knowledge base then performs the diagnosis with the help of its 
facts, rules and procedures. At the end of the diagnosis, the results are first uploaded 
in the Oracle database (data warehouse) and then used by the report maker from the 
Java program. At this stage, a report configuration can be specified by the user. 

4   Expertise Organization and Formalization 

4.1   The Knowledge Base Structure 

In the initial version of the PDG system, expertise was scattered throughout the Excel 
implementation. It was extremely difficult to locate and understand expertise ele-
ments, and ensure their safe maintenance. Because of the crucial role played by the 
PDG system’s knowledge component, the finding of a solution to this problem very 
much influenced the design of the new PDGII system. The initial phase of the reengi-
neering was thus the identification (and understanding) of all the expertise elements 
dispersed in the original Excel implementation—a difficult and tedious task since the 
system had been programmed over a period of several years, by different program-
mers, and supported by essentially no documentation. Then, all expertise elements 
were verified, centralized, and organized into a well-structured, frame-based Flex 
knowledge base. 

We also wanted this knowledge base to be usable by other systems, not only the 
PDGII system. So it had to be devised in a relatively generic way. Indeed, throughout 
the years, our laboratory has built a strong expertise in SME performance evaluation. 
This expertise has translated into the development of performance evaluation criteria 
in several key SME-related domains. In fact, an expert system such as the PDGII 
system would not be possible without these precious criteria belonging to various 
domains. Thus, we decided to build a knowledge base that could be used by any diag-
nosis system in our laboratory, not only the PDGII system. A high degree of flexibi-
lity and reusability was a goal of the utmost importance in this phase of our work. 

Because these SME evaluation criteria are not necessarily specific to the PDGII 
system, it was important to make this distinction in the knowledge base. Conse-
quently, we organized the knowledge base in two parts. The first part (left-hand side 
in Figure 2) contains all the expertise that can be used by any of our diagnosis sys-
tems, i.e. which is generic and not PDGII-specific. This subset of the knowledge base 
contains 64 evaluation criteria. The second part (right-hand side in Figure 2) of the 
knowledge base contains all the expertise elements that are specific to each diagnosis 
system, such as the PDGII system. Figure 2 illustrates how the knowledge base is 
organised.  
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Fig. 2. The expertise general to every diagnosis system appears on the left-hand side, and the 
expertise specific to each diagnosis system on the right-hand side 

Another important concept in the organisation of the knowledge base is the link 
between the generic and the specific parts. As mentioned before, the PDGII system 
uses different diagnosis profiles, each defining a specific orientation of the diagnosis 
performed by the PDGII system. For example, one specific PDGII profile could 
define a specialized diagnosis of the SME’s human resources activities, while another 
PDGII profile could define the general diagnosis of all activities. Each profile is 
defined by the evaluation criteria needed to perform the associated diagnosis. Indeed, 
each profile selects the required criteria in the generic subset of the knowledge base, 
and then complements these criteria with PDGII-specific knowledge (e.g. PDGII data, 
PDGII rules, etc.) to allow the computation of the diagnosis in the specific context of 
the PDGII system. 

4.2   Levels of Formalization in the PDGII Expertise 

Another major improvement implemented in the PDGII system’s knowledge base is 
the three-level expertise formalization that was carried out. To better understand these 
levels, let us first take a look at the structure of the PDGII system’s diagnosis. The 
latter performs a performance diagnosis of an evaluated SME in terms of results and 
management practices in different activity sectors (and business functions), relative to 
a reference group of similar SMEs. Each activity sector relies on evaluation criteria 
for a sector-specific diagnosis—these criteria are organized appropriately in the 
knowledge base as explained in Section 4.1. Figure 3 below presents the three-level 
PDGII diagnosis structure and the three-level expertise associated with them.  
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Fig. 3. The PDGII diagnosis system structure and its three-level expertise 

The first level corresponds to all the generic and specific evaluation criteria that the 
PDGII system has selected in the knowledge base, as explained in Section 4.1. These 
expertise elements include data related to the evaluated SME and the SMEs in the 
reference group (for benchmarking purposes), and the PDGII-specific rules needed by 
the relevant criteria. Moreover, this first expertise level also contains all the rules 
allowing the production of the comments and recommendations on the evaluated 
SME’s performance on the selected criteria. So, all the expertise elements used during 
the individual evaluation of the criteria of each selected activity sector, according to 
the active profile, are part of this first expertise level. 

The knowledge base’s second expertise level corresponds to the expertise on the 
global evaluation of each activity sector (or business function) of a PDGII diagnosis. 
Each evaluation criteria of each sector are grouped together to perform this global 
sector evaluation. Playing a central role among the elements of this second expertise 
level is the weight of each evaluation criterion relative to its sector. We also find all 
the rules allowing the global performance diagnosis of each activity sector, and also 
the rules allowing the identification of the weakest criteria of each sector for the 
evaluated SME. Once the identification of the weakest criteria of each sector is done, 
comments and recommendations associated with these criteria are produced with the 
help of the first expertise level. 

The third expertise level of the knowledge base is associated with the global 
evaluation of all activity sectors of a PDGII diagnosis profile. It corresponds to a 
complex and sophisticated level of expertise because we must be able to compare and 
balance different sectors of activity within the evaluated SME, while being able to 
explain why it does better or worse than its reference group and if this needs attention 
or action in the near future. Thus, it still is a challenging task for SME performance 
evaluation experts to find reliable expertise rules to model this kind of global 
evaluation. At present time, a human expert always revises the evaluation 
automatically produced by the PDG system at this level. Thus, this third expertise 
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level is not totally implemented yet in the current version of the knowledge base. And 
this is part of our future developments in the PDGII system. 

5   Conclusion 

In this paper, we presented the knowledge-based component of our new expert system 
on SME performance diagnosis, the PDGII system. Although the initial version of the 
PDG system managed to produce SME evaluations and reports of the highest quality, 
the implementation rendered maintenance and evolution of the system a daunting 
task. In particular, the fact that the expert system did not use available AI techniques 
and tools, and the fact that expertise elements were scattered throughout the Excel 
code and cells, made any evolution of the system a risky business. Another major 
problem was the tight coupling between the evaluation expertise and the report gene-
ration details in the implementation. Thus, even the smallest modification made to the 
report produced by the diagnosis system was a great challenge and often led to 
unforeseen consequences. For all these reasons, and despite the success of the initial 
version, we made the decision the move along and reengineer the PDG system, lea-
ding to the new PDGII system presented here. 

Several important improvements were made along the way. The choice of LPA’s 
Flex software for the knowledge-based component of the PDGII system, as well as 
the use of the Java programming language contributed to adequate integration at the 
software level, especially in the context of the software architecture of our laboratory. 
The two main components in our new PDGII system are the data warehouse and the 
knowledge-based expert system. An important task of expertise organization and 
formalization was carried out, as explained in Section 4, to regroup the PDG’s 
diagnosis expertise under three different but complementary levels. Moreover, this 
knowledge base was developed with the goal of explicitly distinguishing generic 
knowledge (i.e. used in several diagnosis systems) from specific knowledge (i.e. used 
in only one specific diagnosis system).  

Another advantage of the new PDGII system is that the user has a better control 
over the diagnosis. Indeed, a user has the possibility to configure some expertise ele-
ments of the knowledge base during the configuration phase of a diagnosis. The 
PDGII system has also gained in control and flexibility with the inception of 
diagnosis profiles that will affect the diagnosis on different activity sectors of the 
evaluated SME. Profiles also allow the user to obtain personalized evaluation reports. 
These improvements represent significant benefits both to the end users, i.e. owners-
managers, and the PDG development team. 

We are currently performing an extensive validation in which we produce, in 
parallel, the performance diagnosis with both the new PDGII system and the existing 
PDG system, from the same data. We then make a detailed comparison of the results 
in order to identify potential bugs in the new system. So far, more than ten full 
diagnosis comparisons have been made and only minor bugs have been uncovered. 

As it has been done for the last ten years, our laboratory continues to develop and 
formalize its expertise in SME performance evaluation. The new PDGII system 
makes a significant contribution in that regard. As to future work, the performance 
diagnosis results saved in our data warehouse will be used for data mining. Also, 
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another important future work item will be the completion of the third level expertise 
of our knowledge base as presented above. 
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Abstract. Space-based astrometry missions can achieve an accuracy
that has not been possible before (by ground-based observations). How-
ever, in order to guarantee this precision, it is of the utmost importance
to check the scientific quality of the data constantly. We present a model-
based monitoring system, called Science Quick Look, that is able to carry
out the preliminary scientific assessment. We have implemented a pro-
totype of the system and show the results of an evaluation.

1 Introduction

Astrometry is the oldest branch of astronomy and deals with the positions,
distances, and motions of stars. Apart from providing a reference frame for the
observations of astronomers, astrometrical data is important for navigation and
guidance systems, accurate time keeping, and supplying astrophysicists with
motion and distance data.

We can employ basic trigonometry to find the distance of a far-away object S,
e.g. a star, by determining how S appears to move when observed from the two
ends of a baseline perpendicular to a line from the baseline’s center point to the
object. The largest baseline available when looking at stars is twice the distance
from the Earth to the Sun, which is approximately 300 million kilometers (see
Figure 1). The apparent movement of a star against background stars (which
are so far away that their movement is not detectable) is called its parallax.
This is the angle marked p in Figure 1. Angles are measured to a precision of
arc-seconds. For example, the parallax of the star nearest to our solar system,
Alpha Centauri, is 0.75′′ (three quarters of an arc-second).

The development of better instruments over time has led to a steady increase
in accuracy of the obtained data. Important milestones were the development
of astrolabes, sextants, telescopes, radio telescopes, and CCD (charge-coupled
device) chips. The latest step was the introduction of space-based astrometry
via satellites, which eliminated the blurring effects of the atmosphere. Figure 2
shows the precision that was feasible during different times in history (the values
for DIVA and GAIA are predicted).
� This work was supported by a grant from the Klaus Tschira Foundation (KTS).
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Fig. 1. Parallax of a star

Fig. 2. Precision in arc-seconds over time

The focus of our work was to create a prototype for the monitoring and diag-
nosis process to assist an operator/astronomer in rapidly assessing the scientific
data quality. On the one hand, we needed to generate meaningful statistics and
diagnostics that reflect any changes in the system state. On the other hand, we
wanted to provide expert advice on possible explanations for any problems. As
C.A. Kitts notes in [11], automating the process of monitoring the operability of
a spacecraft can augment or replace human decision making and thus increase
reaction speeds, reduce errors and mitigate cognitive overload, enhance safety,
lower costs, focus analysis and free human reasoning for more complicated tasks.
However, in order to automate the monitoring process, we need to compare the
data generated by the satellite to reference data. We extract this reference data
from a model we developed predicting the behavior of the satellite.

When talking aboutmonitoring operability,we have todistinguish between two
different typesof faults that canoccur. First,wehave to check thehousekeepingdata
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(HK) and attitude control system data (ACS) to keep the satellite in orbit and on
its correct course. This job is done by the ground-based space operations center.
Second, we may also have faults in the instruments collecting the scientific data.
Defects in this area do not put the satellite at immediate risk, but they may corrupt
the data to such an extent that it becomes worthless for later scientific analysis. For
this reason, it is mandatory to constantly analyze the scientific content of the data
sent down from the satellite. In order to do this we developed a Science Quick Look
(ScQL)monitoring framework. For the HIPPARCOS mission [1] (the first and only
space-based astrometry mission up to now) the quality check of the scientific data
was a very cumbersome task, since it had not been automated. Here we present an
approach on how to meet this challenge by building a semi-automated monitoring
and diagnosis system for the first time.

We have begun working in the framework of the DIVA project, which aimed
at measuring the positions of about 35 million stars with the help of a low-
cost satellite. In the meantime, DIVA has been absorbed into the larger GAIA
project. At the moment, work done for DIVA is adapted to GAIA.

The remainder of the paper is organized as follows. Section 2 covers the
related work. In Section 3 we give an overview of the general design of the
ScQL process. The model that our monitoring system is based on is described in
Section 4. Section 5 presents our monitoring and diagnosis system, while Section
6 gives a brief evaluation of our work. Section 7 contains concluding remarks.

2 Related Work

For comparing the observed data to our model and drawing conclusions from
this, we rely on reasoning systems. In this section we will take a brief look at
these systems. The first large group of reasoning systems comprise symptom-
based approaches, in which symptoms are directly related to faults. Traditional
rule-based systems represent the accumulated experience of experts in the form
of empirical associations, i.e., rules that associate symptoms with their underly-
ing faults. Examples for rule-based approaches (which include dictionary-based,
tree-based, or use-case-based reasoning) can be found in [2,4,8]. Fault dictionar-
ies are lists of symptom/fault pairs indexed by a description of the symptoms. In
order to build such a dictionary, we need a specification on how a system behaves
if a certain component is broken. The resulting list of fault/symptom pairs is
then inverted to form our dictionary. An example of this technique can be found
in [17]. Decision trees are a way to break down complex diagnostic situations
hierarchically. This means that we step through a sequence of tests before arriv-
ing at a diagnostic solution. See [4] for more details. A relatively recent method
is case-based reasoning, in which previously successful solutions are adapted to
similar problems. Case-based systems learn by acquiring new knowledge in the
form of additional case studies. Examples for these systems can be found in [16].

The second large group of reasoning systems are based on models. Here we do
not rely on empirical knowledge about symptoms and faults, but on fundamental
knowledge of the considered domain. Davis and Hamscher state some general
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rules in [4] on how to model the behavior, structure, and failures of a system
from the viewpoint of troubleshooting. Qualitative models, as described in [5],
are not concerned with exact quantitative values, but describe a system at a high
level of abstraction. An example for a qualitative description of a parameter is
that its value is increasing, decreasing, or constant. Inc-Diagnose is an algorithm
developed by Ng [19] and is based on a formal theory by Reiter for diagnosis
[14]. While the approaches described so far emerged from the AI community,
there has also been work started from an engineering point of view, like fault
detection and isolation (FDI) [3].

One thing that became clear during our study of the literature was that there
is no universal method for coping with all possible situations. We favor a model-
based approach, in which we can extract diagnostic clues from discrepancies
between predicted behavior and observations. This approach is rather natural
for a scientist (after all, the users of our system are going to be astronomers),
as this is how he or she usually solves scientific problems. There are also some
shortcomings of the symptom-based approaches, the main one being that it is
difficult to comprehend why a system arrives at a certain conclusion. In contrast
to this, a model-based approach rests upon established facts of the domain,
rather than relying on empirical knowledge. Also, maintaining the knowledge
for complex symptom-based systems is also a challenging task, as small changes
in the design may necessitate revisions in a large part of the knowledge base.

3 General Design of Science Quick Look

3.1 Requirements of ScQL

The job of the ScQL is to continuously check the correct operation of the on-
board instruments. On the one hand, we have to monitor the hardware, i.e.,
the optics with its lenses and mirrors, the detectors with their light-sensitive
areas (CCD chips), and different supply voltages. On the other hand, we have
the software controlling the instruments and their output. In order to make
clear what ScQL has to check here, we give a brief description of the modus
operandi. The image detection software scans the raw data stream from the
CCD array for star-like images. The centroiding algorithm determines the central
positions of these images. Knowing this center position, the window cutting
algorithm cuts out a small rectangular area around the image. This is done
because transmitting the whole output of the CCD array to the ground station
would use up too much of the limited data transmission rate. Then we have
algorithms for identifying attitude stars. The (on-board) attitude star catalog
consists of a collection of reference stars (with known positions). With the help of
the reference stars the position of the satellite can be determined more accurately.
This has a considerable impact on the quality of the scientific data. Last but not
least, let us mention one more algorithm. Due to the rotation of the satellite, the
stellar images are moving from the left to the right in the focal plane. To obtain
sharp images, the shifting and reading out of the CCDs needs to be synchronized
with the current rotation movement of the satellite. This is the job of the clock
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stroke rate adjustment. ScQL has to verify the validity of the output of all the
algorithms described above.

3.2 Parts of the ScQL Process

Schematically, the process of ScQL is composed of three parts: a star transit
simulator, monitoring, and diagnosis. All these parts depend heavily on the em-
ployed model. Our model takes into consideration the Galaxy, the structure of
the satellite, the behavior of the satellite’s components, and the scanning strat-
egy of the satellite. The star transit simulation is responsible for describing the
predicted behavior of the satellite. It is also used for generating simulated data
during the development of the system (as no observed data is available yet).
Monitoring produces statistics and derived parameters from observations. These
values are compared to predicted ones and if the differences are too large, the
system raises alarms. In the diagnosis step the symptoms generated by the mon-
itoring process are related to faults in the system.

3.3 Faults and Residual Generation

We define a fault as a deviation of a parameter from the modeled (nominal)
behavior of the satellite. We distinguish between abrupt, incipient, and inter-
mittent faults (see Figure 3).

time

de
vi

at
io

n

time

de
vi

at
io

n

time

de
vi

at
io

n

(a) Abrupt fault (b) Incipient fault (c) Intermittent fault

Fig. 3. Typical fault classes

The detection of faults is based on comparing the system parameters com-
puted from observations (measurements) with the values generated by a model
of the system. The difference between the two is referred to as a residual signal:

ri(t) = θi(t) − θ̂i(i), 1 ≤ i ≤ k,

where ri denotes the ith residual, θi the ith computed parameter from the mea-
sured system output, θ̂i the estimated (modeled) ith system output parameter
and k the number of residuals. The goal is to generate structured residuals to
meet monitoring and diagnosis requirements. Residuals are designed to be equal
or converge to zero in the fault-free case (ri(t) ≈ 0). A fault is described by the
significant deviation of one or more residuals from zero (‖ri(t)‖ > ηi > 0, where
ηi ∈ denotes a threshold).
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4 Star Transit Model

Before building the actual monitoring and diagnosis system, we had to develop a
model for the domain. This is quite complicated, as many parameters and features
have to be considered. We can only give a brief overview here, for details see [13].

The two main parts are the simulation of the sky and how it is perceived
by the satellite. As we are interested in the nearest stars, our sky is practically
equivalent to the Galaxy (see Subsection 4.1). For the satellite, we consider its
movement (Subsection 4.2) and the behavior of its instruments (Subsection 4.3).

4.1 Simulation of the Galaxy

Modeling the distribution of the reference attitude stars is not that difficult, as
they are chosen in such a way that they are homogeneously distributed through-
out the sky. However, as we intend to map a much largernumber of stars, we opt for
a more realistic multi-component Galaxy model as described by Kharchenko et al.
in [9,10]. In this model the Galaxy is viewed as a symmetrical system with respect
to its rotation axis and its equatorial plane. The Galaxy is divided up into three
parts consisting of the thin disk, the thick disk, and the spheroid. (The spheroid is
the central part of the Galaxy, which is surrounded by a disk. The disk is divided
into a thick disk, the inner ring around the spheroid, and a thin disk, the outer-
most, sparsely populated part of the Galaxy.) Within each group we have different
density and luminosity (brightness) distributions. For simulating a complete map
of the sky – including the positions and magnitudes of stars – we divide it up into
252 subareas and populate these subareas according to functions for spatial and
luminosity distributions. For details on these functions see [13].

4.2 Scanning Law

When scanning the sky with a satellite, several conflicting constraints have to
be considered [12]. The angle between the observed fields of view and the Sun
should be at least 45◦ in oder to minimize straylight. The inclination of the
scans on the ecliptic should be as small as possible because the parallactic effect
is parallel to the ecliptic. Also, two successive scans should overlap in order to
avoid unobserved regions. For DIVA the scanning law is as follows: the satellite
does a complete rotation in 2 hours, the rotation axis moves slowly, circling the
Sun in 56 days keeping an angular distance of 45◦ to the Sun.

4.3 Satellite Instruments and Data

The previous two subsections describe a theoretical view of the part of the uni-
verse that is relevant to us. When simulating the behavior of the actual satellite,
we have to take into account that its instruments have a limited precision. This
is reflected in the generation of the data from the simulated satellite.

The data that is produced by the satellite consists of long ribbons of data
pixels. These ribbons are supplied by the CCD chips recording the movement
of stars along the focal plane of the satellite. Our simulated data reflects this.
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Windows containing star images are cut out and described by the following
parameters: kw, the number of the TDI (time-delayed integration) clock stroke
at which the lower left corner is read into the read-out register, mw the number of
the column from which the lower left corner is read, and the type of the window
(which also defines its size). Checking the validity of these parameters is one of
the most important tasks of ScQL, so we focus on them. Our model currently
contains a total of 30 parameters. This number will increase as we incorporate
more features into our model.

5 Monitoring and Diagnosis System

5.1 Monitoring

Figure 4 shows the overall architecture of our monitoring system. The topmost
layer provides a user of our system with a (graphical) user interface. It is based
on IDL (Interactive Data Language) by Research Systems Inc. IDL provides
tools for visualization, data analysis, and cross-platform application develop-
ment [15]. Here, we only employ the user interface part. Below that, we have the
Foundation Class Layer (FCL) which was originally developed by Smirnov [18]
in order to simplify the creation of applications for the analysis of astronomic
data. We adopted and modified the two main parts of the FCL, the Visualizer
and the DataForms. The Visualizer provides a lot of easy-to-use widget tools
for the visualization of large and complex data sets. DataForms is responsible
for collecting the input from the user. On the lowest level, there is the actual
ScQL-monitoring. It consists of an EventHandler preprocessing the user input,
forwarding it to the component responsible for generating statistics and param-
eter estimations. In turn, the output of this component is fed into the Visual-
izer and a component responsible for controlling visualization parameters. The
statistics-generating component (which is the most complicated part) is capable
of checking the parameters, some of which were mentioned in Section 3.1. For
details, interested readers are referred to [13].

Visualization
Control

Event
Handler

Algorithms
for Statistics

Visualizer DataForms

User Interface

Fig. 4. Architecture of the monitoring system
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5.2 Diagnosis

Our current work focuses on the monitoring system, i.e., the diagnosis system
is not worked out as elaborately as its monitoring counterpart at the moment.
Basically, it consists of a set of 50 rules implemented in COOL (CLIPS Object-
Oriented Language). CLIPS (C Language Integrated Production System) is a
tool for building expert systems [6,7]. The object-oriented approach of COOL
allows us to compose the diagnosis system using modular components, which
can be reused later.

6 Short Evaluation of Our Approach

The monitoring system was tested extensively by feeding simulated star transit
data into it and generating and evaluating statistics. As an example parameter,
we present our evaluation results for the window rate. This parameter tells us
how many cut-out windows can be found in a certain period of time in the data
stream from the satellite. Figure 5(a) shows how many windows arrive in each
three-minute interval. We restrict ourselves to displaying a total elapsed time
of two hours and stars with a brightness down to a magnitude of V = 10.5
(which corresponds to approximately 1.2 million stars) to keep things legible.
The peaks can be explained by the fact that the distribution of the stars is not
homogeneous. The density is highest when scanning in the equatorial plane of
the Galaxy (the satellite does a full rotation in two hours). Each dot in Figure
5(a) stands for one test run (a total of 50 runs were done in this case). The solid
line represents the mean value of all observations.

We now introduced some faults into the simulated data (an abrupt, an in-
cipient, and an intermittent fault) and watched the reaction of the monitoring
system. The monitoring system was calibrated with the measurements shown in
Figure 5(a). We determined a σ and 3σ interval around the mean value. Figure
5(b) shows the mean window rate as a reference (dash-dotted line at y=0.0).
The dotted line is the σ interval and the 3σ interval is the dashed line. The solid
line is the residual computed by comparing the (simulated) observation with the
expected value. After approximately 60 minutes, we introduced an abrupt fault
decreasing the window rate (simulating the malfunctioning of a part of the CCD
array). The monitoring system reacted promptly to this event, as the residual
signal went over the threshold of 3σ. As a consequence, an alarm was raised.

Figure 5(c) (for an incipient fault after 60 minutes) and Figure 5(d) (for
intermittent faults between 20 to 50 and 90 to 110 minutes) show a similar
picture. For the incipient fault, an alarm is raised after 60 minutes. The system
goes back to normal status for a short time, only to reach a permanent alarm
level after 70 minutes. For the intermittent faults the system goes into alarm
status for the duration of the faults and reverts back to normal after they are
over.

We should mention that during the mission the thresholds will change over
time, as we collect more and more information. After half a year of observations,
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(a) Test runs with mean value (b) Residual for abrupt fault

(c) Residual for incipient fault (d) Residual for intermittent fault

Fig. 5. Window rate

our knowledge about the sky will improve substantially (as we are able to con-
struct a complete sphere). This will allow us to refine our model and determine
thresholds that are as close as possible to the nominal case without raising false
alarms.

7 Conclusion and Outlook

In order to guarantee a high level of precision when collecting scientific data
during a space-based astrometry mission, the quality of the data needs to be
checked constantly. The first goal of our work was to study the problem of
monitoring scientific data considering the specific characteristics of a astrometry
space mission. We decided to build a model-based system, as it is the most
appropriate approach in our opinion. At the core of this model is a star transit
simulator that mimics the behavior of the satellite and simulates its observations.
We also implemented a prototype of a monitoring system that is able to process
astronomical data in quasi-real time.

The results of an evaluation of our systems are very promising, so we plan
to pursue further studies in this area. First of all, we want to improve the di-
agnosis part of our system to bring it on par with the monitoring part. Second
– as the DIVA project has run out – we will adapt our approach to the next
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space-based astrometry mission, GAIA, whose satellite will be launched in 2012.
The frameworks of DIVA and GAIA are quite similar, due to the fact that the
underlying principles of operation and the basic geometry of the measurements
are the same. Building a ScQL monitoring system for GAIA has become a lot
easier, as an important first step has already been taken in the DIVA project.
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Abstract. Neighborhood graphs are an effective and very widespread
technique in several fields. But, in spite of the neighborhood graphs in-
terest, their construction algorithms suffer from a very high complexity
what prevents their implementation for great data volumes processing
applications. With this high complexity, the update task is also affected.
These structures constitute actually a possible representation of the point
location problem in a multidimensional space. The point location on an
axis can be solved by a binary research. This same problem in the plan
can be solved by using a voronoi diagram, but when dimension becomes
higher, the location becomes more complex and difficult to manage. We
propose in this paper an effective method for point location in a multidi-
mensional space with an aim of effectively and quickly updating neigh-
borhood graphs.

1 Introduction

Nowadays, advances occur in all fields, more particularly in information tech-
nologies. The needs of information and data processing are more and more in-
creasing. In addition, information is conveyed by data being in various forms like
multimedia data, temporal data, spatial data and the Web. In addition to the
data heterogeneity, their significant mass make their processing more difficult.

In front of this situation, store and retrieve multimedia databases is not
an easy task. The traditional Database Management Systems (DBMS) are not
able to process the new emergent data such as multimedia data. This kind of
systems is conceived to manage textual databases. The structure of the data
qualified as ”complex” is not adequate for these systems. Data structuration
enables to center and clean them. Also, this structuration allows solving the
performance problem of the data-processing support which can store and process
only a limited quantity of information. Starting from this divergence, the concept
of complex data was born.

Deal with multidimensional data structuration means deal with the point
location problem in a multidimensional space. The point location problem is a
key question in the automatic multidimensional data processing. This problem

K.V. Andersen, J. Debenham, and R. Wagner (Eds.): DEXA 2005, LNCS 3588, pp. 930–939, 2005.
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can be described as follows: having a set of data Ω with n items in a multidi-
mensional space R d, the problem is then to find a way to pre-process the data
so that if we have a new query item q, we’ll able to find its neighbors within as
short as possible time.

In this article, we deal with the point location in a multidimensional space,
and this, in order to find an efficient way for optimizing the updating task of
the neighborhood graphs. We propose a fast algorithm of a point location in a
multidimensional space based on some neighborhood graphs properties. Section
2 presents a state of art on the point location problem, on neighborhood graphs
as well as the problematic. Our proposition, based on the search of an optimal
hyper sphere, is presented in section 3. Next, we present an illustration example
of the method as well as some results. Finally, we conclude and give some future
works in section 5.

2 State of Art

Neighborhood search is a significant problem in several fields, it is handled in
data mining [8], classification [6], machine learning [5], data compression [13],
multimedia databases [10], information retrieval [7], etc. Several works in con-
nection with the neighborhood research in databases exist like [3][18][23].

The point location problem in one-dimensional space can be solved by ap-
plying a sorting then a binary search which is rather fast and inexpensive in
term of resources with a complexity of O (n log n) (n corresponds to the num-
ber of items). In a two-dimensional space, this problem can be solved by using
voronoi diagram [19]. Unfortunately, when the dimension increases, the problem
becomes more complex and more difficult to manage. Several methods of point
location in a multidimensional space were proposed. We can quote for example
the ones based on the points projection on only one axis [11][14][17], or the work
based on partial distances calculation between items [2].

As introduced, the objective of the point location is to find a way to pre-
process the data so that if we have a new query item, we’ll be able to find its
neighbors within as short as possible time. One possible way to represent such
data structure is a neighborhood graph.

Neighborhood graphs, or proximity graphs, are geometrical structures which
use the concept of neighborhood to determine the closest points to another given
a query point. For that, they are based on the distance measures [22]. We will
use the following notations throughout this paper.

Let Ω be a set of points in a multidimensional space Rd. A graph G(Ω,ϕ) is
composed by the set of points Ω and a set of edges ϕ. Then, for any graph we
can associate a binary relation upon Ω, in which two points (p, q) ∈ Ω2 are in
binary relation if and only if the couple (p, q) ∈ ϕ. In an other manner, (p, q) are
in binary relation (R) if and only if they are directly connected in the graph G.
From this, the neighborhood N (p) of a point p in the graph G can be considered
as a sub-graph which contains the point p and all the points which are directly
connected to it.
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Several possibilities were proposed for building neighborhood graphs. Among
them we can quote the Delaunay triangulation [19], the relative neighborhood
graphs [21], the Gabriel graph [12], and the minimum spanning tree [19]. For
illustration, we describe hereafter two examples of neighborhood graphs, relative
neighborhood graph (RNG) and Gabriel graph (GG).

2.1 Relative Neighborhood Graphs

In a relative neighborhood graph GRNG(Ω,ϕ), two points (p, q) ∈ Ω2 are neigh-
bors if they check the relative neighborhood property defined hereafter.

Let H(p, q) be the hyper-sphere of radius d (p, q) and centered on p, and let
H(p, q) be the hyper-sphere of radius d(q, p) and centered on q.

d (p, q) and d (q, p) are the dissimilarity measures between the two points p
and q. d (p, q) = d (q, p).

Then, p and q are neighbors if and only if the lune A(p, q) formed by the
intersection of the two hyper-spheres H(p, q) and H(q, p) is empty [21]. Formally:

A(p, q) =H(p, q)∩H(q, p) Then (p, q) ∈ ϕ iff A(p, q)∩ Ω = φ

Figure 1 illustrates the relative neighborhood graph.

Fig. 1. Relative neighbourhood graph

Fig. 2. Gabriel graph
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2.2 Gabriel Graph

This graph is introduced by Gabriel and Sokal [12] into a geographical variations
measurement concept. Let H(p, q) be the hyper-sphere of diameter d (p, q) (cf.
Figure 2). Then, p is the neighbour of q if and only if the hyper-sphere H(p, q)
is empty. Formally :

(p, q) ∈ ϕ iff H (p, q) ∩ Ω = φ

2.3 Neighborhood Graphs Construction Algorithms

Several algorithms for neighborhood graphs construction were proposed. The
algorithms which we quote hereafter relate to the construction of the relative
neighborhood graph.

One of the common approaches to the various neighborhood graphs con-
struction algorithms is the use of the refinement techniques. In this approach,
the graph is built by steps. Each graph is built starting from the previous graph,
containing all connections, by eliminating some edges which do not check the
neighborhood property of the graph to be built. Pruning (edges elimination) is
generally done by taking into account the construction function of the graph or
through geometrical properties.

The construction principle of the neighborhood graphs consists in seeking for
each point if the other points in the space are in its proximity. The cost of this
operation is of complexity O

(
n3
)

(n is the number of points in the space). Tou-
ssaint [22] proposed an algorithm of complexity O

(
n2
)
. He deduces the RNG

starting from a Delaunay triangulation [19]. Using the Octant neighbors, Kata-
jainen [16] also proposed an algorithm of complexity. Smith [20] proposed an
algorithm of complexity O

(
n23/12

)
which is less significant than O

(
n3
)
.

2.4 Problems Involved in the Neighbourhood Graphs

Neighbourhood graphs are very much used in various systems. Their popularity is
due to the fact that the neighbourhood is determined by coherent functions which
reflect, in some point of view, the mechanism of the human intuition. Their use is
varied from information retrieval systems to geographical information systems.

However, several problems concerning the neighbourhood graphs are still of
topicality and require detailed work to solve them. These problems are primarily
related to their high cost of construction and on their update difficulties. For
this reasons, optimizations are necessary for their construction and update.

We can consider two possible cases for the neighborhood graphs optimization.
The first one is the case where the graph is not built yet, there is a necessity
to find an optimal algorithm to build the structure or approximate it in order
to have a graph as close as possible to the basic one. The second case is the
one where the graph is already built, its rebuilding (with an approximation)
can cause an information loss, therefore, it is a question of finding an effective
way to update the graph without rebuilding it. In this paper, we are concerned
by the second case and we propose an effective method of locally updating the
neighborhood graph without having to rebuild it.
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3 Neighborhood Graph Local Update

We consider that the neighborhood graph local update task passes by the lo-
cation of the inserted point (or removed), as well as the points which can be
affected by the update. To achieve this, we proceed in two main stages : initially,
we determine an optimal space area which can contain a maximum number of
potentially closest points to the query point (the point to locate in the multi-
dimensional space). The second stage is done in the aim of filtering the items
found beforehand. This is done in order to determine the real closest points
to the query point by applying an adequate neighborhood property. This last
stage causes the effective updating of the neighborhood relations between the
concerned points. The steps of this method are summarized in the followings:

– Lay out the point q in the multidimensional space Rd;
– Seek the first nearest neighbor of q (say p);
– Fix a search area starting from p ;
– Scan the concerned area and update the connections between the items which

are there;
– Take the truths neighbors close to q and see if there are exclusions.

The main stage in this method is the search area determination. This can be
considered as a question of determining an hyper sphere which maximizes the
probability of containing the neighbors of the query item while minimizing the
number of items that it contains.

We exploit the general structure of the neighborhood graphs in order to
determine the ray of the hyper sphere. We are focusing, especially, on the nearest
neighbor and the farther neighbor concepts. So, two observations in connection
with these two concepts seem to us interesting :

– The neighbors of the nearest neighbor are potential candidates neighbors for
the query point q.
From there, we can deduce that:

– All the neighbors of a point are also candidates to the neighborhood of a
point to which it is a neighbor.

In order to establish these sets, we determine initially an hyper sphere which
maximizes the probability of containing the neighbors of the inserted point,
after this, filtering the recovered items to find the partially truths neighbors.

With regard to the first step, determine the ray of an hyper sphere which
maximizes the probability of containing the neighbors of the inserted point,
this ray is the ray of the sphere including all neighbors of the first nearest
neighbor to the query item. We consider this ray as the one formed by the sum
of the distances between the inserted point and its nearest neighbor, and the
one between the nearest neighbor and its further neighbor. That is, let consider
q be the query point and p the nearest neighbor of q with a distance d1. Let
consider X be the further neighbor of p with a distance d2. The ray SR of the
hyper sphere can be expressed as:

SR = d1 + d2 + ε
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ε is a relaxation parameter, it can be fixed according to the state of the data
(their dispersion for example) or by the domain knowledge. In order to avoid
the high dimension effects, we fixed experimentally this parameter to 1.

The content of the hyper sphere is processed in order to see whether there
are some neighbors (or all the neighbors). The second step constitutes a rein-
forcement step and aims to eliminate the risk of losing neighbors or including
bed ones. This step proceeds so as to exploit the second observation: we take all
truths neighbors of the inserted point recovered beforehand (those returned in
the first step) as well as their neighbors and update the neighborhood relations
between these points. The algorithm hereafter summarizes the various steps of
this method.

LocaleUpdate(G(Ω,ϕ),p)

– px = {pi ∈ Ω, i = 1, ..., n/ArgMax d (p, pi)}
– N (px) = {pi ∈ Ω, p R pi}
– py = {pi ∈ N (px) , px �= py/py R px ∧ ArgMax d (px, py)}
– SR = d (p, px) + d (px, py) + ε
– Ω′

1 = {pi ∈ Ω, i = 1, ..., n/ArgMax d (p, pi)}
– For each pi ∈ Ω′

1 Do Check if p R pi End For
– Ω′

2 = {pj ∈ Ω′
1, j = 1, ..., |Ω′

1| /d (p, pj) ≤ SR}
– Ω′

3 = {pk ∈ Ω, pt ∈ Ω′
2, /p R pk ∨ pk R pt}

– For each pi ∈ Ω′
3 Do Check if p R pi End For

– Ω′
4 = {pl ∈ Ω′

3/p R pj}
– Update the neighborhood in Ω′

4

– Return (G(Ω + 1,ϕ’))

ϕ’: represents the number of new connections after the addition of the query
point.

The complexity of this method is very low and meets perfectly our starting
aims (locating the neighborhood points in an as short as possible time). It is
expressed by:

O(2n + n′2)

With

– n : the number of items in the database.
– n’ : the number of items in the hyper sphere (<< n).

This complexity includes the two stages described previously, namely, the
search of the ray of the hyper sphere and the seek of the truths neighbors which
are in it and corresponds to the term O (2n). The second term corresponds to the
necessary time for the effective update of the neighborhood relations between the
real neighbors which is very weak taking into account the number of candidates
turned over. This complexity constitutes the maximum complexity and can be
optimized by several ways. The most obvious way is to use a fast nearest neighbor
algorithm.
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4 Illustrations and Experiments

In the followings, we’ll illustrate the various steps of the proposed method. Let
us consider a relative neighborhood graph for an item set as well as a query point
as illustrated on Figure 3. Once the point q situated, it is then necessary to seek
its nearest neighbor as well as the further neighbour of this last one. This step
is illustrated in Figure 4.

Fig. 3. Query point Position Fig. 4. Parameters determination

Fig. 5. Seeking of the candidates points Fig. 6. Effective update

The parameters determined, we can then build the (hyper) sphere which
contains all the potentially candidate points and update the relations within the
(hyper) sphere like illustrated in Figure 5 and Figure 6 respectively.

To check the utility and the interest of the suggested method, we carried out
some tests on various data sets. The principle of these experiments is as follows:
We have m data sets {S1,S2, ...,Sm} with different items count {n1, n2, ..., nm},
we build a neighborhood graph on each data set and we save the corresponding
graph structure of each set which will serve like reference.

Once the reference graphs are built, we take each data set and we again build
new graphs using n − 1 items. We use then our method in order to insert the
remaining item and we calculate the recall on the various built graphs. This
operation is repeated on several items on the m data sets.
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Fig. 7. Recall variations on different data sets

Fig. 8. Time variations on 20 items insertions

We used several data sets for these experiments, for example, Iris [1][9], UCI
Irvine [15] and the Breiman’s waves [4]. The graphic of Figure 7 illustrates the
variation of the recall on various data sets by taking three situations : the recall is
calculated on the reference graph, then on the graph with n-1 items and finally
after the insertion of the remaining point. The first experiment constitutes
our reference. The experiments carrying numbers 2,4,6 were carried out with
an item in less and experiments 3,5,7 after the insertion of the remaining item
in the corresponding previous experiment. That is, after the insertion of the
remaining item, we always find the recall of the reference graph, this means that
the method finds the good neighbors of the inserted item into each experiment.

In term of execution time, this last is variable and depends on several pa-
rameters among which we can quote primarily the data density. This parameter
influences the number of points to take into account in the hyper sphere. A sum-
mary is presented in Figure 8 which is a result of locally insertion of 20 points
taken arbitrary in a data set containing 5000 items represented in 21 dimensions.
The obtained results are interesting (the time is expressed in milliseconds) and
answer perfectly to the objectives laid down at the beginning.
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5 Conclusion and Future Works

The direct use of the neighborhood graphs is not suitable, because their complex-
ity does not make it reasonable to build them starting from great databases. We
proposed in this article an effective method for updating neighborhood graphs
locally. This method is based on an intelligent function of point location in a
multidimensional space, and on the exploitation of some neighborhood graphs
characteristics. The experiments carried out with this method showed its effec-
tiveness. The use of this method can be very beneficial in particular in on line
applications.

Like future works, we plan to fix the problem of the relaxation parameter
determination by setting up an automatic determination function. This can be
done by taking into account some statistical indicators on the data like the
dispersion. Also we plan to extend this algorithm in order to make an incremental
algorithm for the construction of the neighborhood graphs.
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3. S. Berchtold, C. Böhm, D. A. Keim, and H.-P. Kriegel. A cost model for nearest
neighbor search in high-dimensional data space. In PODS, pages 78–86, 1997.

4. L. Breiman, J. H. Friedman, R. A. Olshen, and C. J. Stone. Classification and
regression trees. Wadsworth International Group: Belmont, California, pages 43–
49, 1984.

5. R. S. Cost and S. Salzberg. A weighted nearest neighbor algorithm for learning
with symbolic features. Machine Learning, 10:57–78, 1993.

6. T. M. Cover and P. E. Hart. Nearest neighbor pattern classication. IEEE
Trans.Inform. Theory, 13:57–67, 1967.

7. S. C. Deerwester, S. T. Dumais, T. K. Landauer, G. W. Furnas, and R. A. Harsh-
man. Indexing by latent semantic analysis. JASIS, 41(6):391–407, 1990.

8. U. M. Fayyad, G. Piatetsky-Shapiro, and P. Smyth. From data mining to knowledge
discovery: An overview. In Advances in Knowledge Discovery and Data Mining,
pages 1–34. 1996.

9. R. Fisher. The use of multiple measurements in taxonomic problems. Annals of
Eugenics, 7:179–188, 1936.

10. M. Flickner, H. S. Sawhney, J. Ashley, Q. Huang, B. Dom, M. Gorkani, J. Hafner,
D. Lee, D. Petkovic, D. Steele, and P. Yanker. Query by image and video content:
The qbic system. IEEE Computer, 28(9):23–32, 1995.

11. J. H. Friedman, F. Baskett, and L. J. Shustek. An algorithm for finding nearest
neighbors. IEEE Trans. Computers, 24(10):1000–1006, 1975.

12. K. R. Gabriel and R. R. Sokal. A new statistical approach to geographic variation
analysis. Systematic zoology, 18:259–278, 1969.

13. A. Gersho and R. M. Gray. Vector quantization and signal compression. Kluwer
Academic, Boston, MA, 1991.



An Effective Method for Locally Neighborhood Graphs Updating 939

14. L. Guan and M. Kamel. Equal-average hyperplane partitioning method for vector
quantization of image data. Pattern Recognition Letters, 13(10):693–699, 1992.

15. S. Hettich, C. Blake, and C. Merz. Uci repository of machine learning databases,
1998.

16. J. Katajainen. The region approach for computing relative neighborhood graphs
in the lp metric. Computing, 40:147–161, 1988.

17. C.-H. Lee and L. H. Chen. Fast closest codeword search algorithm for vector
quantisation. IEE Proc.-Vis. Image Signal Process, 141:143–148, 1994.

18. K.-I. Lin, H. V. Jagadish, and C. Faloutsos. The tv-tree: An index structure for
high-dimensional data. VLDB J., 3(4):517–542, 1994.

19. F. Preparata and M. I. Shamos. Computationnal Geometry-Introduction. Springer-
Verlag, New-York, 1985.

20. W. D. Smith. Studies in computational geometry motivated by mesh generation.
PhD thesis, Princeton University, 1989.

21. G. T. Toussaint. The relative neighborhood graphs in a finite planar set. Pattern
recognition, 12:261–268, 1980.

22. G. T. Toussaint. Some insolved problems on proximity graphs. D. W Dearholt and
F. Harrary, editors, proceeding of the first workshop on proximity graphs. Memo-
randa in computer and cognitive science MCCS-91-224. Computing research labo-
ratory. New Mexico state university Las Cruces, 1991.

23. D. A. White and R. Jain. Similarity indexing: Algorithms and performance. In
Storage and Retrieval for Image and Video Databases (SPIE), pages 62–73, 1996.



Efficient Searching in Large Inheritance
Hierarchies�
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Abstract. Inheritance hierarchies have become more and more com-
plex according to an enlargement of object-oriented technology. One of
the main problems is the effective searching in such hierarchies. More so-
phisticated algorithms are needed to searching in the data. In this article
we present a novel approach to efficient searching in large inheritance hi-
erarchies. The updatable approach employs the multi-dimensional data
structures to indexing inheritance hierarchies and effective searching in
the data.

Keywords: inheritance hierarchy, indexing inheritance hierarchy, multi-
dimensional data structures.

1 Introduction

Inheritance hierarchies have become more and more complex according to an
enlargement of object-oriented technology. The inheritance is transitive, reflex-
ive, and anti-symmetric relation between types. The idea of constructing the
inheritance hierarchy is closely tight with the polymorphism and code reuse [24]
that are the main principles of object oriented technology. Inheritance hierarchy
is based on two ideas. The first one, a descendant inherits all operations and
attributes of ascendants. The second one, a descendant may be also the ascen-
dant for other descendants. The number of classes has grown rapidly in class
hierarchies during the last decade and the searching in such large hierarchies
became the area of intensive research interest.

Every algorithm for searching in class hierarchies should satisfy several gen-
eral requirements, such as the runtime efficiency, space efficiency, and incremen-
tal hierarchy modifications. The runtime efficiency requirement means that every
algorithm should be very fast and effective. The space efficiency requirement de-
mands small encoding data structures to avoid space overflow. And at last, the
incremental hierarchy modifications postulate support for runtime updates of
the inheritance hierarchy that do not waste time and space capacity, since they
are usually provided during runtime.
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Many algorithms for encoding inheritance hierarchies have been published,
but they solve only the inheritance hierarchy problem. On the other hand, our
approach might be also useful for searching of attributes, operations and so
on. Due to the fact that our approach is persistent and simply updatable in
contrast to the common applied approaches, our method might be also useful in
other class hierarchy oriented domains, such as object oriented file systems or
persistent object databases.

The key question addressed by this article is whether algorithms for searching
in multi-dimensional data may be successfully adapted for inheritance hierarchy
problem and searching in this hierarchy. The next section briefly outlines ex-
isting encodings of inheritance hierarchies. This is followed by explanation of
multi-dimensional approach and discussion about possibilities of this method
in Section 3. Multi-dimensional data structures are employed in the novel ap-
proach. Therefore some of them are briefly described in Section 4. In Section 5
we put forward experimental results prove the efficiency of our approach. The
final section presents our conclusions and discusses a possibility of our future
work.

2 State of the Art

The question of encoding inheritance hierarchies has been thoroughly researched
over the last few years. According to our research, basic solutions to this prob-
lem use heuristic algorithms that are effective and fast only for the relatively
small inheritance hierarchies. However, the number of classes (or objects) may
rise rapidly to thousands (e.g. inheritance hierarchies of JDK [26] or .NET [19]
platforms), millions and more (e.g. object oriented file systems) and such types
of heuristic algorithms are not able to satisfy the requirements anymore. This
section surveys some of the main encoding algorithms for inheritance hierarchy
problem that are used commonly in practice.

Relative Numbering of Nodes
Every node (class from the hierarchy) is numbered by a couple of integers
l(x), r(x) (see Figure 1(a)). The hierarchy is traversed by the depth first search
algorithm from the top and the counter c is incremented for each new node.
Current value in the c counter is stored in the l(x) when the node is touched for
the first time. When the algorithm leaves the node, current value of c is stored
in r(x). The type x is a subtype of the type y if and only if the l(y) < l(x)
and r(x) ≤ r(y). The information about the number of subclasses may also be
obtained from this couple of integers (r(x) − l(x)), but if we add incremental
modification to this algorithm then this information will be lost. The possibility
of incremental modification is allowed if the counter is incremented by the spe-
cific number greater than one. New node z may be than added between the two
nodes x and y and its l(z) value will be set to l(y) − l(x) and r(z) value will be
set to r(x) − r(y).
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Fig. 1. (a) Relative numbering of nodes. (b) Bit-vector Encoding Caseau

Cohen’s Algorithm
Cohen’s algorithm was the first widely and practically used technique. All classes
in hierarchy are signed by number. The complete path to the root is recorded for
every class in the array of its ascendants at the appropriate position. This posi-
tion depends on the depth of the superclass in the hierarchy. Inheritance testing
between classes x and y is provided by the searching of y in the array of class x
at the appropriate position of the potential superclass y. The great advantage is
the constant time comparison, but the relative small space consumption quickly
rise in consequence of hierarchy amount explosion.

Bit-vector Encoding
Caseau [5] introduced the first application of the bit-vector encoding for the
inheritance hierarchy encoding problem. The idea of encoding consists of creating
the conflict graph, its coloring and bit-vector encoding construction from the
colors of nodes. Let C be the chain of classes x0, x1, . . . , xl of the class hierarchy
T . Then weight of this chain is equal to

∑l
i=0 degree(xi), where degree(x) is the

number of direct subclasses of class x. The size of the encoding field is then equal
to the maximum of the weights of all chains of the hierarchy T (see Figure 1(b)).

Krall, Vitek a Horspool follow the idea of Caseau in [12]. The improvement of
algorithm consists in the modification of source hierarchy. Algorithms for graph
creation, coloring, and bit-vector encoding remain same.

Caseau, Habib, Nourine a Raynaud have presented the new algorithm for the
bit-vector encoding creation from the colored graph in [6]. The weight function
for the chain C is then

∑l
i=0 cmin(degree(xi)), where cmin(n) is the minimal

number of colors for the encoding of class that has n direct subclasses. The size
of the encoding field is then also equal to the maximum of the weights of all
chains of the hierarchy T . Another approach has been presented by Raynauda
and Thierry [23]. The source tree is divided to the two parts (binary tree) and
different colors are then associated to both subtrees. This greedy algorithm then
consists of the following steps. The first one, binary tree T ′ is created, where
every node of this tree is colored. Colors of superclasses are then distributed to
the all of its subclasses. Finally, bit-vector encoding is generated.
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Tree Based Indexes and Other Solutions
Palacz and Vitek describe in [21] a constant-time subtype test algorithm designed
for time and space constrained environments (such as Real-Time Java) which re-
quire predictable running times, low space overheads, and dynamic class loading.

There are also many approaches to indexing of tree based structures in our
field of the interest. Such type of index is especially applied in object oriented
databases (OODB) where inheritance and aggregation hierarchies are the main
structures. These indexes, based on e.g. CH-tree [11], CG-tree [10], hcC-tree [25],
class division [22] and so on, are less or more effective and usually based on some
simple structures like B+-trees. Indexing based on triple-node hierarchy [16] or
multi key index approach [20] an so on are other solutions to this problem. In
survey [3] techniques of OODB are analysed. Although, many techniques have
been noticed, we thing that our persistent and updatable approach is useful
and usable for indexing inheritance hierarchies and brings new solution to this
problem and its application to OODB, object oriented file systems an so on.
For example, let us take a solution in the Longhorn operation system called
WinFS [18].

3 Multi-dimensional Approach to Indexing Inheritance
Hierarchy

In our novel approach we represent an inheritance hierarchy, which is possible
to model as a tree, as a set of all the root to leaf paths. Then, such paths are
represented as multi-dimensional points and inserted into a multi-dimensional
data structure (see Section 4). This novel method brings advantages as follow:

– Queries (we employ the term from database point of view), e.g. descendants
of a class are searched, are transformed into queries of multi-dimensional
data structures. No heuristics are applied to querying, exact defined point
and range queries (see the next Section) are employed.

– Consequently, better complexity is allowed. Classical approaches provide
only O(n) complexity. Range query algorithms provide O(r × log(n)) com-
plexity, where r is the number of intersect regions (see Section 4). Our ex-
periments show that the complexity of the approach is better than linear,
i.e. the r value is rather low.

– Applied multi-data data structures are persistent [17], therefore we can index
large inheritance hierarchies and the querying is the same for large and small
one.

– The approach is simply updatable (incremental).

Similar approach was developed for indexing XML data [27] in [13], but no
multi-dimensional indexing was not applied to indexing inheritance hierarchy.

3.1 Multi-dimensional Model

Let us have an inheritance tree defined as T = (VT , ET , CT ), where VT is a
set of vertexes (nodes) and ET is a set of edges of the tree. One name of class
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∈ CT is assigned to each tree node. From other point of view the tree T may
be represented as a set of paths P – a set of all the root to leaf paths. p ∈ P ,
p = c0/c1/ . . . /cl, where ci ∈ CT is the name of class, c0 is the name of root, cl

is the name of leaf class, l is the length of the path p.

Example 1 (A decomposition of inheritance tree into a set of paths).
Let us consider inheritance hierarchy in J2SE 1.4.2 [26]. A part of the hierarchy is
depicted in Figure 2. We get the set of paths P by the decomposition of the tree
into all the root to leaf paths. P = {java.lang.Object/java.awt.GridLayout,
java.lang.Object/java.awt.Component/java.awt.Container,
java.lang.Object/java.awtPageAttributes}

java.lang.Object

java.awt.GridLayout java.awt.PageAttributesjava.awt.Component
...

java.awt.Container

Fig. 2. A part of inheritance hierarchy of J2SE 1.4.2

Such path may be represented as a multi-dimensional point and the point
can be indexed by a multi-dimensional data structure [4], e.g. UB-tree [1], BUB-
tree [7] or R-tree [9]. In Section 4 some of them are briefly described. The em-
ployment of such structures satisfies above described advantages. Querying of an
inheritance hierarchy is performed by exactly defined point and range queries.
Of course, these persistent data structures may be stored in the main memory.
On the other hand the indexing of a large collection is possible in contrast to
main memory techniques described in Section 2.

Now, we define indices for indexing an inheritance tree in the novel approach.

1. Term index - each string value (class names in the case) is stored in the in-
dex together with its unique number. We can employ e.g. B-tree [28] to solve
the problem. A sophisticated approach [14] would be applied for satisfying
a complex term query. For example term query may be defined as a regular
expression, e.g. let us take query: ”Get all ascendants of class ’*Frame’.”.

2. Path index - a multi-dimensional data structure containing points repre-
senting paths of the inheritance tree.

Definition 1 (Multi-dimensional point representing a path).
Let us take a root to leaf path p ∈ P in an inheritance tree, p = c0/c1/ . . . /cl,
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where ci is the class name. The n-dimensional point representing the path is
defined tp = (id(c0), id(c1), . . . , id(cl)), where id(ci) is the unique number of
string ci, n = l + 1.

Obviously, such paths have not the same length. We need know the dimension
of indexed space before indexing of the first point. We can set the dimension to
n = lmax + 1 according to the maximal length of path in the inheritance tree.
Points of dimension < n are aligned by blank values (e.g. zero in the case). An
overhead of the technique is enormous, therefore we discuss a solution of the
problem in Section 3.4.

3.2 Querying of Inheritance Hierarchy

As mentioned the querying is performed by point and range queries. In the case
of the point query, input is a multi-dimensional point and the algorithm searches
whether the point is/is not contained in the structure. A range query is defined
by the n-dimensional box – query box – defined by two points and the result
contains all points of indexed space in the box.

Definition 2 (Range query).
Let Ω be an n-dimensional discrete space, Ω = Dn, D = {0, 1, . . . , 2τD −1}, and
points (tuples) T 1, T 2, . . . , T m ∈ Ω. T i = (t1, t2, . . . , tn), τD is the chosen length
of a binary representation of a number ti from domain D. The range query RQ
is defined by a query hyper-box (query window) QB which is determined by two
points QL = (ql1, . . . , qln) and QH = (qh1, . . . , qhn), QL and QH ∈ Ω, qli and
qhi ∈ D, where ∀i ∈ {1, . . . , n} : qli ≤ qhi. This range query retrieves all points
T j(t1, t2, . . . , tn) in the set {T 1, T 2, . . . , T m} such as ∀i : qli ≤ ti ≤ qhi.

The querying of the inheritance hierarchy includes three phases. In the first
phase, we get unique numbers of query terms. In the second one, we perform
a sequence of range queries (called complex range query) in the path index. In
the third one, unique numbers of found points are transformed to class names
using the term index. Now definitions of complex range queries to querying of
an inheritance tree are depicted.

Definition 3 (Complex range query to searching ascendants of a class T).
Let us take an n-dimensional discrete space Ω = Dn and the name of a class T .
All ascendants of the class are found by the complex range query (containing n−1
range queries) defined by the n-dimensional points: (min(D), id(T ), min(D), . . .) :
(max(D), id(T ), max(D), . . .), . . . , (min(D), min(D), . . . , id(T )) : (max(D),
max(D), . . . , id(T )).

Definition 4 (Complex range query to searching descendants of a class T).
Let us take an n-dimensional discrete space Ω = Dn and the name of a class T .
All descendants of the class are found by the complex range query (containing
n − 1 range queries) defined by the n-dimensional points: (id(T ), min(D), . . .) :
(id(T ), max(D), . . .), . . . , (min(D), . . . , id(T ), min(D)) : (max(D), . . . , id(T ),
max(D)).



946 M. Krátký et al.

Example 2 (Indexing and querying of inheritance hierarchy).
Let us take a part of the inheritance hierarchy in Figure 2. Names of classes

java.lang.Object, java.awt.GridLayout, java.awt.Component, java.awt.
Container, and java. awt.PageAttributes are inserted into the term index
with unique numbers 1, 2, 3, 4, and 5. Since the maximal length of path is
2, dimension of the space n = 3. D = {0, 1, . . . , 232 − 1}, max(D) = 232 − 1,
min(D) = 0. We get points representing paths (1, 2, 0), (1, 3, 4), and (1, 5, 0)
in the inheritance tree. The points are inserted into a multi-dimensional data
structure (path index).

Now, we would like to search all sub-classes of the class java.lang.Object.
In other words, we want to find all points containing unique number 1 in arbitrary
coordinate (except the last coordinate – a leaf has no children). The query is per-
formed by the complex range query: (1, min(D), min(D)) : (1, max(D), max(D))
and (min(D), 1, min(D)) : (max(D), 1, max(D)). Points (1, 2, 0), (1, 3, 4), and
(1, 5, 0) are retrieved in the path index. Now, class names are obtained in the
term index.

More, we would like to search all super-classes of class java.awt.Container.
We search points containing the value 4 into arbitrary coordinate (except the
first one – the root has no ascendants). We create complex range query con-
taining two range queries: (min(D), 4, min(D)) : (max(D), 4, max(D)) and
(min(D), min(D), 4) : (max(D), max(D), 4). In the case, result includes point
(1,3,4) and strings java.lang.Object and java.awt.Component are retrieved
in the term index.

Direct ascendant (parent) and descendant (child) are obtained by a modifi-
cation of above described range queries.

3.3 Update of the Index

Incremental hierarchy modifications postulate support for runtime updates of the
inheritance hierarchy that do not waste time and space capacity, since they are
usually provided during runtime. Due to the fact our approach employs dynamic
data structures, incremental hierarchy modifications are simply possible.

Let us take a class c inherits from class cl−1. The whole path c0/c1/ . . . /cl−1/
c is represented as the point (id(c0), id(c1), . . . , id(cl−1), id(c)). Such point is
inserted into the multi-dimensional data structure. Any amount of classes, whole
paths and so on are inserted in the same manner. Delete of leaf class is simply.
If we would like to delete a non-leaf class (exactly a subtree) we update or
delete any amount of points containing classes in the subtree. Let us take out
the multi-dimensional data structures provide logarithmic time complexity for
insert, update, and delete operations.

3.4 A Characteristic of Inheritance Hierarchy

In Figure 3 we see a characteristic of real inheritance hierarchy from path length
frequency point of view. Obviously, most paths have the length one – most of



Efficient Searching in Large Inheritance Hierarchies 947

classes have only one ascendant (class Object). We can see paths have very
different length. A naive approach is the alignment of points dimension to the
maximal dimension, consequently to the maximal length of path. Of course,
such naive technique is ineffective due to the overhead of align values. A multi-
dimensional forest [14] is a solution of the problem.
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Fig. 3. Frequency of the length of paths for real inheritance hierarchy

The multi-dimensional forest includes variable number of multi-dimensional
trees where each of them indexes a space of different dimension. In the case we
can create the forest containing three trees indexing spaces of dimension 3, 5,
and 8. Therefore the overhead of the structure remains the same for indexing
small number of paths with the large length as well. In Figure 3(a) we can see
the maximal length of path is 7. Consequently, the number of range queries is
7 (n − 1, see Definitions 3 and 4) in the worst case during an execution of the
class query. Moreover, the multi-dimensional data structures allow performing
the complex range query on the one run in the tree [8].

4 Multi-dimensional Data Structures

Now R-tree, (B)UB-tree, and signature multi-dimensional tree are briefly de-
scribed. These data structures are employed in our experiments (see Section 5).

R-tree
R-tree [9] is a multi-dimensional data structure based on the hierarchy of MBBs
(minimal bounding box ). These MBBs are created around indexed points. In-
dexed points are inserted into leaf nodes. Super-leaf nodes contain MBBs and
other inner nodes contain super-MBBs. Increasing dimension of indexed space
brings some influences which decrease the efficiency of querying multi-dimensional
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data. These influences are called as curse of dimensionality [29]. For example,
increasing number of MBBs have non-empty intersection, consequently the large
number of tree nodes is read in the secondary storage during query execution.
Therefore different variants of R-tree, trying to eliminate the influences, have
developed, e.g. R∗-tree [2].

UB-tree
Universal B-tree (UB-tree) [1] and its variant Bounding UB-tree (BUB-tree) [7]
are multi-dimensional data structures based on the Z-ordering and B+-tree. Z-
ordering allows to compute the Z-address for each point of indexed space. The
space filling Z-curve is created by ordering points according to their Z-addresses.

Z-regions represent clusters of points in a space, which are close (according to
the Z-ordering). In contrast, BUB-tree does not index the dead space (part of the
space containing no data). A Z-region is stored on a disk page in the (B)UB-tree
hierarchy. Z-regions make it possible efficient processing of the range query. Leafs
contain indexed points, inner nodes contain Z-regions and (super)Z-regions. In
opposite to other multi-dimensional data structures, e.g. R-tree, Z-regions of the
(B)UB-tree are disjunctive. This fact is very important for higher dimensions
when the curse of dimensionality takes place.

Signature R-Tree
The range query used in the multi-dimensional approach is called narrow range
query. Points defining a query box have got some coordinates the same, whereas
the size of interval defined by other coordinates near to the size of space’s do-
main. Notice, regions intersecting a query box during processing of a range query
are called intersect regions and regions containing at least one point of the query
box are called relevant regions. We denote their number by NI and NR, respec-
tively. Many irrelevant regions are searched during processing of the narrow
range query in multi-dimensional data structures. Consequently, a ratio of rel-
evant and intersect regions, so called relevance ratio cR is closed to 0 with the
increasing dimension of indexed space.

Fig. 4. A structure of the Signature R-Tree
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In [15] Signature R-tree data structure was introduced. This data structure
enables efficient processing of the narrow range query. Items of inner nodes con-
tain a definition of (super)region and n-dimensional signature of tuples included
in the (super)region (see Figure 4). A superposition of tuples’ coordinates by
operation OR creates the signature. Operation AND is applied to better filtration
of irrelevant regions during processing of the narrow range query. Other multi-
dimensional data structures (e.g. (B)UB-tree) are possible to extend in the same
way.

5 Experimental Results

We have tested our approach to compare it with two basic commonly used al-
gorithms for encoding of inheritance hierarchies. These two encoding algorithms
are named Cohen and Numbering. In the Cohen, the set of super-classes is cre-
ated for all classes and the information about class height in the class hierarchy
is used. In the Numbering, relative numbering is created and we also used the
non incremental version where the number of subclasses can be easily obtained
and used.

It is difficult to compare the different approaches properly, so the reference
number of touched classes was chosen. Efficiency was tested for the query, where
all subclasses of specified class were searched. The method of indexing was cre-
ated as implementation independent. It means that class hierarchies were en-
coded outside the main program that uses them. Such type of testing simulates
the efficiency of algorithm applied in some indexing framework. First, the class
is searched in the external index and then the query is processed. The number
of touched classes is then counted according to the used algorithm. It is obvious,
that our algorithm employed a sophisticated index for class names indexing.
Such type of indexing was not applied for Cohen and Numbering algorithms.
The properties needed for querying according to selected algorithm are searched
sequentially. This simulates the real usage of these algorithms. Even without
this limitation, these algorithms were not so efficient as our multi-dimensional
approach on tested class hierarchies.

The result represented as bar charts shows the average number for all ap-
proaches. Subclasses of all classes were searched and the average value was com-
puted. Smaller number means higher efficiency of the algorithm. We can see
tests for four inheritance hierarchies in Figure 5. The first hierarchy consists of
14,940 classes, second hierarchy consists of 8,255 classes, third hierarchy con-
sists of 7,071 classes, and fourth hierarchy consists of 3,988 classes. All of them
show that our approach is more effective even on the relatively small number of
classes. We can see that all multi-dimensional data structures give better results
than the conventional methods. The Signature R-tree gives the best results. For
example in Figure 5(a) the number of touched nodes is 7.7% of touched nodes
for Cohen method and 14.7% for the Numbering compared with the Signature
R-tree. The average time of query performance is 0.02s1. In the case of Signature

1 The experiments were executed on an Intel Pentium 	4 2.4Ghz, 512MB DDR333.
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R-tree the size of index is 2MB for the first hierarchy. Let us compare it with
1.7MB of Numbering index size. We can see the overhead of our approach is not
enormous.

(a) (b)

(c) (d)

Fig. 5. The number of touched classes

These two basic algorithms (Cohen and Numbering) are not able to satisfy
requirements anymore if the amount of classes is higher. These algorithms have
linear complexity for such type of query and they were not created for such
problem. On the other hand, our approach have been already successfully tested
on XML documents with millions of nodes. Since the inheritance hierarchies will
grow in the future, we have shown that the new multi-dimensional approach
might be one of solutions to this problem.

6 Conclusions

In this paper, we have presented the new approach for searching in large inheri-
tance hierarchies. This approach applies multi-dimensional data structures for in-
dexing of class hierarchies. Inheritance hierarchies are stored and indexed as a set
of multi-dimensional points. Querying is then performed by multi-dimensional
point and range queries. We have tested our multi-dimensional approach with
several structures like R-tree, BUB-tree, and Signature R-tree. Although, our
tested hierarchies were relatively small, the efficiency of our approach was proved
in comparison tests with other commonly used algorithms. It is important that
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the our approach is persistent and simply updatable in contrast to the classical
approaches.

Our future work will be devoted to the extension of our algorithm and appli-
cation to other closely connected problems such as object oriented file systems
and so on. We would also like to identify other types of queries and test our
approach on huge hierarchies.
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Abelló, Alberto 441
Acar, Aybar C. 365
Acker, Ralph 596
Agrawal, Divyakant 65
Aldana, J.F. 706
Al-Radaideh, Qasem A. 105
An, Pao-Ying 776
Ao, Zhuoyun 696
Araki, Tadashi 260
Ayala, Claudia 665
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