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Abstract. The extraction of frequent patterns often yields extremely
voluminous results which are difficult to handle. Computing a concise
representation or cover of the frequent pattern set is thus an interesting
alternative investigated by various approaches. The work presented in
this article fits in such a trend. We introduce the concept of essential
pattern and propose a new cover based on this concept. Such a cover
makes it possible to decide whether a pattern is frequent or not, to
compute its frequency and, in contrast with related work, to infer its
disjunction and negation frequencies. A levelwise algorithm with a prun-
ing step which uses the maximal frequent patterns for computing the
essential patterns is proposed. Experiments show that when the number
of frequent patterns is very high (strongly correlated data), the defined
cover is significantly more reduced than the cover considered until now
as minimal: the frequent closed patterns.

1 Introduction and Motivations

It is well known that frequent patterns mined from transactional databases can
be extremely voluminous, and specially when data is strongly correlated. In
such a context, it is difficult for the end-user to handle the extracted knowl-
edge. Various approaches have addressed this problem and attempt to compute
a concise representation, also called cover, of the whole set of frequent patterns
[PBTL99, BR01, Pha02, CG02, BR03, KRG04]. Such a cover has a twofold in-
terest: determining, at lower cost, (i) if an unknown pattern is frequent or not,
and (ii) if it is the case, what is its frequency.

Unfortunately, among the covers proposed in the literature [KRG04], most
of them are not proved to be concise representations and, in some cases, they
can be more voluminous than the whole set of frequent patterns. In such cases,
the initial objectives are not met and the difficulty to manage patterns worsens.

We call “perfect couver” of a set of frequent patterns a cover which is always
smaller than this set. Only two have been proposed in the literature: the cover
using frequent closed patterns [PBTL99, PHM00, Pha02, ZH02] and the one
based on non derivable frequent patterns [CG02].
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In this paper, we propose a new perfect cover based on the inclusion-exclusion
identities [Nar82]. With this intention, we introduce the concept of essential
pattern. We show that our representation based on frequent essential patterns
is a perfect cover and has an interesting advantage when compared with the
two other approaches: it is possible, not only, to retrieve the frequency of an
unknown pattern but also to know the frequency of its disjunction and of its
negation. Moreover, we propose a levelwise algorithm for computing the set
of essential patterns. Through various experiments, we compare our approach
with the one known as minimal: the cover based on closed patterns. Results
are convincing since in the worse cases, when data is highly correlated, the size
of our representation is significantly more reduced than the size of the closed
pattern cover.

The remainder of the article is the following: in section 2 we recall the princi-
ple of the inclusion-exclusion identities. We use these identities in order to define
a novel concept in section 3: the essential patterns. In the section 4, we propose
the new cover based on the essential patterns. We propose a levelwise algorithm
with a pruning step which uses the maximal frequent patterns for computing the
frequent essential patterns in section 5. Experimental results are given in section
6. In conclusion, we resume the strengths of our contribution and the prospects
for research.

2 Frequency Measures and Inclusion-Exclusion Identities

Let D be a transactional databse over a set of items and X ∈ P(I)1 a pattern, we
define three weight measures, which are compatible with the weight functions
defined in [STB+02], for X : (i) its frequency (denoted by Freq(X)), (ii) its
disjunctive frequency (denoted by Freq(∨X)) and (iii) its negative frequency
(denoted by Freq(¬X)). The disjunctive frequency of a pattern X can be seen
as the probability to have at least one 1-pattern of X and the frequency of the
negation stands for the probability to have no 1-pattern of X .

Freq(X) =
|{X ′ ∈ D | X ⊆ X ′}|

|D| (1)

Freq(∨X) =
|{X ′ ∈ D | X ∩ X ′ �= ∅}|

|D| (2)

Freq(¬X) =
|{X ′ ∈ D | X ∩ X ′ = ∅}|

|D| (3)

Example 1. - Let D be the following database:
We have: Freq(AC) = 2/4, F req(∨AC) = 1 and Freq(¬AC) = 0. Since

Freq(∨AC) = 1, each transaction in D contains either the 1-pattern A, or the
1-pattern C, or both of them.

1 P(X) is the powerset of X.
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Table 1. Database example D

T id Items

1 ABCD
2 ABD
3 CE
4 ACD

The inclusion-exclusion identities make it possible to state, for a pattern X ,
the relationship between the frequency, the frequency of the disjunction and the
frequency of the negation, as follows:

Freq(X) =
∑

X′⊆X
X′ �=∅

(−1)(|X
′|−1)Freq(∨X ′). (4)

Freq(∨X) =
∑

X′⊆X
X′ �=∅

(−1)(|X
′|−1)Freq(X ′). (5)

Freq(¬X) = 1 − Freq(∨X) (from De Morgan Law) (6)

Example 2. - In our database example, we have:

1. Freq(AC) = Freq(A) + Freq(C) − Freq(∨AC) = 3/4 + 3/4 − 1 = 2/4
2. Freq(∨AC) = Freq(A) + Freq(C) − Freq(AC) = 3/4 + 3/4 − 2/4 = 1
3. Freq(¬AC) = 1 − Freq(∨AC) = 0.

Computing the frequency of the disjunction for a pattern can be performed
along with computing its frequency and thus the execution time of levelwise
algorithms is not altered. Provided with the frequency of the disjunction for the
frequent patterns, a perfect cover of frequent patterns can be defined and the
computation of the negation frequency is straightforward (cf. De Morgan Law).

3 Essential Patterns

A pattern X is essential if and only if its disjunctive frequency is different from
the disjunctive frequency of all its direct subsets. Since the disjunctive frequency
function is an increasing monotone function, we do not need to examine the dis-
junctive frequency of each direct subset for a pattern X . Checking that the
disjunctive frequency of X is different to the greatest disjunctive frequency of
its direct subsets is a sufficient condition to be sure that X is an essential pat-
tern. A more formal definition of the concept of essential pattern is given below.
Then, we show that the constraint “X is an essential pattern” is an antimono-
tone constraint for the inclusion. Thus, this constraint is compatible with the
frequency constraint and makes it possible to use levelwise algorithms for mining
frequent essential patterns.
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Definition 1. (Essential patterns) - Let D be a transactional database over
a set of items I and let X ∈ P(I) be a pattern. We say that X �= ∅ is an essential
pattern if and only if

Freq(∨X) �= max
x∈X

(Freq(∨X\x)). (7)

Let us denote by E the set of essential patterns and E(F) the set of frequent
essential patterns2.

Example 3. - In our database example, the pattern AC is an essential pattern
because Freq(∨AC) �= Freq(∨A) and Freq(∨AC) �= Freq(∨C).

Lemma 1. - Let us consider the two following constraints: “X is frequent” (C1)
and “X is essential” (C2). The conjunction of the two constraints is antimono-
tone for the inclusion (i.e. if X is a frequent essential pattern, then all its subsets
are frequent and essential patterns).

4 Frequency Computation Using an Improvement of the
Inclusion-Exclusion Identities

The three following formulas show firstly how to compute the frequency of the
disjunction from the set of essential patterns and secondly how to optimize the
inclusion-exclusion identities for finding efficiently the frequency of a frequent
pattern. A naive method for computing the frequency of a pattern X requires
the knowledge of the disjunctive frequency of all its subsets. Formula 8 shows
how we can derive the disjunctive frequency of any patterns using only essential
patterns.

Lemma 2. Let X be a set of items, then we have:

Freq(∨X) = max
Y ∈E

({Freq(∨Y ) | Y ⊆ X}). (8)

The formula 9 is an optimization based on the concept of essential patterns
and the formula 10 is an original method for the derivation of the frequency
of X .

Lemma 3. - ∀X ∈ P(I), let be Y ∈ Argmax({Freq(∨X ′) | X ′ ⊆ X and X ′ ∈
E}), then we have:

Freq(X) =
∑

X′⊆X
X′ �=∅

(−1)|X
′|−1

{
Freq(∨Y ) if Y ⊆ X ′

Freq(∨X ′) elsewhere (9)

Theorem 1. - ∀X ∈ F, X /∈ E(F), let be Y ∈ Argmax({Freq(∨X ′) | X ′ ⊆
X and X ′ ∈ E(F)}), then we have:

2
F is the set of frequent patterns.
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Freq(X) =
∑

X′⊆X
X′ �=∅
X′�Y

(−1)|X
′|−1Freq(∨X ′)

(10)

The set of essential patterns is not sufficient to define a perfect cover for
the set of frequent patterns because we cannot decide if an unknown pattern
is frequent or not. That is why we add the positive border for the frequency
constraint to the set of frequent essential patterns for testing if an unknown
pattern is frequent or not. If it is frequent, then theorem 1 makes it possible to
to compute the frequency of its conjunction. Thus, the set of frequent essential
patterns (E(F)) increased with the positive border for the frequency constraint
(BD+(F)) is a perfect cover for the frequent patterns.

Definition 2. (Perfect cover) - Let D a transactional database over a set of
items I (each transaction is a subset of I) and F the set of frequent patterns.
We say that G is a cover for F if and only if the frequency of each element of F

can be retrieved by using only patterns of G (∀X ∈ F, G � Freq(X)). Moreover,
if G ⊆ F, the cover is called perfect.

Theorem 2. - Let BD+(F) be the positive border (i.e. the set of maximal fre-
quent patterns) and E(F) the set of essential frequent patterns, then BD+(F) ∪
E(F) is a perfect cover for the frequent patterns.

5 The MEP Algorithm

For finding the frequent essential patterns, we propose a levelwise algorithm
with a pruning step which uses the maximal frequent patterns (BD+(F)). The
algorithm MEP (Mining Essential Patterns) includes the function Max Set
Algorithm which discovers maximal frequent patterns (e.g. Max-Miner [Bay98],
Gen-Max [GZ01]).

Example 4. The perfect cover of our example for the threshold “Minfreq =
2/4” is the following: the set of frequent essential patterns is given in table 2
and the positive border BD+(F) is given in table 3.

We know that the pattern ABD is frequent because it belongs to the positive
border. Let us compute its frequency.

Table 2. Frequent essential pattern for “Freq(X) ≥ 2/4”

Essential pattern Disjunctive frequency

A 3/4
B 2/4
C 3/4
D 3/4

AC 1
CD 1
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Table 3. Positive border for “Freq(X) ≥ 2/4”

Positive border

ABD
ACD

Algorithm 1 MEP Algorithm
1: BD+(F) := Max Set Algorithm(D, Minfreq)
2: L1 = {frequent 1−pattern }
3: i := 1
4: while Li �= ∅ do
5: Ci+1 := Gen Apriori(Li)
6: Ci+1 := {X ∈ Ci+1 | ∃Y ∈ BD+(F) : X ⊆ Y }
7: Scan the database for mining the disjunctive frequency ∀X ∈ Ci+1

8: Li+1 := {X ∈ Ci+1 | �x ∈ X : Freq(∨X) = Freq(∨X\x)}
9: i := i + 1

10: end while
11: return

⋃
j=1..i

Lj

– We use lemma 2 to find its disjunctive frequency: Freq(∨ABD) = max(Freq
(∨A), F req(∨B), F req(∨D)) = Freq(∨A) = Freq(∨D) = 3/4.

– We apply theorem 1 to compute its frequency:
The patterns A and D are two frequent essential patterns included in ABD
for which the disjunctive frequency is maximal. Thus we have: Argmax
({Freq
(∨ABD) | X ′ ⊆ X and X ′ ∈ E(F)}) = {A, D}. We need one of these two
patterns to apply theorem 1, we choose Y = A. We obtain the following
equality: Freq(ABD) = Freq(A) + Freq(B) + Freq(D) − Freq(∨AB) −
Freq(∨AD) − Freq(∨BD) + Freq(∨ABD) = Freq(B) + Freq(D) − Freq
(∨BD). Since the pattern BD is not an essential, we need to know its dis-
junctive frequency. By applying, once more, theorem 1, we obtain Freq(B)+
Freq(D) − Freq(∨BD) = Freq(B). Accordingly, Freq(ABD) = 2/4.

We have eliminated all the patterns included between A and ABD in the
inclusion-exclusion identities because the sum of their disjunctive frequencies,
weighted of the good coefficient, is null.

6 Experimental Results

By providing the disjunctive and the negative frequencies, the proposed approach
enriches the results obtained with the two other perfect covers proposed in the
literature. Our objective is now to show, through various experiments, that the
size of this new cover is often smaller than the size of the cover based on the
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Table 4. Datasets

Name Number of transactions Average size of each transaction Number of items

Chess 3 196 37 75
Connect 65 557 43 129
Pumsb 49 046 74 2 113
Pumsb* 49 046 50,5 2 088

frequent closed patterns and this in the most critical cases: strongly correlated
data. For meeting this objective, we evaluate the number of frequent essential
patterns and compare it with the number of frequent closed patterns by using
four datasets3. The characteristics of the datasets used for experiments are given
in table 4. They are:

– the dataset Chess,
– the dataset Connect,
– the datasets of census Pumsb and Pumsb*, extracted from � PUMS sample

file �. Pumsb* is the same dataset than Pumsb from which are removed all
the patterns which have a threshold greater or equal to 80%,

For all the experiments, we choose relevant minimum thresholds. In these four
datasets, only encompassing strongly correlated data, the ratio between frequent
patterns and the total number of patterns is high. Thus we are in the most
difficult cases. For finding the positive border we use Gen-Max algorithm [GZ01].
In the dataset Pumsb*, using either the frequent closed patterns or the frequent
essential patterns as a cover is advantageous: the gain compared to the set of
frequent patterns for the dataset Pumsb* with the threshold Minfreq = 20% is
about 45. On the other hand, for this dataset, even if the approach by essential
patterns is better than the one with closed patterns, the obtained gain is near to
one. In the three remaining datasets, the approach by essential is very efficient.
With the dataset Chess, many of frequent patterns are closed patterns, but the
number of essential patterns is relatively small. This results in a benefit, for the
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Fig. 1. Experimental results for Chess

3 http://fimi.cs.helsinki.fi/

http://fimi.cs.helsinki.fi/
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threshold Minfreq = 50%, of a factor 40 compared to the original approach and
of a factor 20 compared to the approach using closed patterns. With the dataset
Connect and a threshold Minfreq = 70%, the benefit compared to frequent
patterns is approximately of a factor 2500 and compared to closed frequent
pattern of a factor 20. We can see that with the dataset Pumsb, the benefit
compared to the approach by frequent closed patterns is of a factor 20 for a
threshold Minfreq = 60% and compared to the approach by frequent patterns
is approximately 40.
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For more readability in the figures, we have omitted “frequent patterns” in
the legends. Thus “simple” means frequent patterns, “closed” stands for frequent
closed pattern and “essential” symbolizes frequent essential pattern.

7 Conclusion

In this paper, we propose a novel perfect cover for the frequent patterns based on
the inclusion-exclusion identities. We introduce the concept of essential pattern.
The perfect cover is based (i), on one hand, on the positive border which can
be used to determine if an unknown pattern is frequent or not, and (ii), on
the other hand, on the frequent essential patterns which make it possible to
derive the frequency of a frequent pattern by applying an optimization of the
inclusion-exclusion identities. Compared with the existing perfect covers, our
method makes it possible to mine at lower cost, along with the frequency of a
frequent pattern, the frequency of its disjunction and negation. We have also
shown, from an experimental point of view, the efficiency of our approach in
the most critical cases: when the mined data is correlated, the set of frequent
patterns is extremely voluminous. Having a perfect cover is specially interesting
to quickly answer the ad hoc requests of decision makers.

Concerning future work, it would be interesting to define the disjunctive
closure operator to reduce the number of essential patterns because this concept
is similar to the concept of key. Thus, by applying this operator to each frequent
essential pattern, we would also obtain a set of disjunctive closed patterns which
could be a perfect cover for the frequent patterns. Since closure operators are
surjective functions, the number of frequent disjunctive closed patterns will be
thus lower than the number of frequent essential patterns.
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