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Abstract. Data warehouses can be considered as materialized views
which maintain the online analytical information extracted from dis-
tributed data sources. When data sources are changed, materialized
views should be maintained correspondingly to keep the consistency be-
tween data sources and materialized views. If a view is defined through
joining several source relations, an update in one source relation invokes
a set of join subqueries thus the view maintenance takes much time
of processing. In this paper, we propose a view maintenance algorithm
processing these join subqueries in parallel by using referential integrity
constraints over source relations. A relation which has several foreign
keys can be joined with referenced relations independently. The pro-
posed algorithm processes these join operations in parallel then it merges
their results. With the parallel processing, the algorithm can maintain
materialized views efficiently. We show the superiority of the proposed
algorithm using an analytical cost model.

1 Introduction

Data Warehouses (DW) are composed of materialized views which maintain on-
line analytical information extracted from data sources located physically at
different sites. These materialized views can be used to process users’ OLAP
queries efficiently without accessing data sources [TI2l3]. Whenever data sources
are changed, the materialized views defined on the sources should be maintained
to keep them up-to-date. This process is called view maintenance. Of view main-
tenance methods, incremental maintenance has been widely used, because it in-
crementally maintains views by using only the updated portion of each source
relation [45].

Data sources for data warehouses can be stored in remote areas and they can
be changed independently. It is difficult to maintain views consistently over the
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changes of data sources. Thus we need a technique which maintains views as the
same sequence of changes and the same state as data sources. We call it view
consistency maintenance [3/4]. There have been several algorithms for view con-
sistency maintenance, such as ECA [0, Strobe [6], SWEEP [7], and PVM [§]. The
ECA algorithm was developed for view maintenance in single source site. The
Strobe and SWEEP algorithms proposed a view consistency maintenance for
join views on source relations distributed at multiple sites. The PVM suggested
a parallel processing algorithm for view maintenance, which handles multiple up-
dates occurred in source relations concurrently. When any change (i.e., insertion
or deletion) occurs in a source relation, all of these algorithms has to process a
sequence of join operations serially which combine the update with the tuples of
other source relations. From the results of these join operations, we can get the
values to modify views. Because each source relation can be stored in different
sites, the join operations take much processing time. In this paper, we develop
a parallel view maintenance algorithm, called PSWEEP /RI (Parallel SWEEP
with Referential Integrity) which executes these join operations in parallel.

Let’s suppose that a source relation has several referential integrity con-
straints and a materialized view is defined as joining it with other source rela-
tions through foreign keys. The join operations are independent from each other
thus they can be executed in parallel to build the view. By using this property
of referential integrity constraints, this paper proposes a parallel processing al-
gorithm, PSWEEP /RI, for view consistency maintenance, which processes join
operations for view maintenance in parallel. This can reduce the processing time
for view maintenance. Furthermore, this can also lessen the problem that view
maintenance cost increases linearly when the number of source relations does.
The remainder of this paper is organized as follows. Section 2 describes the
related works and the motivation of this paper. Section 3 presents the basic
concepts of the proposed PSWEEP /RI algorithm. Section 4 analyzes the per-
formance evaluation then, finally, Section 5 concludes this paper.

2 Related Works and Motivation

Materialized views in data warehouse are defined as join views on source re-
lations distributed over several sites. When one of source relations is changed,
the corresponding materialized views should be maintained to accommodate the
source updates. For this view maintenance, data warehouse has to execute join
operations of the changed source relation and all other source relations used to
define the views.

For example, suppose there is a data warehouse view defined on four source
relations shown in Figure [l When some changes U (i.e., AR2) happen at the
source relation ro and they are sent to data warehouse, the data warehouse
has to execute the following view maintenance query Queryl to compute the
information (AV') changing its view. In order to execute Queryl, as shown in
the Figure[Il the subqueries to join § Ry and other source relations (R, Rs, and
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SubQueryl_1 Data Warehouse

SubQueryl_3
(SUBQ, )

Source 1 Source 2 Source 3 Source 4

Fig. 1. View maintenance process over distributed sources

Ry) are sent in turn to the source sites and are executed [1I4] as follows. (Here,
Answerl_1 is the result of SubQueryl_1).

Queryl = R1 X Ry X R3 X Ry
SubQueryl .1 = Ry X Ro
SubQueryl 2 = Answerl_1 x Rg

These source relations are stored in different sites each other and they can
be changed independently at the same time. Thus it is very difficult to keep
the consistency between materialized views and source relations. For example,
when the source relation r3 happens some changes Us (i.e., AR3) before the
Answerl_2 is computed at the site, the answer of the SubQueryl 2 can involve
the state that the updates Us had already occurred, which is different from
the state of source relation r;. Thus the views may not be maintained consis-
tently. Therefore, we need view maintenance techniques to guarantee the con-
sistency between data warehouse views and distributed source relations. For
these techniques, ECA, Strobe, SWEEP, and PVM algorithms have been pro-
posed [BIEITS].

Zhuge et al. [B] introduced ECA algorithms ensuring the consistency of views
for the cases that source relations are stored at a single source site. The Strobe
algorithm [6] considers distributed data sources, requiring materialized views to
contain a key for each of base relations and also requiring quiescence before
installing any changes in materialized views. The SWEEP algorithms are in-
troduced by executing serially view maintenance queries for updates in source
relations as the order of their arrivals [7]. In the SWEEP algorithm, the join op-
erations included in each view maintenance query are executed sequentially like
Figure [l It can incur much processing time when many resource relations are
involved and/or source relation updates happen very frequently. In order to solve
the problems of the SWEEP, the PVM algorithm []] extends the SWEEP by in-
voking and parallelizing multiple threads for view maintenance, one thread for
a view maintenance query. However, each thread executes the join operations
of its query sequentially as same as the SWEEP does. Therefore, this paper
proposes another approach for view consistency maintenance executing the join
subqueries in parallel. By doing this, we can process efficiently view maintenance
queries and we can also reduce the problem that view maintenance cost increases
as linear as the number of source relations increases.
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3 PSWEEP/RI Algorithm

This chapter describes the basic concepts of PSWEEP /RI which we propose.
The algorithm processes join operations among source relations in parallel or
it filters out view maintenance operation without processing any join among

them [I].

3.1 Strategies in the SWEEP Algorithm

Let’s suppose that there are referential integrity constraints on source relations
and materialized views are defined as the joins among them. These referential
integrity constraints can be represented by a graph as shown in the Figure[2 In
the figure, ENROL relation refers to STUDENT, COURSE, and PROFESSOR
relations. We call that it has referring relationship. When a relation refers to
multiple relations, it is called multiple referring. Some relations such as STU-
DENT, COURSE, and PROFESSOR can be referred by others. We call they
have referred relationships. When a relation is referred by several relations, it is
called multiple referred.

STUDENT(R;) RI
ENROL (R;)
COURSE (R5) RI RI (

| PROFESSOR(R:) |
RL— I

Professor_Community (Rs) | | Research_Association (Rg)

Fig. 2. Referential Integrity (RI) graph

When some changes(i.e., ARy) occurs in a relation Rs (i.e., ENTROL), in
this example, data warehouse has to perform the following query to get the
information for maintaining its views:

AV = Ry x ARz x Ry x Ry x Rs x Rg |

In the existing SWEEP algorithm, this query is executed as follows: the join
operations in the left-hand side of ARy are processed at first then the rest join
operations in the right side of ARy are done. (Refer to the following procedure.)
These join operations are executed in sequential order. In order to perform each
join operation, furthermore, a subquery is sent to the site storing the relation
to be joined. If the number of source relations defining a view increases, the
number of join operations to execute increases thus the processing time for view
maintenance increases too.

Left Sweep: AVjepr = R1 4 AR»
Right Sweep: AV = AV X R3 X Ry X R5 X Rg
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3.2 Maintenance Strategy for Multiple Referring Relation

Suppose some changes (i.e., ARy) occur at a multiple referring relation (i.e., R)
as shown in the above example. From RI graph described above section, we can
identify that the relation Ry refers to Ry, R3, and Ry. In order to get the view
maintenance information(AV), the join operations between ARy and Ry, R, or
R4 should be executed. To prove it, we present some lemmas and a theorem in the
below. Here we assume that rq, 75, r3, and 74 relations are defined the schema Ry,
Ry, R3, and Ry respectively, and ;1 — 79 indicates that relation ry refers to rs.

Lemma 1. Self-join of an identical relation r1 using its primary key, produces
the same relation as the original one. That is, 7, (r1 X r1) = 71 holds.

Lemma 2.(commutative rule) [9] Join operation is commutative. That is, r1 X
ro =19 X 11 holds.

Lemma 3. (associative rule) [9] Join operation is associative. That is, (r1 X
ro) X T3 =11 X (r2 X r3) holds.

Theorem 1.(parallel join using referential integrity) Let referential integrity
constraints r1 — 1o, r1 — r3, and ry — r4 exist and Ary be some changes of
a referring relation 1. Then Ary X 19 X r3 X 14 = WR1,R2,R3,R4(A7’1 X T9) X
(Arq M rg) X (Arg X 74) holds.

PROOF: Let Arq be 71 for the simplicity, then the theorem is proved as follows.

(T‘1 X 7‘2) X (7‘1 X 7‘3) X (7‘1 X 7'4)

=(ry Xro X 7ry) X7y X (r1 X ryg) by Lemma [3]
=(ry Xr; X7re) X7y X (r1 X ry) by Lemma 2]
:( (7”1N7”1)M7’2)M7’3M(7”1N7”4)
= (7‘1 I><1 7‘2) X r3 X (7‘1 X 7‘4) by Lemmaﬂ]
=(r1 Xre) X (r1 X 74) XT3 by Lemma 2]
=(ry Xrg X 71) X7y XT3 by Lemma [3]
=(ry X7y X 7o) X7y XT3 by Lemma 2
:( (7‘1[><17‘1)[><17‘2)I><17‘4I><1’r‘3
(7’1 M To) X T4 X T3 by Lemma [I]
=71 KTy XT3 X Ty by Lemma 2 O

By the above Theorem [Il we can observe that the result of sequential exe-
cution for the join operations between AR; and Rg, Rs3, or Ry is equal to the
one of parallel execution for them. Therefore, we process the view maintenance
query in parallel as follows.

(@) R; I AR,
>
(b) Ry D><IAR, > >4
(©) RyD}IAR,
That is, the join subqueries (a), (b), and (c) are executed in parallel then their

results are merged in turn to get the final result. (For the simplicity of explana-
tion, merging was represented by a join operation.)
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3.3 Maintenance Strategy for Referred Relation

This section describes the strategies for changes on a referred relation, which is
referred by other relations.

Theorem 2. (filtering equijoin using referential integrity) Suppose that ri — 19
exist and the changes on the referred relation ro is Ary. Then ry X Arg =
o, where Arg is the combination of insertions (notated by Ars) and deletions
(notated by ¥rs ).

PROOF:

1) When some insertions occurred at ra, if 71 X Ars # ¢, then it means that the
referring relation r1 has tuples satisfying r1.FK = Ars.PK. These tuples violate
the referential integrity constraint (i.e., r1 — r2), it contradicts the definition of
referential integrity.

2) When some deletions occurred at 72,

2.1) if there is any tuple in 71 that the deleted tuples in ¥r2 refer to, it will be auto-
matically deleted or changed into another value according to the options (i.e.,
cascade, set null, set default, or restrict) given to the referential integrity con-
straint. Therefore 1 doesn’t have any tuple to join with ¥ra thus r1 X ¥re = ¢.
Otherwise,¥r2 couldn’t be performed.

2.2) if there are no tuples in 71 that refer to the tuples deleted from 2, there are

no tuples to join with ¥re. Therefore r1 X ¥ra = ¢ must be true.
With both 1) and 2) above, r1 X Ars = ¢ is true. O

As proved in the Theorem 2] even though any tuple is inserted into or deleted
a referring relation, the result of join operations for view maintenance queries is
always null. In the proposed PSWEEP /RI algorithm, the maintenance queries
for the changes of referred relations are filtered without executing any operations
because they have no affection to the view updates.

4 Performance Evaluation

In this chapter, we present the results of performance evaluation comparing the
proposed PSWEEP /RI and the previous SWEEP. For the evaluation, we use the
materialized view example in Figure 2l In Section 4.1, we present an analytical
cost model based on the example in Figure[2l In Sections 4.2~4.4, we show the
evaluation results computed by using the cost model.

4.1 PSWEEP/RI Cost Model

To design the analytical cost model for the example in Figure Pl we use the
parameters described in Table[Il And, we also use the following assumptions to
analyze the proposed algorithm.

— Since referential integrity constraints are enforced, the index join method will be
used if a join has a referential integrity constraint.

— The nested loop join method will be used if a join has not any referential integrity
constraint.
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Table 1. Summary of parameters

Parameters Definition/Meaning
Ccom Bandwidth for transmitting data
N(R;) Number of tuples in relation R;

W (R;) Average size of a tuple in relation R;
N(dRy) Number of tuples in R; delta relation
DW Data warehouse
AR; Changed parts of the source relation R;

Send(AR;, DW)
Join(AR;, R;)
B

k
br

Cost for transmitting AR; to DW

Cost for joining AR; and R;

Block size

Cost for depth first search in general case
Constant value for communication overhead

— Changes will be occurred in relation Rs of the example, and let the changed parts

of relation R2 be ARs.

We compute the total view maintenance cost of PSWEEP/RI by adding
communication cost and join cost. Since communication operations in the same
phase are able to be processed in parallel, the cost for these operations will be
set to the maximum cost of them. Also, since join operations in the same phase
are able to be processed in parallel too, the cost for these join operations will
be set the maximum cost of them. The following equations show the analytical
cost model of PSWEEP /RI for the example in Figure 2(The cost model of the
existing algorithm SWEEP can be derived as the similar way, but it is omitted

due to space limitation.).

@ Send(AR2, DW) = (N(dR2)- W (Rz)/Ccom Eq.(1)
@ Send(ARQ(DW), R1) = (N(dRQ) W(RQ)/CCOTH Eq. (2)
@ Send(ARs(pwy, Rs) = (N(dR2)- W(R2)/Ccom Eq. (3)
@ Send(ARQ(DW>, R4) = (N(dRQ) W(Rg)/Ccom Eq. (4)
® Join(AR2, R1) = N(dR2)- [log, N(R1) +1]-br = X Eq. (5)
® Join(AR2, R3) = N(dR2)- [log;, N(R3) + 1]-br =Y Eq. (6)
® Join(AR2, Ry) = N(dR2)- [log, N(R4) +1]-br = Z Eq.(7)
@ Send(X,DW) = ((N(dRz)- (W (Rz2) + W(R1)))-8)/ Ccom Eq. (8)
@ Send(Y, DW) = ((N(dRz2)- (W (Rz2) + W(R3)))-8)/ Ccom Eq.(9)
@ Send(Z, DW) = ((N(dRz) (W(Rg) + W(R4)))-8)/ Ccom Eq.(10)
® Join(X,Y) = ([(N(dR2)- (W (R2) + W(R1)))/B|+

[(N(dR2)- (W (Rz) + W (R.)))/B])- br = Bq. (11)
® Join(M, Z) = ([(N(dRz2)- (W (Rz2) + W (k1) + W(R3)))/B1+

[(N(dRz2)- (W (R2) + W(R4)))/B])-br = Eq.(12)
@ Send(N(pw), Rs) = (N(dR2)- (Zl W(R:))-8)/ Ccom Eq.(13)
@ Send(N(pwy, Re) = ( (dR2)- (Zl L W(R ) )/ Ccom Eq.(14)
® Join(N, Rs) = N(dR2)- < log, N(Rs)] + x%;;) br =1 Eq.(15)
Join(N, Rs) = N(dRz2)- ( log, N(Rs)] + %Eg‘%) br Eq.(16)
© Send(I, DW) = (N(ng) Nis). (3oL, W(R:) + W(Rs)) ~8> / Cecom  Eq.(17)
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@send(J,DW):( (dR) MBS (4 W (R) + W (Re)) - )/ Ccom  Eq.(18)
© Join(I,J) = ( [( (dR>)- %524) (S, W(R:) + W(Rs) )) /BW
[(N(aR2) ¥ (TSI, W(R) + W (Re)) ) /B )-br Eq. (19)

Total communication cost = Eq.(1) + maz{Eq.(2), Fq.(3 ), q.(4)} + max{Eq.(8),
Eq.(9), Fq.(10)} + maz{Fq.(13), Fq.(14)} + maz{Eq.(17), E ( 8)}

Total maintenance cost (join cost + commumcatwn cost) = Eq. (1) + max{Eq.(2),
Fq.(3), Fa.()} + mas{Be(5), Fe(6), BT} + maz{Fq.(8), Fa.(9), Fa.(10)} +
Eq.(11) + Eq.(12) + maz{Eq.(13), Eq.(14)} + maz{FEq.(15), Eq.(16)} + maz{Eq.(17),
Eq.(18)} + FEq.(19)

4.2 Experimental Data and Environment

In analytical experiments, we compute the cost required in PSWEEP /RI and
that in SWEEP by varying transmission bandwidth, relation size, and the num-
ber of tuples. We determine the database sizes on the basis of TPC-D, and adjust
the other parameter values based on TPC-D database sizes. Table 2] shows the
parameter values used in the experiments.

Table 2. Parameter values used in the analytical experiments

Parameters Values
Ccom 100Kbps ~ 100Mbps
W (R;) 250 bytes
B 1,024 bytes
k 31
br 0.02
1.5
% —&— PSWEEP/RI
‘E —8B— SWEEP
£ 10
S
k=
3
:
g 05
<
k]
H
0.0 .
100K 300K ™M 3M 30M 100M

Transmission Bandwidth

Fig. 3. Results of communication cost by varying the transmission bandwidth
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4.3 Evaluation Results for Different Transmission Bandwidths

Figure [3 shows the changes of communication cost on different transmission
bandwidths. The sizes of source relations have the same values determined in
Section 4.2, and we set the number of updated tuples, N(dR;), to one and
compute the costs by increasing the transmission bandwidth from 100Kbps to
100Mbps. As shown in Figure B we know that the communication cost of the
proposed PSWEEP/RI is always less than that of the previous SWEEP. In
particular, in the cases of lower bandwidths, PSWEEP /RI outperforms SWEEP
significantly.

4.4 Evaluation Results for Different Relation Sizes

Figure @ shows the changes of total communication cost on different numbers of
updated tuples, i.e., on different N(dR2)’s. We compute the cost by increasing
N(dRs) from 1 to 32. As shown in the figure, we know that the communication
cost of the PSWEEP/RI is always less than that of SWEEP due to the effect

50.0

—e— PSWEEP/RI }|

4007 _a swEEP /
300 /E/
20.0 /

10.0

Total communication cost

0.0 : ‘ ’
1 2 4 8 16 32

The number of updated tuples (N(dR;) )

Fig. 4. Results of communication cost by varying the number of updated tuples

80.0
g —e— PSWEEP/RI /|
S 400 || —B— SWEEP
Q
=1
(]
g /
2 400
g
S 200 /
o
[_‘
0.0 L L L L
1 2 4 8 16 32

The number of updated tuples (N(dR;) )

Fig. 5. Results of the total view maintenance cost by varying the number of updated
tuples
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of parallel processing. In particular, as N(dR3) increases, the cost difference
becomes larger.

Next, Figure [l shows the total view maintenance costs of two methods
when we fix the bandwidth to 1Mbps and increase the number of updated
tuples, N(dRs2), from 1 to 32. As shown in the figure, in the case where the
number of updated tuples is 32, which is only 0.002% of the source relation,
the proposed PSWEEP/RI improves performance by 159% over the previous
SWEEP.

5 Conclusions

In this paper, we proposed a view maintenance method which guarantees the
consistency between data warehouse views and distributed source data efficiently
by using parallel processing techniques. Existing algorithms like SWEEP exe-
cute sequentially join operations on source relations which are invoked to get
the data for view maintenance. This sequential execution requires high pro-
cessing cost for view maintenance. In order to reduce the processing cost, we
proposed an algorithm, PSWEEP /RI, processing join operations on source re-
lations stored different sites in parallel. We also designed a cost model to mea-
sure the processing cost of the proposed algorithm and evaluated its perfor-
mance. From the experiments, we found that the proposed algorithm reduced
both the communication cost and the total processing cost compared to existing
methods.

The basic approach of the proposed algorithm is to take advantage of refer-
ential integrity properties in order to parallelize join subqueries involved in view
maintenance. The join operations between a source relation (including multiple
foreign keys) and its referenced relations (stored at different site) can be exe-
cuted independently (i.e., in parallel). Then the join results can be merged to-
gether to obtain the final result for view maintenance. Furthermore, any changes
on each referenced relation does not have any tuple in referenced relations. Thus
view maintenance queries invoked by referenced relations can be filtered out
without executing any join operations [I]. Because of these properties, he pro-
posed algorithm reduced the cost of processing a sequence of join operations
and the communication cost. Because of parallel processing, the algorithm can
also reduce the problem that the view maintenance cost of existing methods
increases in proportional to the number of source relations. For further re-
searches, the proposed algorithm can be extended for join operations of source
relations which doesn’t employ referential integrity. This algorithm considered
only join operations hence we also need to investigate parallel processing tech-
niques for complex views involving other algebraic operations and aggregate
functions.
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