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Abstract. Clustering results often critically depend on density and sim-
ilarity, and its complexity often changes along with the augment of sam-
ple dimensionality. In this paper, we refer to classical shared nearest
neighbor clustering algorithm (SNN), and provide a high-dimensional
shared nearest neighbor clustering algorithm (DSNN). This DSNN is
evaluated using a freeway traffic data set, and experiment results show
that DSNN settles many disadvantages in SNN algorithm, such as out-
liers, statistic, core points, computation complexity etc, also attains bet-
ter clustering results on multi-dimensional data set than SNN algorithm.

1 Introduction

Cluster analysis mainly originates from many research domains, including data
mining, statistics, biology, machine learning and so on. Most data mining re-
searchers focus on the scalability and effectivity on clustering algorithm. Except
that, researchers also try to find out methods for cluster data with complex
figures and types, high-dimension cluster analysis technology, and methods for
hybrid numerical and systematic data.

Clustering is one of the challenging research domains in data mining and is
widely applied on all kinds of application. But different application has its special
requirement, such as flexibility, domain knowledge minimum to decide input
parameter, ability to deal with outliers, not sensitive to input record sequence,
high dimensionality, usability and so on.

In this paper, we describe a high-dimensional shared nearest neighbor clus-
tering (DSNN) algorithm, and evaluate it on multi-dimensional spatio-temporal
data set. The rest of the paper is organized as follows: In section 2, we will intro-
duce the challenge of high dimensional data and classical shared nearest neighbor
clustering algorithm, and analysis its disadvantages. Then by introducing new
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relevant similarity and density definitions, we bring out the DSNN algorithm in
Section 3. Finally, in Section 4, we evaluated DSNN on American freeway traffic
dataset. The experiment results prove that DSNN algorithm has better perfor-
mance than SNN algorithm on correlative measures, such as in-cluster similarity,
between-cluster dissimilarity, spatio-temporal complexity and so on.

2 Related Works

The clustering algorithm is mainly applied on spatio-temporal dataset, especially
for traffic dataset.

2.1 Challenge from High Dimensionality

Observe the data samples showed in table 1 and table 2, their Euclidean distance
is five. A attribute with a “0” value means it is a useless data(the experiment got
no test data) or it is a free traffic situation. Attributes with a value from “1”to
“4” stands for a more and more busy traffic situation. That is attribute with
a value “4” means the most busy traffic situation. But it is not hard to judge
that there is higher similarity between Sample Three and Sample Four than
between Sample One and Sample Two, because there are eight shared attributes
between the former pair, and none between the latter pair. Generally speaking,
if there are redundant “0” attributes in samples, it is sparse; we often define the
similarity by ignoring those useless attributes between two samples.

Other measures, such as cosine measure, Jaccard modulus etc, can be used
to deal with this problem. If we compute the cosine measures between Sample
One and Sample Two, Sample Three and Sample Four respectively, the former
is zero and the latter is 0.8286.

Even if cosine and Jaccard measure can provide relevant similarity informa-
tion about whether there are intact attributes or not, they can’t handle high
dimensionality very well. By computing cosine measure between high dimen-
sional data, we can find that, if only observing 15-20 percents of attributes of
Sample A, those data, which is very similar to Sample A, may belong to other
clusters without Sample A, as described in [1]. It doesn’t derive from the defective
similarity measure, but from the un-trusted direct similarity of high dimensional
data, since the similarity between any sample pair is all very low.

Another very important problem derived from similarity measures is the tri-
angle inequality doesn’t hold. Consider the following example in table 3: Sample

Table 1. data sample 1~2

Point Attl Att2 Att3 Attd Att Att6 Att7 Att8 Att9 Att10 Att1l Attl2
1 4 0 0 0 0 0 0 0 0 0 0 0
2 0 0 0 0 0 0 0 0 0 0 0 3
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Table 2. data sample 3~4

Point Attl Att2 Att3 Attd Att Att6 Att7 Att8 Att9 Att10 Att1l Attl2
3 4 2 0 1 4 3 0 2 3 4 1 0
4 0 2 0 1 4 3 0 2 3 4 1 3

Table 3. data sample 5~7

Point Attl Att2 Att3 Att4d Atth Att6 Att7 Att8 Att9 Att10 Att1l Attl2
5 3 4 2 4 1 4 3 3 2 2 1 4
6 0 0 2 4 1 4 2 1 4 3 2 3
7 4 2 3 3 0 2 2 1 4 3 3 1

5 is close to sample 6, sample 6 is close to sample 7, but sample 5 and sample 7
have a similarity of 0. The similarities come from different sets of attributes.

2.2 SNN Algorithm

Some researchers provide a shared k nearest neighbors-based algorithm (SNN al-
gorithm) [2,3]. Its procedure can be described as: firstly compute the similarity
matrix, then sparsify the similarity matrix by keeping only the k most similar
neighbors, finally construct a correlative shared nearest neighbor graph. Subse-
quently, it will find out the SNN density of each point to specify the core points,
and form clusters with the core points. Except that, it also discards all noise
points and assigns all non-noise, non-core points to clusters.

With the synthesis analysis on this algorithm, it is not difficult to find that
there are many disadvantages as follows:

— There are no enough processes about outliers, which results in redundant
pointless computations.
Apparently, there are only a few calculations about outliers in SNN, until
finishing constructing SNN graph with all samples. Moreover, you have to
begin judging whether it is an outlier until computing link strengths between
all points. By analyzing its algorithm, we can find that the complexity of
computing similarity matrix and constructing SNN graph is 0(M?), which
lead to a high complexity of this algorithm.

— Scientist definitions of thresholds for core points, outliers and filter those
link strengths are not clearly provided.
With the statistics to the sample data, we can find out the thresholds to de-
fine core points and outliers. However, there is high spatio-temporal measure
in statistics, which undoubtedly add complexity in this total algorithm.

— The procedure of defining core points is not good enough.
It is not very exact to define core points directly by thresholds, which lead to
a vital problem: defined core points may belong to identical cluster. Thus,
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if clustering with these core points, it is hard to avoid partitioning born
clusters. In other word, in order that the latter clustering can be as accurate
as possible, the core points had better to be as disperse as possible.

3 High Dimensional Shared Nearest Neighbor Clustering
Algorithm (DSNN)

In order to overcome the disadvantages of the classical SNN algorithm, we bring
out the refined DSNN clustering algorithm.

3.1 “Elementary Deletion for Outliers”

Given a distance measure on a feature space, there are many different defini-
tions of distance-based outliers. The simplest type of algorithm based on nested
loops in conjunction with randomization and a pruning rule gives state-of-the-
art performance [4]. The algorithm not only computes the distance between any
two examples using, for example, Euclidean distance for continuous features and
Hamming distance for discrete features, but also can be any monotonically de-
creasing function of the nearest neighbor distances such as the distance to the
k'" nearest neighbor, or the average distance to the k neighbors.

The main idea in our nested loop algorithm is that for each example in a
data set, we keep track of the closest neighbors found so far. When an example’s
closest neighbors achieve a score lower than the cutoff, we remove the example
because it can no longer be an outlier. As we process more examples, the algo-
rithm finds more extreme outliers and the cutoff increases along with pruning
efficiency.

What needs to attend is that samples can be put into random order in linear
time and constant main memory with a disk-based algorithm. One repeatedly
shuffies the data set into random piles and then concatenates them in random
order.

As far as the algorithm complexity, because of the nested loops, it could
require 0(M?) distance computations and 0(M? /blocksize) data accesses.

3.2 Core Points and Outliers

SNN Algorithm can define the core points and outliers with the help of correlative
threshold by users. Those points with a higher link strength than the threshold
is defined as core points, vice versa. This method with threshold often have a
inferior efficiency, since users are required to have a deep understand on spatio-
temporal data set, and also require to take abundant correlative experiments
for thresholds setting. There apparently exists the possibility of threshold data
error, and it often reflects on spatio-temporal data set, which reduces clustering
precision and maneuverability by a long way.

Furthermore, there exists another important problem: All or some of these
core points may possibly belong to identical cluster.
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DSNN Algorithm has a new idea for defining core points. Firstly, we can
confirm a candidate set of core points, which must make certain that all possible
core points are included in it. Then, we can choose a core point randomly, and
define a candidate point as a new core point by distance measure, whose distance
is more than distance threshold. After defining new core points as a seed, we
can continuously define other candidate core points in that candidate set until
judging all candidate points.

Aimed at outliers, the method in DSNN is based on SNN graph and candidate
core point set. If some sample has fewer SNN of other samples, it is defined as
an outlier.

3.3 DSNN Algorithm

After discussing the deficiencies of the classical SNN algorithm and providing
correlative solutions, we have succeeded in discovering the following DSNN al-
gorithm.

Algorithm 1 DSNN clustering algorithm

Input: spatio-temporal data set
Output: every individual cluster

1. Transfer an algorithm to find distance-based outliers as above, in order to achieve
better precision with refined sample set.

2.Based on this sample set, construct the similarity matrix.

3.Sparsify the similarity matrix using k-nn sparsification.

4.Construct the shared nearest neighbor graph from k-nn sparsified similarity matrix.
5.For every point in the graph, calculate the total strength of links coming out of the
point.

6.Define noise points by choosing the points that have low total link strength and
remove them, and gain a refined dataset again.

7.Based the new dataset, re-implement Step 2 to Step 5 once.

8.Define the candidate set of core points by choosing the points that have high total
link strength.

9.For this candidate set, to do some refining as follows: saving those whose relative
distance is very high as defined core points, and deleting the remainder.

10.Based on these core points and new SNN graph, to form clusters, where every point
in a cluster is either a core point or is connected to a core point.

4 Experiments

This traffic dataset is from American freeway network, which is recorded as a
matrix, where every row indicates each checkpoint and column to time segment.
For every data set D, ;, it records traffic state in the j** time segment within
the it checkpoint. Moreover, it has been preprocessed, and records traffic states
with 0 to 4, where 0 indicates free, 4 indicates busy.
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Fig. 1. the same Cluster Results with SNN and DSNN

LI II IIIII‘ ll
m 1 IIL J

| LAUMRMNL BRIl w e H‘ nun AT ERAE AR IR |\.|J WANImEEN R

|} Inll ||r ‘||”| I-II--\-I (] qll mm | II1‘II
il i LR U R

pn*lu.uuln ol e

il ‘lflll' _

OO T T T, T nimi
130 200 0 B0 & 1000 1200 140

Fig. 2. the Cluster with SNN Algorithm (Left) and DSNN Algorithm (Right)

In this section, we evaluate our DSNN by applying SNN and DSNN on this
data set and compare their results on different experiment environment. We will
try different attempts with this experiment dataset, such as different amount of
data set, and compare their experiment results.

We randomly chose 300 samples from the set, and the clustering result with
DSNN method was same as one with SNN method in same time: As the three
figure showed in Figure 1, they respectively show a cluster. The number of ab-
scissa stands for the experiment day number, while the ordinate stand for the
time period of a day. As we can see from the three figures, the amount and
sample data was also same respectively, which shows that they can be used to
handle small data set with same precision. We can get the traffic situation from
the tint area in the figure: tint area show a free traffic situation, others is a busy
traffic situation. For example, the first left figure shows that in the time periods
16, from 29 to 32, from 41 to 44(those tint area), the traffic is in a normal sit-
uation, it also shows that the traffic situation has a high similar in these time
period.
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Fig. 3. the Supreme cluster with SNN (left) and DSNN (right) method

Fig. 4. The partial outliers with DSNN method

What is showed in Figure 2 is the most primary cluster with classical SNN
algorithm and DSNN method respectively and about 600 samples. The meaning
of abscissa and ordinate is the same with Figure 1. The left figure and the
right figure stand for a cluster result respectively. By computing their cluster-in
similarities respectively, we can gain the clusters with high cluster-in similarities
if adopting the DSNN method. In other word, DSNN clustering algorithm can
help with obtaining more accurate clusters on big data sets.

Perhaps there is an incident in the clustering result with six hundred samples,
so we decided to cluster with more samples continuously in order to evaluate the
performance of the DSNN algorithm.

Figure [3] shows the supreme cluster graphs with the classical SNN method
and the DSNN method respectively. The meaning of abscissa and ordinate is the
same with Figure 1. The left figure include the data in the right figure, but each
of them stand for a cluster result respectively. Obviously, they are same on the
whole, but there are more outliers in the former. Moreover, with careful feedback
of algorithm implement, we can find that the difference is primarily included in
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the outliers during the course of deleting outliers, as showed in Figure @ All
the above shows that DSNN has a much better adaptability and performance
than SNN.

5 Conclusion

In this paper, we firstly analyzed the classical SNN algorithm in the fields of
spatio-temporal data cluster analysis. Then we brought forward the high dimen-
sional nearest neighbor clustering algorithm (DSNN) step by step to overcome
SNN’s shortcomings. This refined algorithm can reduce the spatio-temporal com-
plexity effectively, and refined many performances, such as outliers, core points,
clustering results and so on. With the experiments on American freeway traffic
dataset, we prove that DSNN can reduce computation effectively, at the same
time, it can accurately judge core points and outliers, and gain better clustering
performance than SNN algorithm with better clustering methods.

There are still some limits in DSNN. For example, it can’t deal with data flow;
it must be used to preprocess sample data. And how to expand its application
domains, how to improve its validity and how to delete sensitive data better such
as outliers, etc, are our future work.
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