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Preface

This book and its sister volume, LNAI 3613 and 3614, constitute the proceed-
ings of the Second International Conference on Fuzzy Systems and Knowledge
Discovery (FSKD 2005), jointly held with the First International Conference
on Natural Computation (ICNC 2005, LNCS 3610, 3611, and 3612) from Au-
gust 27–29, 2005 in Changsha, Hunan, China. FSKD 2005 successfully attracted
1249 submissions from 32 countries/regions (the joint ICNC-FSKD 2005 received
3136 submissions). After rigorous reviews, 333 high-quality papers, i.e., 206 long
papers and 127 short papers, were included in the FSKD 2005 proceedings, rep-
resenting an acceptance rate of 26.7%.

The ICNC-FSKD 2005 conference featured the most up-to-date research re-
sults in computational algorithms inspired from nature, including biological, eco-
logical, and physical systems. It is an exciting and emerging interdisciplinary area
in which a wide range of techniques and methods are being studied for dealing
with large, complex, and dynamic problems. The joint conferences also promoted
cross-fertilization over these exciting and yet closely-related areas, which had a
significant impact on the advancement of these important technologies. Specific
areas included computation with words, fuzzy computation, granular compu-
tation, neural computation, quantum computation, evolutionary computation,
DNA computation, chemical computation, information processing in cells and
tissues, molecular computation, artificial life, swarm intelligence, ants colony,
artificial immune systems, etc., with innovative applications to knowledge dis-
covery, finance, operations research, and more. In addition to the large number
of submitted papers, we were blessed with the presence of four renowned keynote
speakers and several distinguished panelists.

On behalf of the Organizing Committee, we thank Xiangtan University for
sponsorship, and the IEEE Circuits and Systems Society, the IEEE Computa-
tional Intelligence Society, and the IEEE Control Systems Society for technical
co-sponsorship. We are grateful for the technical cooperation from the Interna-
tional Neural Network Society, the European Neural Network Society, the Chi-
nese Association for Artificial Intelligence, the Japanese Neural Network Society,
the International Fuzzy Systems Association, the Asia-Pacific Neural Network
Assembly, the Fuzzy Mathematics and Systems Association of China, and the
Hunan Computer Federation. We thank the members of the Organizing Com-
mittee, the Advisory Board, and the Program Committee for their hard work
over the past 18 months. We wish to express our heart-felt appreciation to the
keynote and panel speakers, special session organizers, session chairs, review-
ers, and student helpers. Our special thanks go to the publisher, Springer, for
publishing the FSKD 2005 proceedings as two volumes of the Lecture Notes in
Artificial Intelligence series (and the ICNC 2005 proceedings as three volumes of
the Lecture Notes in Computer Science series). Finally, we thank all the authors



VI Preface

and participants for their great contributions that made this conference possible
and all the hard work worthwhile.

August 2005 Lipo Wang
Yaochu Jin
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Dimensionality Reduction for Semi-supervised
Face Recognition

Weiwei Du, Kohei Inoue, and Kiichi Urahama

Kyushu University, Fukuoka-shi, 815-8540, Japan

Abstract. A dimensionality reduction technique is presented for semi-
supervised face recognition where image data are mapped into a low
dimensional space with a spectral method. A mapping of learning data
is generalized to a new datum which is classified in the low dimensional
space with the nearest neighbor rule. The same generalization is also
devised for regularized regression methods which work in the original
space without dimensionality reduction. It is shown with experiments
that the spectral mapping method outperforms the regularized regres-
sion. A modification scheme for data similarity matrices on the basis of
label information and a simple selection rule for data to be labeled are
also devised.

1 Introduction

Supervised learning demands manual labeling of all learning data which is labo-
rious, hence semi-supervised learning is useful practically, where a new datum is
classified on the basis of learning data only few of which are labeled and many
remaining data are unlabeled[1]. There have been presented graph-oriented semi-
supervised learning methods where labels are propagated from labeled data to
unlabeled ones on the basis of regularization on graphs[2,3]. In these methods,
however, classification is tested only for learning data and any generalization
scheme of the classification rule to a new datum has not been presented. Fur-
thermore, the methods are tested with examples where classes are well separated
such as numeral images. If the classes are complicatedly entangled, erroneous
propagation occurs and their classification performance deteriorates.

Additionally, in the test of these methods, labeled data are selected randomly
in each class. This selection scheme is, however, not possible in practice because
collected data have not been partitioned into each class before their classification.
Therefore we can only select data to be labeled randomly from entire learning
data, hence it is possible that some classes are given no labeled datum. Thus
there remain some practical questions on the previous semi-supervised learning
methods[2,3].

In this paper, we present a spectral mapping method for semi-supervised
pattern classification where a generalization scheme of a classification rule on
learning data to a new datum is incorporated. The same generalization scheme
is also devised for the regularized regression methods, and we show that our
spectral mapping method outperforms the regularization methods for complexly
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entangled data such as face images. Additionally, we present a modification
scheme of similarity matrices on the basis of label information and a simple
selection rule of data to be labeled on the basis of clustering of learning data.

2 Spectral Mapping for Dimensionality Reduction of
Data

Similarity data are represented with an undirected graph. In this section, we
briefly introduce three representative graph spectral methods for mapping sim-
ilarity data into a low dimensional space.

Let there be m data whose similarity sij(= sji) is given by sij = e−α‖fi−fj‖2

where fi is the feature vector of the i-th datum. Let S = [sij ] and D =
diag(d1, ..., dm); di =

∑m
j=1 sij . Let the coordinate of data on the first dimension

of a mapped space be x = [x1, ..., xm]T .

2.1 Basic Mapping Without Normalization

A method where x is obtained by

min
x

m∑
i=1

m∑
j=1

sij(xi − xj)2

subj.to
m∑

i=1

x2
i = 1

(1)

is the most basic spectral mapping scheme popularly used in the multivariate
analysis. Equation (1) is rewritten in the vector form as

min
x

xT (D − S)x

subj.to xTx = 1
(2)

The solution of this optimization problem is given by

min
x

max
λ

xT (D − S)x+ λ(xTx− 1) (3)

and is the eigenvector of the unnormalized Laplacian D − S with the minimal
eigenvalue. Note that this principal eigenvector is x = [1, ..., 1]T/

√
m for regu-

lar graphs, which gives no information on data structure, hence it is generally
discarded. Nevertheless we use it here, hence mapped dimension in this paper is
larger by one than that in the conventional multivariate analysis.

This solution x is the coordinate of the first dimension. When we map data
into an n-dimensional space, we compute n eigenvectors of D−S with n smallest
eigenvalues, then the i-th datum is mapped to the point [xi1, ..., xin]T where we
denote the k-th eigenvector by xk = [x1k, ..., xmk

]T .
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2.2 Mapping with Symmetric Normalization

If we modify eq.(1) to

min
x

m∑
i=1

m∑
j=1

sij(
xi√
di

− xj√
dj

)2

subj.to
m∑

i=1

x2
i = 1

(4)

then eq.(2) is modified to

min
x

xT (I −D−1/2SD−1/2)x

subj.to xTx = 1
(5)

of which solution is the eigenvector of D−1/2SD−1/2 with the maximal eigen-
value. The matrix I − D−1/2SD−1/2 = D−1/2(D − S)D−1/2 is the normal-
ized Laplacian and this mapping has been used in pre-processing for spectral
clustering[4].

2.3 Mapping with Asymmetric Normalization

If eq.(1) is modified to

min
x

m∑
i=1

m∑
j=1

sij(xi − xj)2

subj.to
m∑

i=1

dix
2
i = 1

(6)

then eq.(2) is modified to

min
x

xT (D − S)x

subj.to xTDx = 1
(7)

of which solution is the principal eigenvector of D−1S which is the transition
matrix of a random walk on the graph. This mapping is called the Laplacian
eigenmap[5] and has been used for graph drawing[6].

3 Semi-supervised Classification with Spectral Mapping

All of these mappings are nonlinear and their enhancement property of data
proximity relationship is superior than linear mappings such as the principal
component analysis. Hence, mapping of data into a low dimensional space with
these mappings is expected to raise classification rates from that in the origi-
nal feature space. In addition, low dimensionality speeds up the computation
of distances between data. These mappings give, however, coordinates of only
learning data, hence cannot be generalized to a new datum in contrast to lin-
ear mappings. Re-computation for whole data appended with the new datum
is time-consuming. We, therefore, generalize the mapping computed from the
learning data to a new datum in a similar way to the approach[7].
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3.1 Generalization of Mapping to New Datum

Let us be given m learning data. We firstly compute their coordinates in a low
dimensional space. If we map them into n-dimensional space, we compute and
save n eigenvectors x1, ..., xn and n eigenvalues λ1, ..., λn.

We then compute the coordinate of a new datum as follows. Let the feature
vector of the new datum be f . For instance, we consider the basic mapping in
section 2.1 where the coordinates of learning data are the eigenvectors of D−S.
Hence the coordinate of the k-th dimension xk = [x1k, ..., xmk

]T satisfies (D −
S)xk = λkxk which can be written elementwisely as (di−λk)xik−

∑m
j=1 sijxjk =

0 from which we get

xik =
1

di − λk

m∑
j=1

sijxjk (8)

which is the k-th coordinate of the i-th datum whose feature vector is fi, hence
the k-th coordinate of the new datum whose feature vector is f becomes

xk(f) =
1

d(f)− λk

m∑
j=1

sj(f)xjk (9)

where sj(f) = e−α‖f−fj‖2
, d(f) =

∑m
j=1 sj(f). In eq.(9), we use λk and xjk

computed for the learning data. By computing eq.(9) for every dimension, we
get the coordinate of the new datum x(f) = [x1(f), ..., xn(f)]T . Generalization
for the mapping in section 2.2 and that in section 2.3 is similar. Since sj(f)
is the Gaussian kernel, eq.(9) is a form of kernel regression, hence we call this
mapping a spectral kernel regression.

3.2 Classification

We classify a new datum by the simple nearest neighbor rule. We compute
the coordinate of the new datum with the above spectral kernel regression and
classify it to a class to which the nearest labeled learning datum belongs. This
method needs the computation of the distance between the new datum and only
the labeled learning data in the mapped space whose dimension is lower than
the original feature space.

4 Regularized Regression

The above spectral mapping is the method proposed in this paper. In this section,
we briefly review the regularized regression methods previously presented for
semi-supervised learning[2,3]. In the above spectral mapping, x is the coordinate
of data in mapped spaces, while in the regularized regression, this is used as the
membership of data in each class, i.e. xik is the membership of the i-th datum
in the k-th class and the datum i is classified to the class k∗ = arg maxk{xik}.

Since the membership of labeled data is known, xik is given for those data.
Hence the normalization condition for xk = [x1k, ..., xmk]T in the above spectral
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mapping methods becomes unnecessary and the Lagrange multiplier λ becomes
constant. Thus eq.(3), for instance, reduces to

min
xk

xT
k (D − S)xk + λxT

k xk (10)

which is rewritten elementwisely as

min
xk

∑
i/∈T

∑
j /∈T

sij(xik − xjk)2 +
∑
i/∈T

∑
j∈T

sij(xik − tjk)2 + λ
∑
i/∈T

x2
ik (11)

where T is the set of labeled data whose membership tjk is tjk∗ = 1 if the datum
j belongs to the class k∗ and the remaining tjk = 0(k �= k∗).

In contrast to the spectral mapping methods, computation of xik is needed
for only data i /∈ T in this regularized regression. Let xk be divided as xk =
[xT

ku, x
T
kt]

T where xT
ku is the portion of xk for i /∈ T and xT

kt is that for i ∈ T ,
then xkt is given as xkt = tk with the membership tk of the labeled data and
the remaining xku is obtained from eq.(11) as

xku = (Duu − Suu + λIuu)−1Suttk (12)

where Duu and Suu are diagonal submatrix of D and S for i /∈ T , Sut is the
nondiagonal submatrix in S, and Iuu is the diagonal identity submatrix for i /∈ T .

Similar to the spectral mappings, this regularized regression gives member-
ships for only learning data. Its generalization to a new datum is also similar to
that in the spectral mapping as follows. By partially differentiating eq.(11) with
xik and setting it to zero, we get

xik =
1

di + λ
(
∑
j /∈T

sijxjk +
∑
j∈T

sijtjk) (13)

Note that we can solve this equation for xik ∈ xku with, for instance, an iterative
method as was done in [3], of which converged solution coincides with eq.(12).
The converged xik of eq.(13) is the k-th coordinate of the i-th datum whose
feature vector is fi, hence the k-th coordinate of the new datum whose feature
vector is f becomes

xk(f) =
1

dj(f) + λ
[
∑
j /∈T

sj(f)xjk +
∑
j∈T

sj(f)tjk] (14)

where sj(f) = e−α‖f−fj‖2
, d(f) =

∑m
j=1 sj(f). In eq.(14), we use xjk computed

for the learning data by eq.(12), i.e. the converged values of iterations for eq.(13).
This regularized regression is the unnormalized one corresponding the spec-

tral mapping in section 2.1. Regularized regressions corresponding to the nor-
malized mapping in section 2.2 and that in section 2.3 are similarly derived and
their derivation is omitted here.

Zhu et al.[2] presented an unnormalized regularized regression method for
semi-supervised learning with experiments of classification only of learning data.
Zhou et al.[3] proposed a symmetrically normalized regularized regression
method without fixation of the memberships of labeled data and tested their
classification also only for learning data. Asymmetrically normalized regulariza-
tion is novel in this paper.
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Fig. 1. Face images used in experiments
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Fig. 2. Classification rates of unnormalized spectral mapping

5 Experiments

We have experimented the above three spectral mapping methods and three
regularized regression methods corresponding to them. We used the dataset of
“UMIST Face Database” of 20 persons face images of size 112 × 92, some of
which are shown in Fig.1. This dataset consists of face images photographed
from various viewpoints, hence data distributions of each person are complexly
entangled mutually. A subset of 290 images in 575 data were used in learning and
the remaining 285 images were used in test. Labeled data were selected randomly
from 290 learning data. Feature vectors are the array of pixel grayscales and we
set α = 10−6 in the similarity sij = e−α‖fi−fj‖2

.

5.1 Spectral Mapping Methods

The classification rate of the unnormalized mapping method in section 2.1 is
illustrated in Fig.2 where broken lines denote the nearest neighbor classification
with the Euclidean distance and the solid lines denote the rates with the cosine
measure where attached (20,60,100) are the numbers of labeled data. Next the
classification rates of the symmetrically normalized mapping in section 2.2 are
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Fig. 3. Classification rates of normalized spectral mapping

shown in Fig.3(a) and those of the asymmetrically normalized mapping in section
2.3 are plotted in Fig.3(b).

The cosine measure outperforms the Euclidean distance in all of these exper-
iments. Note that the cosine is the same in the symmetric normalization (solid
lines in Fig.3(a)) and in the asymmetric case (solid lines in Fig.3(b)). Hence we
adopt the normalized mapping with cosine measure in the subsequent experi-
ments with the mapped dimension set to 8 around which the classification rates
take their maximum.

5.2 Regularized Regression

The classification rates of three regularized regression methods are illustrated
in Fig.4 where the dotted line denotes unnormalized regression, the broken line
denotes symmetrically normalized regression and the solid lines represents asym-
metrically normalized one. The regularization parameter λ was set to 0.01.
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6 Modification of Similarity Matrix in Spectral Mapping
Method

As is shown above, the spectral mapping method outperforms the regularized
regression. The classification rates of the spectral mapping method can be fur-
thermore raised by modifying the similarity matrix S = [sij ]. In the methods in
section 2, no information on labels was utilized for mapping itself. We enhance
the similarity relationship between data by modifying it as follows. For labeled
data, if their class coincides then sij = 1, else i.e. if their classes are different
then sij = 0, and for the remaining unlabeled data, no modification is done,
i.e. sij = e−α‖fi−fj‖2

for them. The effect of this modification is shown in Fig.5
where the broken line denotes the classification rate with the original similarity
matrix and the solid line is that after the modification. The improvement of
classification by this modification is attributed to the rearrangement of data in
the mapped space where data with the same class are mutually attracted while
data in different classes become more distant, hence the separation of classes is
increased. Note that this modification exerts no effect for the regularized regres-
sion because the memberships of labeled data are fixed there.

7 Selection of Data to Be Labeled

In the above experiments, the labeled data are selected randomly. If we can
select them appropriately, then the classification rate is expected to increase.
Active learning strategies for such data selection are generally complicated. We
propose here a simple selection scheme based on the k-means clustering which
is consistent with the nearest neighbor rule by exploiting the spectral mapping.
We use the spherical k-means clustering[8] which is consistent with the cosine
measure. We firstly map entire learning data into a low dimensional space with
the spectral mapping by using the original similarity matrix. We next cluster
data in the mapped space with the spherical k-means algorithm. We select every
prototype of clusters as data to be labeled. The similarity matrix is then modified
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Fig. 6. Effects of labeling data selection with clustering

on the basis of those labeled data and the mapping is re-calculated with this
modified similarity matrix. Since prototypes obtained by the spherical k-means
depend on initial values, we run it several, e.g. ten, times and adopt the best
prototypes with the minimal quantization error of the clustering.

The effect of this selection scheme of labeled data is illustrated in Fig.6 where
the broken line shows the case with randomly selected labeled data (i.e. the solid
line in Fig.5) and the solid line denotes the case with labeled data selected with
clustering.

8 Overall Comparison of Classification Rates

The comparison of classification rates is summarized in Fig.7 where the solid
line is the rate of the modified spectral mapping method with labeled data
selected by clustering (i.e. the solid line in Fig.6), the broken line denotes the
unnormalized regularized regression, and the dotted broken line is the rate of
the direct nearest neighbor classification in the original feature space. We also
experimented the dimensionality reduction by the principal component analysis
(i.e. semi-supervised eigenface method), but its classification rate is lower than
any of the lines in Fig.7. Thus linear mapping is useless for complexly structured
data such as face images. In every experiment, the labeled data are selected with
the scheme in section 7 (hence the broken line in Fig.7 differs from the dotted
line in Fig.4).

In Fig.7, the classification rate of the regularized regression method is not so
high and almost equal to the simple nearest neighbor classifier. This is due to
the data used here in which images of different persons are complexly mixed in
the raw feature space, and hence labels are erroneously propagated to different
persons in the regularized regression. Dimensionality reduction with the spectral
mapping is revealed to be effective for such complicated data. This effectiveness
is attributed to the mapping into a low dimensional space where the separation
of classes is enhanced than the original feature space. This is confirmed with the
observation of Fig.3(a) and Fig.3(b) where the classification rates decrease as
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Fig. 7. Overall comparison of classification rates

the mapped dimension increases and eventually approach those in the original
feature space. This is also the reason for the poor performance of the regularized
regression since it propagates labels on the basis of similarity between data in
the original feature space.

9 Conclusion

We have presented a dimensionality reduction method with a spectral mapping
for semi-supervised face recognition and have shown its higher classification rates
than the regularized regression methods previously proposed for semi-supervised
learning. Experiments of other pattern recognition and more elaborated improve-
ment of the spectral mapping method are now being examined.
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Abstract. This paper presents a two-step approach to determining whether a 
transliterated personal name from different Chinese texts stands for the same 
referent. A heuristic strategy based on biographical information and “colleague” 
names is firstly used to form an initial set of coreference chains, and then, a 
clustering algorithm based Vector Space Model (VSM) is applied to merge 
chains under the control of a full name consistent constraint. Experimental re-
sults show that this approach achieves a good performance. 

1   Introduction 

Coreference Resolution is the process of determining whether two expressions in 
natural language refer to the same entity in the world [3]. It is an important subtask in 
NLP and a key component of application systems such as IE (Information Extraction), 
IR (Information Retrieval), multi-document summarization, etc. In the past decade, 
coreference resolution caused increasing concern and great advances have been made. 
However, such research focused mainly on coreference resolution within a single text, 
especially those coreferences of distinct expressions (noun and pronoun), under the 
assumption that the same name always stands for the same individual in the same text.  

When an identical name occurs in different texts, however, cases might be differ-
ent. The same name could refer to different individuals. An internet search for 
transliterated name (Johnson or Johansson) by Chinese search engine 
TianWang shows 50938 results and this name refers to 4 different individuals in the 
first 10. With rapid development of Internet, an identical name instances referring to 
different referents will be more and more common.  

Multi-document coreference resolution is very important in that it helps people get 
more information about an entity from multiple text sources. It is a central tool for 
information fusion and automatic summarization for multiple documents. 

Early in MUC-6 and TIPSER phase III, multi-document coreference resolution was 
proposed as a potential subtask, but it was not included in final evaluation task be-
cause of being considered to be too difficult and too ambitious [1]. 

This paper presents a two-step approach to multi-document transliterated personal 
name disambiguation in Chinese. Firstly, a heuristic rule based on biographical  
                                                           
1 Supported by National Natural Science Foundation of China (No.60473138, 60173005) 
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information and “colleague” names is used to form an initial set of coreference 
chains. In general, most chains could contain just one element after this processing. 
Then, a clustering algorithm based on VSM is employed to cluster these chains. A full 
name consistent constraint remains activated during the process. This paper also dis-
cusses feature selection and its weight computing method. 

2   Related Work  

Little research on multi-document coreference resolution has been documented as 
compared with coreference resolution in a single text. Almost no work on Chinese 
multi-document coreference resolution has been published although some typical 
methods have been developed in English. One of the earliest researches was done by 
Bagga and Baldwin [1]. They presented a VSM based approach to multi-document 
coreference resolution. They first form coreference chains within single text and gen-
erate a summary for each chain. These summaries then are represented as feature 
vectors of word bag and are clustered by using the standard VSM. They get a F-
measure of 84.6% by testing on 173 New York Times articles. Fleischman and Hovy 
adopted another approach using both Maximum Entropy model and agglomerative 
clustering technique [4].  

Dozier and Zielund [5] presented a cross-document coreference resolution algo-
rithm based on biographical records created through automatic and manual modes in 
advance. This algorithm is then used to automatically acquire more information about 
specific people in legal field from multiple text sources. This resolution algorithm 
firstly applies IE technique to extract information about each individual whose name 
is the same as that in biographical records. And then it employs Bayesian network to 
resolve coreference by computing the probability that a given biographical record 
matches the same personal name in extracted templates. When the document gives the 
full personal name and highly stereotypical syntax, the precision and recall are 98% 
and 95% respectively. Mann and Yarowsky[6] combined IE technique with agglom-
erative clustering algorithm to carry out the task. IE is used to extract biographical 
information from texts, such as date of birth, occupation, affiliation and so on. Such 
information is closely related to a single individual and thus can help to resolve per-
sonal name ambiguity with higher accuracy. However, IE itself is a hard task. Mann 
and Yarowsky get a precision of 88% and recall of 73% with MI (Mutual Informa-
tion) weight method by testing on real articles. They also get an accuracy of 82.9% 
testing on pseudonames with MI weight and only proper nouns as features. 

Statistics methods are main ways for multi-document coreference resolution at pre-
sent. Gooi and Allen [7] compared and evaluated three different techniques based on 
statistics method: Incremental Vector Space, KL-Divergence and agglomerative Vec-
tor Space. The evaluation results show that agglomerative vector space clustering 
algorithm outperforms the incremental vector space disambiguation model and the 
vector approaches are better than KL divergence. 
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3   Approach 

VSM is thought as an easily implemented model, for it only needs to extract terms 
(words) as features without involving deep analysis of sentences or discourse in NLP. 
However, this method is inherently limited. In our approach, we combine it with a 
heuristic strategy. 

3.1   Heuristic Strategy on Biographical Words and Personal Names 

Some crucial words or phrases play decisive role in determining whether a personal 
name refers to a specific individual. For example, those words expressing occupation, 
affiliation and title etc. For this reason, IE technique can improve the precision of 
multi-document coreference resolution -- extracted information is from such impor-
tant words [5][6]. However, as mentioned above, IE technique is still difficult to 
implement effectively because exact information must be extracted in order to fill 
slots in a template.  

Generally speaking, the words around an interesting personal name are very impor-
tant although they do not always express exactly biographical information of the per-
son. Especially, they can easily be extracted from texts. Sentences given in Fig.1 are 
such examples. The two nouns (phrases) immediately preceding name  are 
obviously clue words. The biographical words will be paid special attention to in our 
approach. By biographical word we mean the two nouns (phrases) immediately 
preceding an interesting personal name and a noun following it. 

Fig. 1. Examples of  two words (phrases) immediately proceeding the personal name  

In addition, other personal names in a text are also important. Generally, it is easy 
to confirm the object to which a personal name refers if his (her) colleague names are 
mentioned at the same times. We found that when three or more personal names occur 
in two different texts together, the same name in both texts usually refers to the same 
individual.  

In this approach, we extract biographical words of an interesting personal name 
from all texts to form the set Bio_set, and personal names except the interesting name 
to form the set Per_set. For each text, they are presented as Boolean vectors depend-
ing on whether they occur in the text, i.e., 

 
 

 
 
 
 
 
 
 
 

(1)  
American   famous           hurdler                  Allen Johnson 

(2) /ns        /n     /vn    /h     /nr 
South Africa   crowd     saw off      AIDS       little   fighter    Johnson 

(3)    /nr  /p  /a  /v 
engineer    Johnson    was    cruelly killed 

(4)  
Corp.    vice   president  Kevin Johnson 
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BV_per-x(d): a Per_set Boolean vector of text d in which x is the interesting per-
sonal name. 

BV_bio-x(d):  a Bio_set Boolean vector similar to BV_per-x(d). 
We use the following heuristic strategy to confirm personal name coreference: 

Rule-1: 

 ( _ - ( )  _ - ( )) 1 ,

  ( _ - ( )  _ - ( )  _ - ( )  _ - ( )) 2

              

if BV per x A BV per x B v

or BV per x A BV per x B BV bio x A BV bio x B v

then personal name x in text A and B refers to the same referent

• >
• + • >  

(1) 

Where the “•” stand for operation of inner product. Both v1 and v2 are thresholds. 

3.2   VSM Based Clustering Technique 

Heuristic strategy can be used to confirm personal name coreference, but not to ne-
gate potential coreference even if the inner product is below a pre-defined threshold. 
In this case, we employ a VSM based agglomerative clustering algorithm to finally 
determine whether an interesting personal name appearing in different texts refers to 
the same referent. Cosine formula is used to compute similarity value between two 
vectors. The clustering algorithm always selects the text-pair with the highest similar-
ity value above a pre-defined threshold and merges them into “a new single text” by 
simply adding the corresponding vectors together. This means that m*(m-1)/2 com-
parisons are always needed for m texts. This process repeats until no such text-pair is 
left. After each step, the number of texts will decrease by one. 

3.2.1   Feature Selection 
A text is represented as a feature vector with real-value weight. A term, selected as a 
feature, is either a named entity or one word with tag as follows: 

(1) {n, nr, nt, ns, nx, nz} for nouns, where, n stands for common noun, nr for per-
son name, nt for organization name, ns for place name, nx for non-Chinese 
character string and nz for other proper nouns [8] 

(2) j for Abbreviations (acronym). 
(3) vn for verbal noun. 

Selected terms have more than two bytes (or one Chinese character) in length. For a 
named entity, composed of more than one word, the whole and its components all are 
selected as features. For example, the whole    of organization name [

/ns  /n]nt (Washington University), its components  and  will all be 
selected as features. 

3.2.2   Term Weight 
The term frequency is thought as very important in IR. In our approach, we replace 
term frequency by weighted term frequency, as follows: 

, ,( ) ( ) *i j i jg f r e q t f r e q t β=  (2) 

Where,  
freq(t i,j ) is term frequency of ti in text j and gfreq(t i,j ) is its weighted frequency. 
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Different kinds of terms in a text themselves have different effects on a personal 
name disambiguation. In order to deal with them differently, we introduce a weighted 
factor β. It is simply set as follows: 

2 .3,       

1 .9,       { , , }

1.3,       

1 .0,       { , }

i

i

i

i

tag of term t nt

tag o f term t nz nx j

tag o f term t ns

tag of term t n vn

β

=
∈

=
=
∈

   

   

   

   

 (3) 

Our approach employs the weight strategy used in IR to calculate weight wj (ti) of 
term ti in text j and the formula is as follow: 

,( ) (1 lo g ( ( ) ) ) lo g ( )
( )j i i j

i

N
w t g f r e q t

d f t
= +  (4) 

Where, N is the number of documents, and df (ti) is the document frequency of term 
ti, i.e. the number of documents in which ti occurs. 

3.2.3  Feature Filter 
Not each feature is significant. Some even can cause noise. These trivial terms should 
be eliminated from feature set. 

We firstly filter out some terms by using frequency, as follows: 

Rule-2: A term ti is eliminated from feature set if  

,  1
( ) ( 2)

100

N

i jj

N
gfreq t

=
≤ +  (5) 

Furthermore, we use variance to measure how well a term is suited to distinguish 
entities. The variance V(ti) of term ti is defined as: 

2
1 11 1

1
( ) ( ( ) ( )) ,   where,  ( ) ( )

N N

i j i i i j ij j
V t w t t t w t

N
μ μ

= =
= − =  (6) 

The higher variance of a term is, the better it separates entities. Thus, terms with 
high variance should remain. Rule-3 is given to filter out those terms with the lowest 
variances: 

Rule-3: 2/3 terms with the highest variance is extracted as features after Rule-2 is 
applied. If the number is still more than 600, only 600 terms with the highest variance 
remain while the others are filtered out. 

Filtering out trivial terms will be helpful to improve effectiveness and efficiency of 
a VSM based algorithm. 

3.3   Full Name Consistent Constraint 

A full personal name (e.g.  - Michael Johnson) is composed of firstname  
(  - Michael) and surname (  - Johnson). Both firstname and surname are 
called part-name here. Although a part-name can be more frequently used in both 
spoken language and a written text, the full name is usually mentioned in the same 
context. A full personal name contains more information and thus it is more easily 
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disambiguated. For example, we can easily determine that the entity to which 
 refers is different from that   refers to by simply matching the two 

name strings; however, it is impossible for only using surname . In order to 
make use of such information, an interesting part-name PN in text X will be mapped 
into its full name FullN if possible. The mapping is denoted as: 

;           
( , )

0;           otherwise

FullN if the full name FullN occurs in X
FN PN X =  (7) 

A constraint rule based on full name is given as follows: 

Rule-4: if ( FN(PN, X) ≠0 ∧ FN(PN, Y) ≠0 ∧ FN(PN, X) ≠ FN(PN, Y) ), then, name 
PN in text X does not refer to an individual for which name PN in Y stands. 

If the condition of Rule-4 is true to a person name PN in text-pair (X, Y), it will not 
be necessary to apply Heuristic strategy or cluster algorithm to this pair. 

4   Implementation and Evaluation 

4.1   Outline of Algorithm 

The outline of our approach is informally described as follows: 

Input: Set-of-document D = {d1, d2, …, dn}, where each document is segmented 
into Chinese words and tagged with PKU tag set[8]. 

Steps: 
Step1. Extract words from each text d to form Boolean vectors BV_per-x(d) and 

BV_bio-x(d) respectively; and, at the same time, to build feature vector with real-
value weight. 

Step2. Filter out some features by using Rule-2 and Rule-3 in section 3.2.3. 
Step3. Confirm the interesting personal name coreference by using heuristic strat-

egy in section 3.1. 
Step4. Use an agglomerative clustering algorithm to resolve multi-document per-

sonal name coreference. 
Output: a set of coreference chains. 

As mentioned above, the full name consistent constraint (Rule-4) is used before 
both step3 and step4, and only if its condition is unsatisfied, the two steps will be 
executed. 

4.2   Test Data 

In order to test our approach, we downloaded 278 Chinese web pages containing the 
personal name at random. These pages are transformed into plain text format, 
and then are segmented from character string into word sequence and tagged with our 
integrated tool, in which proper nouns like personal names, place names, organization 
names and so on, are automatically identified. 

In these 278 texts, personal name refers to 19 different referents. Table 1 
gives the simple descriptions of all referents and the number of texts related to each 
referent. 
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Table 1.  19 different referents and the  number of texts related to each referent 

No. Referent Number 
1  (Allen Johnson) :  hurdler 23 texts  
2  (Ben Johnson) :  100m sprinter 22 texts 
3  (DerMarr Johnson) :  NBA player 23 texts 
4  (Phillip Johnson) :  Dean of American Architects 15 texts 
5  (Glen Johnson) :   England Footballer 21 texts 
6  (Lyndon Johnson) :   former  U.S. president 22 texts 
7  (Earvin Johnson) :    NBA "Magic" 22 text 
8  /  (Kirk Johnson) :   Canadian Boxer 24 text 

9  (Spencer Johnson) :  Thinker and author 12 text 

10  (Scarlett Johansson) :   Actress 18 texts 

11  (Michael Johnson) :   200m and 400m sprinter 26 texts 

12  (Paul Johnson) : American hostage beheaded in Saudi  22 texts 

13  (Nkosi Johnson) :   South Africa's child with HIV+ 8 texts 

14  (Dwayne Douglas Johnson) :  Actor 4 texts  

15  (Carl Johnson) :  dramatis personae in "Grand Theft Auto: 
San Andreas" 

2 texts 

16  (Samuel Johnson) : lexicographer & litterateur 5 texts 

17  (Kevin Johnson) :    vice president of Micorsoft Corp. 7 texts 

18 (Johnson):  a major of army  1 text 

19  (Melissa Johnson) :  Streaker(London student) 1 text 

4.3   Scoring Strategy 

Bagga and Baldwin discussed two evaluation methods for coreference resolution: 
MUC and B-CUBED [1][2]. The latter will be used in our evaluation. It is described 
as follows: 

Assume that a system partitions a set of n testing documents D into k subsets 
(chains), and the referent of the interesting personal name in text d is denoted by ref-
erentd . For each document d (∈ a subset A), its precision and recall are: 

 

        

   
d

d

number of documents containing the referent in Subset A
precision

size of Subset A
=  (8) 

 

        

        D
d

d
d

number of documents containing the referent in Subset A
recall

total of documents containing the referent in Set
=  (9) 

Overall precision and recall value are determined by averaging each document val-
ues, i.e. 

  

1
d

d D

P precision
n ∈

=      and 
  

1
d

d D

R recall
n ∈

=  (10) 
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We also use F measure to evaluate the result, i.e. 

2 P R
F

P R

× ×=
+

 (11) 

4.4   Evaluation 

We independently test heuristic strategy and the agglomerative clustering algorithm 
on  corpus not using full name consistent constraint (Rule-4).  

Threshold v1 and v2 in formula (1) are set to 2 and 3 respectively. The result by 
only using heuristic strategy is F measure of 41.12%, recall of 100% and precision of 
25.87%. 

Fig.2 shows how recall and precision trade off against each other as the similarity 
threshold (horizontal axis) varies by only using the agglomerative clustering algo-
rithm. In this figure, F-measure reaches the peak value 75.171% at threshold=0.25. Its 
corresponding precision and recall are 72.374% and 78.193% respectively. 
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Fig. 2. The results of multi-document personal name coreference on corpus by only 
using agglomerative clustering algorithm 

From Fig.2, we can see that F measure remains very low values (below 60%) in 
large regions. Thus, it will be difficult to select a fit threshold where the F measure 
reaches a high point.  

If both heuristic strategy and agglomerative clustering algorithm are used under 
that the Rule-4 is unused, the performance is obviously improved at most thresholds, 
although the peak value is almost the same (75.94% vs 75.171%). Especially, the F 
measure by using “Cluster+Heuristic” falls more gently than that using “only Cluster” 
as the threshold increases from 0.25 to 0.95. A comparison of F-measures at different 
thresholds is given in Fig.3.  

Fig.3 also indicates that both F measures fall rapidly as the threshold decreases 
from 0.25 to 0.05. However, if the full name consistent constraint (Rule-4) is acti-
vated as described in section 4.1, the performance is encouraging. Fig.4 shows the F 
measure, precision and recall at different thresholds in this case. Obviously, the F 
measure almost keeps increasing as threshold decreases and the highest F measure is 
86.35% at the minimum threshold point in this figure. 
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Fig. 3. A result comparison of F measures using only cluster and using cluster+Heuristic 
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Fig. 4. The results by using Heuristic+Cluster+Full consistent 

Fig.4 also shows the highest recall is 91.835% (at threshold=0.05), which is much 
lower than the value 100% in theory. The reason is that there are two transliterated 
names  and  in our test corpus for original name “Kirk 
Johnson”. When the full name consistent constraint is activated, the name ( ) 
with different full name(such as  and ) will be determined 
as referring to the different individuals. In fact, the two different full names stand for 
the same referent and are in the same coreference-chain in our manual reference an-
swer. The evaluation by comparing automatic results with manual ones is thus below 
100%. If they are denoted in different chains in manual answer, the test shows the 
highest recall reaches 100% and the corresponding F measure is about 89.0%. 

5   Conclusion  

This paper presented a two-step approach to multi-document transliterated personal 
name coreference resolution in Chinese. The approach achieves a good testing per-
formance. 
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Clustering technique is a mainly used solution to this problem. However, our test 
shows that the technique is limited. We introduced a heuristic strategy based Boolean 
vectors into our approach as a pre-processing step. Both independent test and combi-
national test with clustering algorithm show that heuristic strategy is useful. It only 
needs an inner-production operation between two vectors and thus is faster than co-
sine operation used in clustering method. Fig. 3 shows the performance is obviously 
better using the strategy in clustering algorithm than that not using it at almost all 
thresholds. Furthermore, we presented a full name consistent constraint to avoid er-
rors caused by both heuristic strategy and clustering algorithm. It is very important for 
a transliterated part-name across documents coreference resolution. The test shows 
that performance is surprisingly improved after this rule is used. 
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Abstract. Text classification can greatly improve the performance of information 
retrieval and information filtering, but high dimensionality of documents baffles 
the applications of most classification approaches. This paper proposed a 
Difference-Similitude Matrix (DSM) based method to solve the problem. The 
method represents a pre-classified collection as an item-document matrix, in 
which documents in same categories are described with similarities while 
documents in different categories with differences. Using the DSM reduction 
algorithm, simpler and more efficient than rough set reduction, we reduced the 
dimensionality of document space and generated rules for text classification.  

1   Introduction 

Discovering knowledge from text is an essential and urgent task, because a great deal of 
visual information of real world is recorded in text documents and the amount of text 
information continually increases sharply with the growth of internet. How to get 
expected knowledge quickly and correctly from text becomes a more and more serious 
problem. Automatic text classification can help to speed up information retrieval and to 
dig out latent knowledge. Text documents are usually represented in terms of weighted 
words and described as a Vector Space Model (VSM) [1]. Dimensions of document 
spaces are always too high to deal with directly for many classification algorithms, such 
as Neural Network classification [2] and K-Nearest Neighbor classification [3] etc. 
Moreover, many collections of documents only contain a very small vocabulary of 
words that are really useful for classification. Dimensionality reduction techniques are 
a successful avenue for solving the problem. 

Dimensionality reduction techniques can be divided into two kinds: attribute 
reduction and sample reduction [4]. As for text classification, that means selecting a 
small number of keywords to present document content and to describe classification 
rules, and the rules should be as few as possible. We take keywords as attributes to 
denote words or phrases that are important for classification. A lot of researches have 
demonstrated that rough set based methods are good for dimensionality reduction to a 
great extent [5,6]. As a practical approximating approach, rough sets have been used 
widely in data analysis, especially in soft computation and knowledge induction. The 
basic idea of rough set theory is to describe and induct the indiscernible objects using 
their upper and lower approximations [7]. In the discernibility matrix of rough sets, 
only differences between objects and indiscernibility relation are represented, while the 
similarities of them are ignored. In order to make full use of the knowledge that datasets 
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provide, and to decrease the computational complexity, a new theory named 
Difference-Similitude Matrix (DSM) was proposed [8], which is quite similar to but 
easier and more expressive than rough set based methods. Compared with RS methods 
that use discernibility matrix, DSM-based methods take both differences and 
similarities of objects into account, and can get good reducted attributes and rules 
without complex mathmatical operations, such as caculating for every instance the 
indiscernibility relation. Jiang etc. show their expeimental results in [9] that DSM 
methods can get a smaller set of more correct rules than discernibility matrix based 
methods, especially for large scale databases. In this paper, we apply a DSM-based 
approach [10] to reduce the dimensionality of item-by-document matrix which 
represents pre-specified collections of document, and generate rules for text 
classification.  

The background of DSM theory and text classification is introduced in section 2. 
Section 3 describes the DSM-based method for text classification, and gives a simple 
example to demonstrate the process of reduction and rule generation. The experimental 
results are discussed in section 4. Section 5 is our conclusion about this paper and the 
plan of future work. 

2   Background 

2.1   Basic Theory of DSM 

The main cause that makes DSM differentiated from rough sets is the inclusion of 
similarities among objects. To understand the usage of DSM in our classifier, we 
introduce the basic knowledge of DSM simply here first. The detailed description can 
be found in [8]. 

Suppose IS is an information system, and = fVDCUIS ,,,, , where U  denotes the 
system object set; C denotes the condition attribute set; D denotes the decision attribute 
set; ))(:( DCaVV a ∈=  denotes the attribute value set; VDCUf →× )(:  is the 
function that specifies the attribute values. As for the objects in information system, we 
can define a m m difference-similitude matrix DSM  to represent their attributes and 

values. The matrix has two types of elements, similarity item s
ijm  and difference d

ijm , 

which can be defined as Eq. (1), where m is the number of condition attributes and n is 

the number of instances in dataset. Here we modify the definition of s
ijm  a little for 

convenience of computation, that is, using s
iim  to denote the elements on the diagonal 

instead of zero as before, and we need not to change the related algorithm.  
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b
iC  (core basic condition attribute set) and op

iB  (best optimal condition attribute set), 

are essential to define similarity significance, )(DSigp , and difference significance, 
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)(DSigq ,  as well as to deduce fundamental lemmas for attribute reduction. Though 

we use these concepts during reduction, we would not describe them here due to the 
length limit of the paper. The principle that DSM-based reduction conforms is to get the 
following things without losing information of the original system after reduction: 

- Minimum number of remained attributes to describe rules; 
- Minimum number of classification rules.

The principle is quite compatible with the purpose of dimensionality reduction in 
text classification as we mentioned above. The DSM reduction algorithm is described 
in section 3. 

 2.2 Text Classification 

The purpose of text classification is to classify documents into different predefined 
categories. For this purpose, we usually extract keywords from those different 
categories at first, and count the word frequencies of these keywords in a document to 
be classified, and compare the results with those of pre-classified documents. Then we 
put the document into the closest category. 

A pre-classified collection and text documents in it can be described as follows: Let 
},,,,{ 1 mi cccC =  represent a set of predefined categories, },,,,{ 1 nj dddD =  

represent a collection of documents assigned into these categories, where m is the 
number of categories, n is the number of classified documents in collection. A 
document is usually described as pairs of keywords and their weights like: 

},,,,,,,{ 11 ><><><= ppkkj ftftftd                (2) 

where p is the number of different keywords in jd , kt is a keyword, kf  is the word 

frequency of kt . Then, the collection can be denoted with a matrix composed by 

keyword-document pairs. 
TFIDF [11] is a popular method to represent word frequency, but it doesn’t contain 

position information of words. The importance of words in various blocks of a 
document differs a lot, for example, keywords in the title and the body of a webpage are 
often more important than those in link text. In this paper we proposed a weighted 
TFIDF to represent word frequency: 
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where kin  is the number of kt  in block i of jd , q is the number of blocks in jd , iw  is 

the weight of block i which is user-defined according to specific applications, N is the 
number of documents in the collection that contain kt , kN  is the number of kt  in the 

collection, and M is the number of words that appear at least once in the collection. 
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Due to the large quantity of documents and the limited performance of classification 
algorithms, high dimensionality of keywords becomes an obstacle to text classification. 
Keyword selection is one of the most important steps for dimensionality reduction. 
After choosing words with word frequency high enough to represent documents, we 
also apply DSM method to reduce dimension. 

Rule-based methods [12,13] and distance-based methods [14,15] are the two most 
popular approaches for text classification. Rule-based methods use small subsets of 
keywords as condition attributes of decision rules, which means only part of the 
keywords need to be examined by rules and the speed of classifying new document is 
faster than distance-based methods. Therefore, we chose DSM method as our feature 
selection and rule generation method. The generated rules can be written as: 

( ) ( ) ( ) ijnnik Cdahahahr →=∧∧=∧= 2211:              (4) 

where ikr  is the kth rule to decide whether jd  belongs to ic , nh  is the word frequency 

of remained keyword nt  after DSM reduction and na  is the corresponding value. 

3   DSM Based Text Classification 

We presented a DSM-based text classifier in this paper. DSM method in our system 
plays two roles: dimensionality reduction and classification rule generation. 

3.1   Preprocessing 

Content of text documents is always unstructured data. Before text classification, we 
should preprocess them to satisfy the requirements of document representation. The 
usual tasks of preprocessing are: 

- removing html tags or tags in other formats 
- word segmentation, stemming and removing stop list 
- computing word frequency for each remained word, i.e. keyword, in different 

categories, and removing keywords with low word frequencies. We call the 
remained keywords as items in the rest of the paper. 

Then we can describe a pre-classified collection with a Text Information Matrix 
(TIM), instance j of which is document jd .  jd  in TIM can be represented in the 

following form: 

==
−−
CfffCFd nkj 1                 (5)

where n is the total number of different items of the collection, and the word 

frequencies of these items are nff ,,1 . 
−
C  denotes the category that jd  belongs to. 

Since the algorithm DSM method can only deal with nominal value, while item 
frequency is usually continuous, so we must discretize it before transforming TIM into 
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a difference-similitude matrix. The discretization method we select is equal-width 
approach. That is, divide value range of kf  into a number of intervals with equal 

width. By doing this, a large amount of possible item frequencies can be mapped into a 
small number of intervals so that the dimension of classification rules generated will be 
reduced correspondently. 

3.2   DSM Reduction and Rule Generation 

The collection has been transformed into an item-by-document matrix after the 
preprocessing mentioned above. Considering that documents in the same category 
share some frequent item sets, while documents of different categories share few [16], 
we applied DSM-based reduction algorithm to select the most representative items to 
reduce the dimensionality of attributes. During the procedure, we can achieve the 
related classification rules at the same time. 

The DSM reduction algorithm was proposed based on several lemmas which can be 
found in [17]. We adjusted the algorithm to satisfy the requirements of text 
classification as following: 

DSM_reduction: 
Input:  TIM (m×(n+1) dimensions, where m denotes the number of documents 

in a collection, n denotes the number of items) 
Output: reduced attribute (items) set - RA, 
    classification rule set - CR 
Steps: 
(1) Order the objects in TIM by class; 
(2) Construct Difference-Similitude matrix DSM ; let ON(k) denotes the 

array for category k ; let k=1, i=1, s=φ ; 

(3) for k=1~m: 
Record the start index, is(k), the end index, ie(k), of category k; 
For i= is(k)+1~ ie(k): 
a) if si ∈   

 then r(i)=r(i-1); i=i+1; 

b) Get b
ic  and )(

−

∈ Csig ca  (importance of each item); φ=a ; 

c) If ( ) φ≠∀∩ d
ij

b
i mc   

 then record the index of document j that satisfies φ≠∩ s
ij

b
i mc  in s;  

 else seek_ a
ic ; 

d) op
i

op
i

a
i

b
i BRARABcc ∪=→ ;  

e) ( ) ( ){ }irCRCRCvBir kki
op
ik ∪=→

−
;)(:  

(4) Remove redundant rules in CR. 

Function seek_ a
ic  is for computing the complementary attribute set (for details see 

[16]).  
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To explain the process, let’s illustrate by a simple example. In this example, the 
collection has seven documents, 71 ,, dd , and is divided into three categories, 

31 ,,
−−
CC . After preprocessing, the four items, a, b, c and d, are chosen to represent the 

collection. The content of item-by-document matrix is shown as a decision table as 
Table 1. 

Then discretize the values of attributes into three ranks using equal-width method. 
The number of intervals for each attribute is 3. Table 2 is the discretization result. 

The corresponding difference-similitude matrix is shown in Table 3. Elements 
printed in bold type are the similarities of items. 

Table 1. Item-by-document matrix 

Attr. 
Doc. 

a b c d 
−
C  

1d  0.084 0 0.033 0.027 1 
2d  0.131 0.013 0.033 0.005 1 

3d  0.022 0 0.027 0.013 2 

4d  0.110 0.027 0.012 0.018 2 

5d  0.196 0.019 0 0.045 3 

6d  0.115 0.033 0.064 0.033 3 

7d  0.233 0.056 0.051 0.036 3 

Table 2. Discretized item-by-document matrix 

Attr.
Doc. a b c d 

−
C 

1d  1 0 1 1 1 
2d  1 0 1 0 1 
3d  0 0 1 0 2 

4d  1 1 0 1 2 
5d  1 1 0 2 3 

6d  2 1 2 2 3 

7d  2 2 0 2 3 

Table 3. Difference-Similitude matrix 

abcd abc ad bc bcd abcd abcd 
 abcd a bcd bcd abcd abcd 
  abcd φ abcd abcd abcd 

   abcd d acd abd 
    abcd bd cd 
     abcd ad 
      abcd 
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First we can find the core attribute set b
ic and the complementary attribute set a

ic , if 

exists. In this example they are:  

{ } { } { }{ }
{ } { } { } { } { } { } { }{ }dddacacC

dac
a
i

b
i

,,,,,,

,,,,,,

φ
φφφφφ

=
=  

Thus according to op
i

op
i

a
i

b
i BRARABcc ∪=→ ; , the best optimal attribute set 

op
iB  is: 

{ } { } { } { } { } { } { } { }{ }ddddaacacBop
i ,,,,,,=  

then RA for representing the collection is {a, c, d}. The final generated rule set CR 
after redundancy removals are: 

1,1r : (a=1) AND (c=1)  
−

1C  ( 1d , 2d ) 

1,2r : (a=0)  
−

2C  ( 3d ) 

2,2r : (a=1) AND (c=2)  
−

2C  ( 4d ) 

1,3r : (d=2)  
−

3C  ( 5d , 6d , 7d ) 

jd s at the end of each rule are the documents that support the rule. 

When a new document comes to be classified, we count and discretize the item 

frequencies of attributes appearing in op
iB , then use the discretized results as condition 

attributes to try to match the above four rules. If any successes, then put the document 
into the category that rule describes. 

4   Experiment Evaluation 

We used three categories of Reuters-21578 Text Categorization Collection as our 
dataset to train and test the DSM-based classifier. Reuter-21578 is a collection of 
documents on Reuter newswire in 1987, the documents of which are classified and 
indexed manually. It can be freely downloaded from: http://kdd.ics.uci.edu/databases/ 
reuters21578/reuters21578.html. The three categories are listed below in Table 4.  

Table 4. Subcategories of Reuter-21578 

Dataset TotalNum. TrainNum. TestNum. 
acq 2427 614 125 

Money-fx 745 532 76 
Grain 601 473 54 
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To evaluate the performance of our method, we chose attribute reduced ratio, Ra, and 
sample reduced ratio, Rs, as evaluation criteria for reduction, and chose the most 
commonly used evaluation criteria, precision and recall, for classification: 

Ra = (original attributes – remained attributes) / original attributes. 
Rs = (original samples – rules generated) / original samples. 
Precision = documents classified correctly / all documents classified in a 

particular category. 
Recall = documents classified correctly / all documents that should be 

classified in a category. 

As for the example of section 3.3, values of evaluation criteria are: 
Ra=100*(4-3)/4%=25%, Rs=100*(7-4)/7%=42.8%. 

Using different number of top ranked items results in different values of evaluation 
criteria. Table 5 shows precision values and recall values of the three categories at the 
case of 100, 500, 1000 and 2000 items per category. 

Table 5. Precision value and recall value of different number of items 

100 500 1000 2000 Dataset 
Pre Rec Pre Rec Pre Rec Pre Rec 

acq 0.882 0.925 0.931 0.982 0.955 0.937 0.904 0.893 
Money-fx 0.745 0.973 0.671 0.981 0.689 0.964 0.703 0.976 

Grain 0.945 0.960 0.866 0.978 0.913 0.965 0.947 0.913 

We noted that increasing items can improve the classification quality, but after the 
quality is bettered to a certain degree, it will debase the quality instead. We can call the 
point that quality becomes worse with the increase of items as an upper limit. Generally 
if contents of documents in the same category consistent with each other or are 
unambiguous, the upper limit would be much higher.  

Category Grain includes all the documents containing word grain in Reuters-21578. 
We counted the attribute reduction Ra and sample reduction Rs for it, and gave  
the results in Figure 1. These results demonstrate  that  using  DSM-based  classifier can  

 

Fig. 1. Performance measure values of Grain 
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reduce the dimensionalities of samples and rules significantly, and the quality of 
classification is good. In addition, they also show that too large numbers of items do no 
good to attribute reduction and rule reduction. We think it might because of impurity 
added into the process by some words. 

5   Conclusions 

The experimental results have shown that DSM method can be used in text 
classification, and can get considerable good results. It reduces the dimensionalities 
both of samples and attributes of a collection of documents. However, we have only 
applied DSM-based classifier on the three categories of Reuter-21578 yet, and lots of 
further work should be done in the future. There is an incremental machine learning 
algorithm based on DSM method [17], which is able to classify new document, 
generate and update the rules of classifier dynamically. We will use it to improve the 
quality of our classifier. 
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Abstract. The increasing amount and complexity of data used in predictive 
toxicology calls for efficient and effective feature selection methods in data pre-
processing for data mining. In this paper, we propose a kNN model-based 
feature selection method (kNNMFS) aimed at overcoming the weaknesses of 
ReliefF method. It modifies the ReliefF method by: (1) using a kNN model as 
the starter selection aimed at choosing a set of more meaningful representatives 
to replace the original data for feature selection; (2) integration of the 
Heterogeneous Value Difference Metric to handle heterogeneous applications – 
those with both ordinal and nominal features; and (3) presenting a simple 
method of difference function calculation. The performance of kNNMFS was 
evaluated on a toxicity data set Phenols using a linear regression algorithm. 
Experimental results indicate that kNNMFS has a significant improvement in 
the classification accuracy for the trial data set. 

1   Introduction 

The success of applying machine learning methods to real-world problems depends 
on many factors. One such factor is the quality of available data. The more the 
collected data contain irrelevant or redundant information, or contain noisy and 
unreliable information, the more difficult for any machine learning algorithm to 
discover or obtain acceptable and practicable results. Feature subset selection is the 
process of identifying and removing as much of the irrelevant and redundant 
information as possible. Regardless of whether a learner attempts to select features 
itself, or ignores the issue, feature selection prior to learning has obvious merits [1]: 

1) Reduction of the size of the hypothesis space allows algorithms to operate faster 
and more effectively. 

2) A more compact, easily interpreted representation of the target concept can be 
obtained. 

3) Improvement of classification accuracy can be achieved in some cases. 

The aim of this study was to investigate an optimised approach for feature 
selection, termed kNNMFS (kNN Model-based Feature Selection). This augments the 
typical feature subset selection algorithm ReliefF [2]. The resulting algorithm was run 
on different data sets to assess the effect of a reduction of the training data. 
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2   kNN Model-Based Feature Selection 

A kNN model-based feature selection method, kNNMFS is proposed in this study. It 
takes the output of kNNModel [3] as seeds for further feature selection. Given a new 
instance, kNNMFS finds the nearest representative for each class and then directly 
uses the inductive information of each representative generated by kNNModel for 
feature weight calculation. This means the k in ReliefF is varied in our algorithm. Its 
value depends on the number of instances covered by each nearest representative used 
for feature weight calculation. The kNNMFS algorithm is described as follows: 

Algorithm kNNMFS 
Input: the entire training data D and parameter . 
Output: the vector W of estimations of the qualities of attributes. 
1. Set all weights W[Ai]=0.0, i=1,2,…,p; 
2. M:=kNNModel(D, ); m=|M|; 
3. for j=1 to m do begin 
4. Select  representative Xj=<Cls(dj), Sim(dj), Num(dj), Rep(dj), Rep(dj1), 

Rep(dj2)> from M 
5. for each class C ≠ Cls(dj) find its nearest miss vM (C)  from M; 

6. for k=1 to p do begin 

7.         W[Ak]=W[Ak]-(diff(Ak, dj, dj1 )+diff(Ak, dj, dj2)× +)2/()
)(

)(
m

dNum
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j
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8. end; 
9. end; 

Fig. 1. Pseudo code of the kNNMFS algorithm 

In the algorithm above,  is the allowed error rate in each representative; p is the 
number of attributes in the data set; m is the number of representatives which is 
obtained from kNNModel(D, ) and is used for feature selection. Each chosen 
representative dj is represented in the form of <Cls(dj), Sim(dj), Num(dj), Rep(dj), 
Rep(dj1), Rep(dj2)> which respectively represents the class label of dj; the similarity of 
dj to the furthest instance among the instances covered by Nj; the number of instances 
covered by Nj; a representation of instance dj; the nearest neighbour and the furthest 
neighbour covered by Nj. diff() uses HVDM [4] as a different function for calculating 
the difference between two values from an attribute.  

Compared to ReliefF, kNNMFS speeds up the feature selection process by 
focussing on a few selected representatives instead of the whole data set. These 
representatives are obtained by learning from the original data set. Each of them is an 
optimal representation of a local data distribution. Using these representatives as 
seeds for feature selection better reflects the influence of each attribute on different 
classes, thus giving more accurate weights to attributes. Moreover, a change was 
made to the original difference function to allow kNNMFS to make use of the 
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generated information in each representative such as Sim(dj) and Num(dj) from the 
created model of kNNModel for the calculation of weights. This modification reduces 
the computational cost further. 

3   Experiments and Evaluation 

To evaluate the effectiveness of the newly introduced algorithm kNNMFS, we 
performed some experiments on a data set of toxicity values for approximately 250 
chemicals, all which contained a similar chemical feature, namely a phenolic group 
[5]. For the prediction of continuous class values, e.g. the toxicity values in the 
phenols data set, dependent criteria: Correlation Coefficient (CC), Mean Absolute 
(MAE), Root Mean Squared Error (RMSE), Relative Absolute Error (RAE), and Root 
Relative Squared Error (RRSE) are chosen to evaluate the goodness of different 
feature selection algorithms in the experiments. These evaluation measures are used 
frequently to compare the performance of different feature selection methods.  

In this experiment, eight feature selection methods including ReliefF and kNNMFS 
were performed on the phenols data set to choose a set of optimal subsets based on 
different evaluation criteria. Besides kNNMFS that was implemented in our own 
prototype, seven other feature selection methods are implemented in the Weka [6] 
software package.  

The experimental results performed on subsets obtained by different feature 
selection methods are presented in Table 1. In the experiments, a 10-fold cross 
validation method was used for evaluation. It is obvious that the proposed kNNMFS 
method performs better than any other feature selection methods evaluated by the 
linear regression algorithm on the phenols data set. The performance on the subset 
after feature selection by kNNMFS using linear regression algorithm is significantly 
better than those on the original data set and on the subset of the 12 most used 
features chosen from eight subsets in Table 1. Compared to ReliefF, kNNMFS gives a 
3.28% improvement in the correlation coefficient. 

Table 1. Performance of linear regression algorithm on different phenols subsets 

Evaluation Using Linear Regression  
FSM 

 
NSF CC MAE RSE RAE RRSE 

Phenols 173 0.8039 0.3993 0.5427 59.4360% 65.3601% 
MostU 12 0.7543 0.4088 0.5454 60.8533% 65.6853% 
GR  20 0.7722 0.4083 0.5291 60.7675% 63.7304% 
IG 20 0.7662 0.3942 0.5325 58.6724% 63.1352% 
Chi 20 0.7570 0.4065 0.5439 60.5101% 65.5146% 
ReliefF 20 0.8353 0.3455 0.4568 51.4319% 55.0232% 
SVM 20 0.8239 0.3564 0.4697 53.0501% 56.5722% 
CS 13 0.7702 0.3982 0.5292 59.2748% 63.7334% 
CFS 7 0.8049 0.3681 0.4908 54.7891% 59.1181% 
kNNMFS 35 0.8627 0.3150 0.4226 46.8855% 50.8992% 
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The meaning of the column titles in Table 1 is as follows: FSM – Feature Selection 
Method; NSF – Number of Selected Features. The feature selection methods studied 
include: Phenols – the original phenols data set with 173 features; MostU – the 12 
most used features; GR – Gain Ratio feature evaluator; IG – Information Gain ranking 
filter; Chi – Chi-squared ranking filter; ReliefF – ReliefF feature selection method; 
SVM- SVM feature evaluator; CS – Consistency Subset evaluator; CFS – 
Correlation-based Feature Selection; kNNMFS – kNN Model-based feature selection.  

4   Conclusions 

In this paper we present a novel solution to deal with the shortcomings of ReliefF. To 
solve the problem of choosing a set of seeds for ReliefF, we modified the original 
kNNModel method by choosing a few more meaningful representatives from the 
training set, in addition to some extra information to represent the whole training set, 
and used it as a starter reference for ReliefF. In the selection of each representative we 
used the optimal but different k, decided automatically for each data set itself. The 
representatives obtained can be used directly for feature selection. 

Experimental results showed that the performance evaluated by a linear regression 
algorithm on the subset of the phenol data set by kNNMFS is better than that of using 
any other feature selection methods. The improvement is significant compared to 
ReliefF and other feature selection methods. The results obtained using the proposed 
algorithm for chemical descriptors analysis applied in predictive toxicology is 
encouraging and show that the method is worthy of further research.  
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Abstract. Feature selection is effective in removing irrelevant data. However, 
the result of feature selection in unsupervised learning is not as satisfying as that 
in supervised learning. In this paper, we propose a novel methodology ULAC 
(Feature Selection for Unsupervised Learning Based on Attribute Correlation 
Analysis and Clustering Algorithm) to identify important features for 
unsupervised learning. We also apply ULAC into prosecutors’ office to solve the 
real world application for unsupervised learning. 

1   Introduction 

The main idea of feature selection is to choose a subset of all variables by eliminating 
features with little discriminative and predictive information [1]. Feature selection is 
effective in removing irrelevant data, increasing learning accuracy, and improving 
result comprehensibility [2]. 

As we all know, the methods of feature selection for supervised learning perform 
pretty well for its practice and simplicity. However, as data mining are being applied 
into more fields, feature selection for unsupervised learning is attracting more and more 
researchers. Unsupervised learning means learning without a prior knowledge about 
the classification of samples and learning without a teacher [3].  

Data mining has been well developed and applied in the fields of telecom, finance, 
insurance, etc. Now we are trying to introduce it into a new field--Prosecutors’ Office. 
How to make use of these data efficiently and explore valuable information are 
essential to the stability and development of people and nation. After preliminary 
analysis of dataset, in which we found the most important problem is unsupervised 
learning dataset without any class information. Therefore, the key to the solution of 
application in prosecutors’ office is feature selection for unsupervised learning. In 
Section 2, we introduce a novel methodology ULAC (Feature Selection for 
Unsupervised Learning Based on Attribute Correlation Analysis and Clustering 
Algorithm) in detail. The application of data mining model in prosecutors’ office is 
described in Section 3. Conclusions are given in Section 4 with discussion on future 
topics interested.   
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2   ULAC Method 

The methods of feature selection for supervised learning can be grouped as filter and 
wrapper approach [4]. Brodley (2004) introduced wrapper methodology into 
unsupervised learning and summarized the framework of wrapper approach for 
unsupervised learning (Fig.1) [5].   
 
 
 
 
 
 

Fig. 1. Wrapper Approach for Unsupervised Learning 

Based on the above approach, a heuristic in all the experiments is a novel 
methodology ULAC (Feature Selection for Unsupervised Learning Based on Attribute 
Correlation Analysis and Clustering Algorithm) (Fig.2). 

 
 
 
 

Fig. 2. ULAC for Unsupervised Learning 

Our new ULAC methodology removes the step of searching feature subset from the 
traditional wrapper approach and adds the step of Attribute Correlation Analysis. 
Attribute Correlation Analysis contributes to remove those weak-relative and irrelative 
features. Meanwhile, it is unnecessary to circulate between search and feature 
evaluation criterion to find the final feature subset with the best criterion value. The 
step of Attribute Correlation Analysis is a very effective and efficient step to rank the 
importance of features for unsupervised learning.  

Firstly, we produce an artificial class feature through the clustering algorithm. The 
problem of unsupervised learning can be turned into supervised learning. Secondly, in 
the step of Attribute Correlation Analysis we use artificial class feature to rank features. 
However, we still didn’t know whether the ranked features are real discriminatory to 
the dataset itself. Finally, we apply Feature Evaluation Criterion to obtain classifier 
accuracies on our testing samples according to different number of feature subset. The 
accuracy also can be considered as contribution of feature subset to modeling. In terms 
of importance order of features the least important feature is removed each time, we can 
obtain the accuracy of different number of feature subset. Feature subset with the 
highest accuracy is chosen for modeling. As to the performance of ULAC 
methodology, experiments on UCI data can prove its efficiency on feature selection for 
unsupervised learning [6]. 
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Unimportant Feature Subset--KM Unimportant Feature Subset--EM
Relief-F 2, 4, 5, 7, 9, 12, 14, 18 2, 5, 9, 11, 12, 14

Information Gain 2, 4, 5, 7, 9, 12, 14, 18 2, 5, 7, 9, 11, 12, 14

 Chi-Square 2, 4, 5, 7, 9, 12, 14, 18 1, 2, 5, 6, 7, 9, 11, 12, 14

Results 2, 4, 5, 7, 9, 12, 14, 18 2, 5, 7, 9, 11, 12, 14

3   Application in Prosecutors’ Office 

The prosecution of dereliction of duty is a very important supervising function in 
prosecutors’ office. One of the most important problems from prosecutors’ office is 
how to identify subject characteristics of criminals. The issue is that dataset is of too 
much features for unsupervised learning and using the clustering of traditional statistics 
results in an unsatisfying and unexplainable model. ULAC methodology can deal with 
above tough problem and reach a satisfying result. We choose dataset about criminals 
who committed dereliction of duty in China in 2003 as data samples. The original 
dataset consists of 924 instances and 108 variables without class label. It is obviously 
difficult for us to use all 108 variables to model. By observing distribution of every 
variable, 90 unvalued and irrelative variables are removed (Table 1). So ULAC method 
needs to identify the remained 18 features to improve model efficiency.  

Table 1. Irrelative Features Identified by Distribution  

 
 
 
 

 
 

ULAC consists of three main parts. We choose K-Means (KM) and Expectation- 
Maximization clustering (EM) as Clustering Algorithm. Relief-F, Information Gain 
and Chi-Squared methods are used as Attribute Correlation Analysis to rank the 
importance of all features and accurate rate of C4.5 as Feature Evaluation Criterion. 
Making use of different clustering algorithms and attribute correlation analysis result in 
different ranks of features. We will remove common unimportant features from 
different ranks in order to reduce variation by only one result. Result of KM and EM 
both consists of NO. 2,5,7,9,12,14 variables. Therefore, these six features are 
considered as unimportant ones and removed (Table 2).  

Table 2. Unimportant Features Identified by ULAC 

 
 
 
 
 

 
 

To prove the efficiency of ULAC, the performance of feature subset should be better 
than that of all features to modeling. We use two feature subsets before and after ULAC 
to clustering and compare their accuracies of C4.5 (Table.3). Before ULAC, we have to 
use 18 variables to clustering and accuracy of KM and EM is 79.65% and 92.53%. 
However after ULAC, the accuracy is up to 85.50% and 93.61% with 12 variables. So 
we learn that without reducing accuracy of modeling ULAC can decrease the number 
of irrelative variables and increase the efficiency and explanation of modeling. By 
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Accuracy of Clustering--KM Accuracy of Clustering--EM

Before ULAC 79.65% 92.53%

 After ULAC 85.50% 93.61%

ULAC, we solve the problem of feature selection in prosecutors’ office. Decreasing of 
irrelative and weak-relative variables improves the efficiency and understandability of 
data mining model. Reducing the number of irrelevant features drastically reduces the 
running time of a learning algorithm and yields a more general concept. This helps in 
getting a better insight into application of model on prosecutors’ office.  

Table 3.  Accuracy of Clustering Before and After ULAC 

 
 
 

4   Conclusions and Future Work 

This paper presents a novel methodology ULAC of feature selection for unsupervised 
learning. The satisfying performance of application shows that the methodology can 
identify important features for unsupervised learning and can be used in the practical 
application. The further work will focus on applying ULAC into more fields. 
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Abstract. Fish-net algorithm is a novel field learning algorithm which
derives classification rules by looking at the range of values of each at-
tribute instead of the individual point values. In this paper, we present
a Feature Selection Fish-net learning algorithm to solve the Dual Imbal-
ance problem on text classification. Dual imbalance includes the instance
imbalance and feature imbalance. The instance imbalance is caused by
the unevenly distributed classes and feature imbalance is due to the dif-
ferent document length. The proposed approach consists of two phases:
(1) select a feature subset which consists of the features that are more
supportive to difficult minority class; (2) construct classification rules
based on the original Fish-net algorithm. Our experimental results on
Reuters21578 show that the proposed approach achieves better balanced
accuracy rate on both majority and minority class than Naive Bayes
MultiNomial and SVM.

1 Introduction

Data set imbalance is a commonly encountered problem in text categorization.
Given a training set consists ofN classes, one of the simplest classification scheme
is to build N binary classifier for every individual class. Each classifier will
distinguish the instances from one specific topic and all the others. Apparently,
in the process of constructing binary classifier, the training set are separated into
two sections: the target class, which we will call it minority class; the remaining
classes, which we will call it majority class. In this case, whether the classes
are evenly distributed in the collection or not, it will easily cause the data set
imbalance.

The dimensionality of text data is normally in thousands. Numerous feature
selection approaches have been presented in order to eliminate the irrelevant
features which can be ignored without degradation in the classifier performance.
However, as discussed in [1], most existing methods fail to produce predictive
features for difficult class. [1] summarizes the reasons for this as follows:

1. Very few training examples for the class, and/or
2. Lack of good predictive features for that class.

L. Wang and Y. Jin (Eds.): FSKD 2005, LNAI 3614, pp. 39–48, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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The first situation is the instance imbalance. In text classification, along with
the instance imbalance, it will also come with the feature imbalance. Assume
that we separate the feature set from the majority and minority classes. Since
the majority class has a larger number of documents than the minority one, it is
more likely to have a larger vocabulary(feature set) than the minority. We call
this Dual Imbalance and this is an interesting research issue to be looked into.

The research purpose of our work is to improve the classification accuracy on
difficult minority class. We present a feature selection method which extracts fea-
tures supportive to the minority class. Instead of employing traditional classifica-
tion algorithms, we build the learning scheme based on the field learning strategy.

2 Related Work

Feature selection on imbalanced text data is a relatively new issue in recent
literature. In [1], based on the observations, the authors pointed out that existing
feature selection mechanisms tend to focus on features that are useful predictors
for easier class, while the features for difficult class are easily ignored. Their
solution is to apply round-robin turn to let each class propose features. That is,
for each class in the data set, rank all features using a certain feature scoring
method, such as IG or CHI, and take the best features suggested from each class
in turn. Their experiment on some benchmark data set demonstrated consistent
improvement for multi-class SVM and Naive Bayes over basic IG or CHI. In
[2], given the size of the feature set l, which is pre-defined, positive feature
set of size l1 and negative feature set of size l2 are generated by ranking the
features according to some feature scoring methods. The combination of the
positive and negative features is optimized on test or training set by changing
the size ratio l1/l ranging from 0 to 1. Their results show that feature selection
could significantly improve the performance of both Naive bayes and regularized
logistic regression on imbalanced data.

3 Preliminaries

We use D, to denote a training document set; m, number of total documents;
n, number of total terms. We regard each term as a unique attribute for the
documents. The definition of head rope is given as follows [3]:

Definition: Head rope
In an m × n dimension space Ω, a head rope hj(1 ≤ j ≤ n) with respect to
attribute j consists of the lower and upper bounds of a point set Dj, where
Dj ⊆ Ω is the set of values of the attribute j occur in the instances in the given
instance set.

hj = {hlj , huj} = {min1≤i≤m{aij},max1≤i≤m{aij}} (1)

Let D+ be the positive document class and D− be the negative one; hj is
the positive head rope if hj is derived from D+. Otherwise, it is the negative
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one. Positive and negative head ropes construct the PN head rope pair for an
attribute.

The original Fish-Net algorithm [3,4,5] can be summarized as below:

Fish-net Learning Algorithm
Input: A training data set D with a set of class labels C = {P,N}.
Output: An β-rule which is composed of contribution functions for each at-
tribute, a threshold α and resultant headrope.
1. For each attribute Aj , find out its fields regarding each class.
2. For each attribute Aj , construct its contribution function using its fields.
3. According to the contribution function, work out resultant head rope pair
〈h+, h−〉. For each instance in the training set, we compute the contribution by
averaging the contribution values of each attribute. The average contribution
of all positive instances compose the positive resultant head rope h+ and h− is
constructed in the same manner.
4. Determine the threshold α by examining the discovered head rope pair.

The contribution function is used to calculate and measure the contribution
of one attribute to the desired class. In [5], the author illustrated six possible
relationships between h+ and h− as shown in Figure 1.

4 Fish-Net for Text Classification

The original Fish-Net was applied to data set with continuous numeric variables
and it is proven to achieve significantly higher prediction accuracy rates than
point learning algorithms, such as C4.5. Its training time is linear in both the
number of attributes and the number of instances [5]. However, will it still have
the high performance on text data? In this section, we will examine the char-
acteristics unbalanced text data has and present our feature selection Fish-net
algorithm. Basically, our approach consists of two phases: first, select features
supportive to the minorities; second, construct the classification rule based on
the original Fish-net.

4.1 Feature Selection on Imbalance Text Data

Table 1 gives a simple example of document-term matrix with two classes. How
could we calculate the head rope with 0 values in it? If we take the minimum and
maximum value as the lower and upper bound, apparently, a certain number of
head ropes will end up beginning with zero. For instance, head rope [0, 3] will be
achieved on both classes for result. This draws the conclusion that the support
of result for both classes is similar. Is this the true case? Note that in cran,
result is only contained in one instance while it appears in four instances of med.
Result should have stronger prediction capability for med class. Thus, not only
we need to consider the value of one attribute, but also we should incorporate
its distribution among documents.
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Fig. 1. Six Different Cases for Head Ropes

An alternative way is to calculate the lower bound of the head rope as the
average value minus the variance; the upper bound as the average plus the
variance. Average indicates the average value of one feature over the entire class
and variance indicates how dynamic its distribution in different instances is.
However, this approach is not able to detect relevant features in some extreme
cases, as shown in the examples below.

Example 1: Suppose that both positive and negative class have 20 instances.
Feature A appears in each instance of positive class with frequency 1; in one
instance of negative class with frequency 20.

Discussion: The average value for both positive and negative class is 1. The
variance for positive class is 0 while for negative class it is much bigger. Hence,
the resulting head rope pair falls in case 6 as in Figure 1. However, this feature
is a good predictive feature for positive class from our observation.

Example 2: The data set is as shown in Table 2.

Discussion: The average values for both classes are still equal to 1. The resulting
head rope pair will either fit in case 5 or 6. Normally features fit in these two
cases are regarded as non-informative for both classes and could be discarded.
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Table 1. An Example of Document-feature Data Set

Doc. flow form layer patient result treat
cran.1 1 1 1 0 0 0
cran.2 2 0 1 0 0 0
cran.3 2 1 2 0 3 0
cran.4 2 0 3 0 0 0
cran.5 1 0 2 0 0 0
med.1 0 0 0 8 1 2
med.2 0 1 0 4 3 1
med.3 0 0 0 3 0 2
med.4 0 0 0 6 3 3
med.5 0 1 0 4 0 0
med.6 0 0 0 9 1 1

Table 2. Example 2

P1 P2 P3 P4 P5 P6 P7 P8 P9 P10
0 0 5 1 0 0 3 0 0 1

N1 N2 N3 N4 N5
1 2 1 1 0

It appears in four instances of both positive and negative class. However, in the
negative class, those four instances comprise the 80% of the entire class while
in the positive class, they only comprise 40%. Apparently, this feature could be
more supportive to negative class.

In order to overcome these difficulties, we present a varied calculation of the
standard average and variance.

Average
′
= x

′
=

Df

N
× Sum

N
(2)

V ariance
′
= ε

′
=

Df
N ·

∑
(xi − x)2 + Df

N ·
∑

(xi − x)2

N − 1
(3)

Df is the number of documents contain a feature f in a single class and Df is
the number of those does not. If f appears in every document, i.e., Df = N ,
then it turns out to be the normal average and variance. Apparently, Df/N
reflects the popularity f is in that class and this value is a tradeoff between the
feature distribution and its normal average value. If f does not appear in most
instances, even its value in the existing ones are high, the average will still be
low. The more frequent f is in the class, the higher weight Df/N will give to
the normal average.

The variance calculation is based on the following assumption: the instances
are separated into those ones with the feature f and those without. The popu-
larity rate Df/N and Df/N give weights on the two sections. If f appears in
more than half of the instances, then the first part of variance will dominate the
final result, otherwise the second part will.

According to the above discussion, the detailed algorithm is described as
follows:
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Algorithm1: Range-oriented Feature Selection Algorithm
Input: A pre-processed training document matrix with binary class labels
{P,N}. The original feature set is F .
Output: A selected feature subset Fs.
1. For each feature f ∈ F , calculate its average and variance in both positive
and negative class according to formula (2) and (3).
2. Work out the head rope pair for each feature f ∈ F :

h+
j = [h+

lj
, h+

uj
] = [x+

j − ε+j , x
+
j + ε+j ], h−j = [h−lj , h

−
uj

] = [x−j − ε−j , x
−
j + ε−j ]

3. For each f ∈ F , find out which case its PN head rope pair fits in.
4. Select those features whose PN head rope pair fits in case 2 as in Figure 1.
These comprise the feature subset Fs.

4.2 Classification Rule Construction Based on Fish-Net

The second phase of our algorithm is to construct the classification rule on the
training data with the selected features. In this section, we will present the de-
tailed algorithm first, then we will further justify our approach. Let I be instance
set: I = I+ ⋃

I−, where I+ is the positive instance set and I− is the negative
instance set.

Algorithm 2: Improved Fish-Net Algorithm:
Input: The pre-processed training document matrix with selected feature sub-
set Fs.
Output: An β-rule which is composed of contribution functions for each selected
attribute, a threshold α and resultant head rope.
1. For each selected feature f ∈ Fs, find out its fields regarding each class as
follows:

h+
j = [h+

lj
, h+

uj
] = [min1≤i≤m{aij(Ii ∈ I+)},max1≤i≤m{aij(Ii ∈ I+)}(aij �= 0)]

(4)
The same technique applies to derive the negative head rope h−j = [h−lj , h

−
uj

].
2. For each selected feature f ∈ Fs, construct its contribution function using
fields [h+

lj
, h+

uj
] and [h−lj , h

−
uj

].
3. According to the contribution function, work out resultant head rope pair
〈h+, h−〉. For each instance in the training set, we compute the contribution as
follows:

Contribution =
Sum

N
∗ N

Ntotal
(5)

where Sum is the sum of contribution values of all attributes in each instance;
N is the number of non-zero values the instance has in Fs; Ntotal is the number
of features(including non-selected ones) the instance has. The positive resultant
head rope h+ is constructed from all positive instances and h− is constructed
from all negative instances.
4. Determine the threshold α by examining the discovered head rope pair.
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The first step of the algorithm is to set up the real head rope pair for each
selected feature. We calculate the real fields by ignoring all 0 values and taking
the minimum and maximum value as the lower and upper bound of the head
rope. The reason for us to do this can be seen from the following case study.

Case Study:
Given a data set with 20 positive instances and 500 negative instances.
Feature A appears in all the positive instances and appears in only 20 negative
instances. Feature B appears in every positive instance and does not occur in
any negative instance. Assume the frequency is 1.

Discussion: Both Feature A and B will be selected as supportive for minority
class. However, if we only consider Feature B in classification, the positive and
negative classes can be separated precisely. If only considering Feature A, al-
though most negative instances are classified correctly, there are still 20 negative
instances which could possibly be misclassified.

In other words, among the selected features, there still exists different levels
with respect to classification performance. Step1 and 2 in our algorithm helps
to further classify the selected features into six cases.

In Step 3, the contribution value for each instance is calculated. In the original
approach, it is obtained by averaging the sum of all contribution values. However,
this is not feasible in text data. First of all, the number of features a document
includes varies and mostly depends on the document length. This easily causes
the feature imbalance problem. If we average the sum of contribution values
with the total number of features, we will find the longer documents have higher
contribution values and this makes shorter documents difficult to classify.

N/Ntotal is the percentage of features selected for classification in an instance.
This adds weight to the average contribution value. The reason for this is by
considering this situation: in a feature subset, a longer document could possibly
have the same amount of features selected as the short ones. However, for the
longer document, it could also have a much larger vocabulary which are not
selected and more supportive to the majority class. For the short document, the
selected features could already be all the words it has.

5 Experimental Work

5.1 Data Set Description

We use Reuters-21578 Modified Apte (“ModApte”) Split to test our algorithm.
The collection contains 9603 documents in the training set and 3299 documents
in the test set. We preprocessed the documents using the standard stop word
removing, stemming and converted the documents to high-dimensional vectors
using TFIDF weighting scheme. We choose 10 most frequent topic categories
in the experiments. Table 3 summarizes the details. It lists, for each specific
topic, the number of positive documents in the training set(#+Training), the
number of positive documents in the test set(#+Test). The total number of
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Table 3. Reuters-21578 ModApte Dataset Description

Data set Earn Acq Money-fx Grain Crude Trade Interest Ship Wheat Corn
#+Training 2866 1632 475 371 330 369 347 197 212 181

#+Test 1083 715 151 127 160 117 131 89 71 56

unique terms, the average number of terms per document are staying the same
due to the same preprocessing procedure. In order to reduce the size of the
term set, we discarded terms which appear in less than 5 documents. The total
number of terms extracted finally is 6362 and the average number of terms per
document is 41.

5.2 Evaluation Measurement

Table 4 illustrates the contingency table derived from the classification results
for a specific category ci. Note that True Positive Rate(T.P.R. = TP/(TP+FN))
indicates the percentage of correctly classified positive instances in the actual
positive class, and False Positive Rate(F.P.R. = FP/(FP+TN)) indicates the
percentage of incorrectly classified negative instances in the actual negative class.
They are the major measurements we use in our experimental work. We also
employ Receiver Operating Characteristic (ROC) curve analysis to characterize
the T.P.R. and F.P.R. Accuracy is measured by Area Under Curve(AUC) which
refers to the area under the ROC curve. A classifier which can produce the ROC
curve with a very sharp rise from (0, 0) and lead to the AUC value close to 1 is
regarded as the best.

Table 4. The contingency table for category ci

Ci Pos(Standard) Neg(Standard)
Pos(Classifier) TP FP
NegClassifier) FN TN

5.3 Experimental Results

The Feature Selection Fish-net learning algorithm is implemented in Java. We
compare our approach with Naive Bayes Multinomial implemented in WEKA [6]
and SVM in SVMLight [7].

Table 5 reports the classification accuracy on the ten frequent Reuters topics
from these three classifiers. The measurement we use is T.P.R. The left column
under each classifier is for positive minority class and the right one is for the
negative majority class. In general, the classification accuracy of all three learning
algorithms on majority class is very high, reaching more than 95% in most cases.
But on minority class, the performance varies. For Naive Bayes MultiNomial,
the T.P.R. decreases dramatically along with the reduced number of positive
instances. On the last five topics, it even has not reached 50%. On each topic’s
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Fig. 2. ROC curves on topic ship and wheat

majority, SVM achieves nearly 100% accuracy rate. However, on minority class,
Feature Selection Fish-net achieves better accuracy rate in most cases, especially
with small number of positive instances. The accuracy rates of our algorithm on
majority and minority are more balanced.

Figure 2 gives the ROC curve obtained on topic ship and wheat respectively.
Apparently, our FS Fish-net performs the best on these three unbalanced text
data with larger AUC values.

6 Conclusion

In this paper, we investigate the problem of learning classification rules from
dual imbalance text data, which appears to be a common problem in reality.
Our approach is designed to improve the classification accuracy on the minority
without sacrificing the performance on majority. Our experimental work on the
benchmark data set Reuters21578 proves that our approach performs better in
achieving balanced accuracy rate than Naive Bayes MultiNomial and SVM.

Our future work will focus on investigating the efficiency issue of the Feature
Selection Fish-Net and the possibilities of applying our algorithm to real appli-
cations, such as e-mail spam detection, specific target document identification.
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Table 5. True Positive Rate on Positive and Negative Class from Feature Selection
Fish-Net, Naive Bayes MultiNomial and SVM

Dataset FS FishNet NB SVM
P N P N P N

earn 0.874 0.99 0.93 0.992 0.977 0.994
acq 0.866 0.968 0.757 0.997 0.922 0.992

money-fx 0.883 0.956 0.419 0.994 0.698 0.99
grain 0.899 0.947 0.57 0.997 0.879 0.999
crude 0.847 0.935 0.635 0.996 0.836 0.993
trade 0.863 0.898 0.331 1 0.735 0.994

interest 0.756 0.974 0.008 0.999 0.573 0.998
ship 0.708 0.992 0.382 0.998 0.629 0.998

wheat 0.873 0.967 0.085 1 0.789 0.998
corn 0.679 0.972 0.089 1 0.839 0.999
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Abstract. Supervised local tangent space alignment is proposed for data clas-
sification in this paper. It is an extension of local tangent space alignment, for
short, LTSA, from unsupervised to supervised learning. Supervised LTSA is a
supervised dimension reduction method. It make use of the class membership of
each data to be trained in the case of multiple classes, to improve the quality of
classification. Furthermore we present how to determine the related parameters
for classification and apply this method to a number of artificial and realistic data.
Experimental results show that supervised LTSA is superior for classification to
other popular methods of dimension reduction when combined with simple clas-
sifiers such as the k-nearest neighbor classifier.

1 Introduction

In many fields of application, classification is a key step for many tasks, whose aim is
to discover unknown relationships and/or patterns from a large set of data. However,
original data taken with various capturing devices are usually high-dimensional and
most classification methods are more effective in a low-dimensional feature space. As
a result, these raw data are in general unsuitable to be directly classified on a high-
dimensional space. We expect to first extract some useful features from these data and
then classify them only on such a feature space. The procedure of feature extraction
is also called dimension reduction. Dimension reduction is an important preprocessing
for classification of high dimensional data and acts as an important role to improve the
accuracy of classification. Its goal is to obtain compact representations of the original
data while reduce unimportant or noisy factors.

Traditional methods for dimension reduction are mainly linear, and include se-
lection of subsets of measurements and linear mappings to lower-dimensional spaces
[1,2,3]. In the recent years, a number of techniques have been proposed to perform
nonlinear mappings, such as the self-organizing map [4] and generative topographic
mapping [5], principal curves and surfaces [6], auto-encoder neural networks [7] and
mixtures of linear models [8]. All of these, however, are problematic in application in
some way.

Recently, a conceptually simple yet powerful method for nonlinear dimension re-
duction has been proposed by Zhang and Zha [9]: local tangent space alignment

L. Wang and Y. Jin (Eds.): FSKD 2005, LNAI 3614, pp. 49–57, 2005.
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(LTSA). The basic idea is that the information about the global structure of a nonlinear
manifold1 can be obtained from a careful analysis of the interactions of the overlapping
local tangent spaces. LTSA is superior to another popular nonlinear mapping method,
locally linear embedding (LLE), proposed by Saul and Roweis [10] since the LTSA
method generally discovers better dimensionalities than LLE [11].

Although the authors demonstrate their algorithm on a number of artificial and re-
alistic data sets, there have as yet been few reports of application of LTSA [12]. In this
paper we present how class label information can be used in a supervised application
of LTSA. Problems one might encounter with supervised LTSA are that there are two
important parameters to be set, which greatly influence the results of dimension reduc-
tion and classification, and a high computational demand. In this paper, these problems
will be addressed. Besides, we apply this method to a number of artificial and realistic
data. Experimental results show that the combination of supervised LTSA and simple
classifiers has very good performance.

The remainder of the paper is divided into the following parts. Section 2 presents
a general framework of LTSA. In section 3 supervised LTSA is brought forward. The
determination of related parameters is described and some experimental results are pre-
sented in section 4. Finally, section 5 ends with some conclusions.

2 Summary of Local Tangent Space Alignment

In general, images or documents used for recognition can be considered as data points
in a high-dimensional space and thus can be represented by their coordinate vectors. To
accurately classify these data, further reducing their dimensions is essential.

Let us consider a set of input points with coordinate vectors X = {xi}n
i=1 in Rm.

Our aim is to obtain a set of output vectors Y = {yi}n
i=1 in a d-dimensional space

where d < m. In this section, we describe local tangent space alignment (LTSA [9])
to achieve this goal. LTSA assumes that all data lie on or close to a nonlinear mani-
fold and the global geometrical structure of this manifold can be learned by analyzing
its overlapping local geometrical structure. It makes use of tangent spaces of points as
such geometry and preserve them in a lower-dimensional space. By aligning those tan-
gent spaces between the high- and low-dimensional space, much local geometry of the
high-dimensional space is preserved in the low-dimensional space. Meanwhile the cor-
responding low-dimensional coordinates can be discovered in the process of alignment.

As stated above, the whole LTSA algorithm is composed of two main stages: (I)
locally fitting tangent space of each data point xi, and extracting such local geomet-
rical information; (II) aligning those local tangent spaces between the high- and low-
dimensional space to find the lower-dimensional coordinates yi for each xi

In this paper we will not in detail explain the numerical computation method for
LTSA (For details, please refer to [9]). Next we briefly present the implementation of
the whole algorithm to deal with discrete data.

Given n m-dimensional points xi, LTSA produces n d-dimensional coordinates yi

constructed from k local nearest neighbors:

1 Dimension reduction can also been considered as discovering a low-dimensional manifold
embedded in a high-dimensional data set.
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Fig. 1. Comparison between LLE and LTSA. Three Gaussian data sets (left); Global coordinates
with LLE (middle); Global coordinates with LTSA (right).

1. Finding k nearest neighbors Xi = {xj
i}, j = 1, . . . , k for each point xi.

2. Extracting the local geometrical information by calculating the d largest eigenvec-
tors g1, . . . , gd of the correlation matrix (Xi−x̄ie

T )T (Xi−x̄ie
T ). x̄i represents the

average of the neighborhood of xi, x̄i = 1
k

∑
j x

j
i . Set Gi = [e/

√
k, g1, . . . , gd].

3. Constructing the alignment matrix B by locally summing as follows:

B(Ii, Ii) ← B(Ii, Ii) + I −GiG
T
i , i = 1, . . . , n

with initial B = 0.
4. Computing the d + 1 smallest eigenvectors of B and picking up the eigenvector

matrix [u2, . . . , ud+1] corresponding to the 2nd to d+1st smallest eigenvalues, and
setting the global coordinates

Y = [y1, . . . , yn] = [u2, . . . , ud+1]T .

One advantage of LTSA is that it can potentially discover the key degrees of freedom
(dimensionalities) of the underlying manifold, which are very beneficial for accurate
classification. Fig. 1 is a good example. Locally linear embedding (LLE, [10]) is another
famous method for nonlinear dimension reduction, it is based on a similar idea with
LTSA that overlapping local geometry can represent global geometry of a manifold.
However, LLE do not use local tangent spaces, but local linear combination, as such
local geometry. In the left panel of Fig. 1, there are three two-dimensional Gaussian
data sets. Simultaneously projecting them into a one-dimensional feature space with the
LLE and LTSA methods, we find that the feature space discovered by LTSA is better
than the one discovered by LLE because in the former the three Gaussians are clearly
separate (plotted in the right panel). In the latter, however, many points belonging to
different groups overlap each other (plotted in the middle panel). It is clear that LTSA
is more suitable as a preprocessing step for classification.

3 Supervised LTSA

Original LTSA proposed by [9] belongs to unsupervised methods; it does not make use
of the class membership of points to be projected. Such methods are mostly intended for
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data mining and visualization where the number of classes and relationships between
elements of different classes are unknown and users want to see the data structure in
order to make a decision about what to do next. But they can not usually perform well
in the field of classification where the membership information of training samples is
known and the center of each class needs to be searched.

Consequently, in this paper we propose a superevised LTSA (SLTSA) method for
classification. The term implies that membership information is employed to form the
neighborhood of each point, that is, nearest neighbors of a given point xi are chosen
only from representatives of the same class as that of xi. This can be achieved by ar-
tificially adding the shift distance between samples belonging to different classes, but
leaving them unchanged if samples are from the same class. To select the neighbors
of samples, we can define a n × n distance matrix D where each entry dij represents
the Euclidean distance between two samples xi and xj . Furthermore, considering the
membership information, we can get a variant D′ of D,

D′ = D + ρδ (1)

where the shift distance ρ is assigned a relatively very large value in comparison with
the distance between any pairs of points, δ is a n × n matrix whose entries δij are 1
if xi and xj are in different classes, and 0 otherwise. The shift distance ρ enlarges the
distances between a pair of points belong to different classes and promises that nearest
neighbors of a sample in a class will always be picked from the same class.

In nature the selection of neighborhood presents an opportunity to incorporate one’s
priori knowledge such as class membership, time or space order etc. For different pur-
poses, different methods can be devised to find a desirable neighborhood. For example,
in video data we can also select nearest neighbors of each frame in terms of the temporal
sequence, not the spatial order (Euclidean distance).

Supervised LTSA we propose here is specially for dealing with data sets containing
multiple classes and improving the correct rate of classification. Therefore SLTSA is
expected to be able to gather all samples belonging to a certain class around its center of
class in a low-dimensional space. Thus new arriving samples can be correctly projected
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(a) Mapping with LTSA
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Fig. 2. Mapping iris data (m=4, c= 3)into a 2-D feature space with LTSA and SLTSA. The first
100 points are trained as original input samples. (a) Mapping the input samples to a 2-D feature
space with LTSA. (b)Mapping the input samples with SLTSA.
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around its center of class in the low-dimensional space, further they can be correctly
classified. Note that the premise of SLTSA for accurate classification is that the distance
between a pair of sample points among different classes is large enough, for within a
class the distance is very small. Then new arriving points can be correctly projected by
the method of generalization mentioned in [11].

Fig. 2 is an example illustrating that the projection obtained with SLTSA is different
from the one obtained with original LTSA. This set of iris data [13] are composed of
150 4-D data points belonging to 3 different classes. Here first 100 data points are
selected as training samples and mapped from the 4-D input space to a 2-D feature
space respectively by SLTSA and LTSA. Fig. 2(a) is the result obtained by LTSA, it
sufficiently shows the geometrical structure of iris data in the 2-D feature space. But the
result is not beneficial for classification since these data distribute very loose and some
points belonging to different classes overlap together so that some centers of classes are
possibly very close and the boundaries among them can not be accurately determined.

With the SLTSA method, the 100 training samples are mapped to a 2-D feature
space where all data in the same class are projected to a point shown in Fig. 2(b). In
terms of classification it is excellent if all high-dimensional points belonging to the
same class correspond to one point in the low-dimensional feature space. At this time,
those centers of classes are distant which is very helpful for determining the boundaries
among different classes.

4 SLTSA for Classification

Unlike unsupervised methods, an important application of supervised methods is data
classification and they can improve the correct rate of classification. Thus SLTSA is
more suitable as a feature extraction step prior to classification compared to LTSA. Be-
fore we discuss how to apply SLTSA to implement data classification, we first introduce
how to determine the related parameters to this algorithm.

4.1 Determination of Parameters

The previous sections showed that to find a good SLTSA mapping, two parameters
will have to be set: the dimensionality d to map to and the number of neighbors k to
take into account. Mapping quality is quite sensitive to these parameters. If d is set too
high, the mapping will enhance noise; if it is set too low, distinct parts of the data set
might be mapped on top of each other. Just like PCA [14], although internal structure of
each class is (partially) lost during mapping, class overlap can easily be differentiated
in the c − 1 dimensional space (c is the number of classes). As a result, for accurate
classification we will reduce high dimensions the original input data to c−1 dimensions
in this paper.

The value of the number of neighbors k has influence on the performance of SLTSA.
If k is set too small, the mapping will not reflect any global properties; if it is too high,
the mapping will lose its nonlinear character and behave like traditional PCA, as the
entire data set is seen as local neighborhood. Fig. 3 is an example of mapping the iris
data to a 2-D space including 100 known training samples and 50 unknown test samples
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Fig. 3. The influence of the number of neighbors k on the performance of SLTSA. Map the iris
data to a 2-D space where k varies from 8 to 28.

with SLTSA where k varies from 8 to 28. It illustrates that when k = 8, the test data
distribute unorderly in the low-dimensional space. When k increases from 8 to 28, the
test data become very orderly. The results of classification are stable over a wide range
of k but do break down as k becomes too large. Furthermore the SLTSA algorithm
requires that k > d and it must also be less than the number of training samples of each
class. Meanwhile, in consideration of the computation cost, k is not more than 50 in
general. Ideally, optimal k should make the error rate of classification smallest.

4.2 Experimental Results

To examine the performance of SLTSA in terms of data classification, it was applied
to a number of data sets varying in number of samples n, dimensions m and classes c.
Most of the sets were obtained from the repository [13] and some are constructed by
the authors.

Handwritten Digits. The Binarydigits set consists of 20 × 16-pixel binary images of
pre-processed handwritten digits2. Here, we just deal with recognition of three digits: 0,
1 and 2 shown in Fig. 4(a). 90 of the 117 binary images are used as training samples and

2 Download from http://www.cs.toronto.edu/ roweis/data.html.
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Fig. 4. Recognition of three digits: 0, 1 and 2. (a) Some of these three digits are shown here. They
are represented by 20×16 binary images which can be considered as points in a 320-dimensional
space. (b) Mapping these binary digits into a 2-dimensional feature space with SLTSA, which
provides better clustering information.
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Fig. 5. Classification of vector data. (a) A discrete vector field with noise composed of two circu-
lar singularities, where 320 training (red) and 80 test (blue) vectors. (b)Mapping the 4-D vector
data (including their coordinate information) into 1-D feature space with SLTSA, which provides
better classification information.

others as test samples. The results after dimension reduction from 320 to 2 with LTSA
and SLTSA are displayed in Fig. 4(b). The feature space obtained with SLTSA provides
perfect classification information, each digit in test samples can be rightly assigned to a
class. The correct rate of classification of test samples reaches to 100%.

Synthetic Vector Data. Fig. 5 shows an example of classification of vector data. Fig.
5(a) displays a vector field with two circular singularities distributed symmetrically.
These vector data are contaminated by noise during sampling. In Fig. 5(a), blue vectors
are used as test samples and red ones as training samples. To classify vectors, SLTSA
has been considered and Fig. 5(b) shows those test samples in two different clusters
are separated satisfactorily where the test error is only 2.5% less than that when directly
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Table 1. Error rate (in %) of classification in original input and reduced feature spaces with simple
classifiers, lda and k-nn, here k = 15. The symbol ’/’ means that the current ’column’ method
can not directly work for the current ’row’ data set.

Data Name PCA LLE SLLE LTSA SLTSA
iris k-nn 6 8 2 12 2
(n = 150, m = 4, d = 2, c = 3) lda 6 2 2 14 2
wine k-nn 35 35 66.67 31.67 33.33
(n = 168, m = 13, d = 2, c = 3) lda 28.33 68.33 / 35 33.33
glass k-nn 62.5 47.5 42.5 47.5 42.5
(n = 146, m = 9, d = 1, c = 2) lda 80 47.5 42.5 27.5 42.5
optdigits k-nn 4 23 4 4 4
(n = 600, m = 64, d = 9, c = 10) lda 5 23 4 4 4
binarydigits k-nn 3.7 / / 22.52 0
(n = 117, m = 320, d = 2, c = 3) lda 7.41 / / 18.52 0
vector field k-nn 100 50 5 78.75 2.5
(n = 400, m = 4, d = 1, c = 2) lda 50 51.25 5 51.25 2.5
scurve&swissroll k-nn 9.5 10.25 1 6.25 1
(n = 2400, m = 3, d = 1, c = 2) lda 19.5 21.25 1 9.25 1

operating on the original vector field or using original LTSA with some simple classi-
fiers (for details, please refer to Table 1).

In our experiments, as a rule a data set was randomly split 10 times into a training
set (80%) and a test set (20%). Two popular classifiers were used: lda, the linear dis-
criminate analysis classifiers and k-nn, the k-nearest neighbor classifier. To compare the
SLTSA method to more traditional feature extraction techniques, the classifiers were
also trained on mapped data with PCA and SLLE [15].

Table 1 presents average error rates of classification on test sets (in %). Mappings
were calculated for a range of values of k, the neighborhood size parameter. Only the
best result found in the range of values for k is shown. The results confirm that SLTSA
generally leads to better classification performance than LTSA and, usually, any other
mapping technique. Besides this, there are a number of interesting observations:

1. From the table, it is obvious that in most cases SLTSA is finer than PCA, LLE,
SLLE and LTSA. Maybe the reason is that SLTSA can better extract key features or
dimensionalities of a high-dimensional input data and accurately discover centers
of different classes.

2. The classification results with SLTSA are relatively constant, i.e., the results are
independent of the classifier since the within-class coupling and between-class dis-
persion are very high in the supervised feature space.

5 Conclusions

Local tangent space alignment is proposed for unsupervised dimension reduction. Its
key techniques rest with the construction of local tangent spaces to represent local
geometries, and their global alignment to obtain the global coordinate system for the
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underlying manifold. LTSA can potentially detect the key dimensionality of the under-
lying manifold. However, the selection of the neighboring points proves very crucial to
our purpose of application. In terms of classification, we hope that the neighborhood
of a given point is constructed by those points belonging to the same class with it. So
we take into account the class label information during selecting nearest neighbors and
extend the LTSA method to a supervised version, SLTSA.

Furthermore we present how to determine the related parameters for classification
and compare SLTSA to other popular linear and nonlinear mapping methods such as
PCA, unsupervised and supervised LLE. Our experiments show that in the field of clas-
sification SLTSA perform better than other popular methods when combined with such
simple classifiers as k-nn classifier.

Acknowledgments

This work was supported by NSFC under contract 60473104 and STCSM under con-
tract 045115013.

References

1. Devijver, P., Kittler, J.: Pattern recognition, a statistical approach. Prentice-Hall, London
(1982)

2. Duda, R.O., Hart, P.E., Stork, D.G.: Pattern classification. 2 edn. John Wiley & Sons, New
York, NY (2001)

3. Jain, A., Duin, R., Mao, J.: Statistical pattern recognition: a review. IEEE Transactions on
Pattern Analysis and Machine Intelligence 22 (2000) 4–37

4. Kohonen, T.: Self-organizing Maps. 3rd edn. Springer-Verlag (2000)
5. Bishop, C., Svensén, M., Williams, C.: Gtm: The generative topographic mapping. Neural

Computation 10 (1998) 215–234
6. Hastie, T., Stuetzle, W.: Principal curves. J. Am. Statistical Assoc. 84 (1988)
7. DeMers, D., Cottrell, G.: Non-linear dimensionality reduction. In Giles, C., Hanson, S.,

Cowan, J., eds.: Advances in Neural Information Processing Systems 5, San Mateo, CA,
Morgan Kaufmann (1993) 580–587

8. Tipping, M., Bishop, C.: Mixtures of probabilistic principal component analyzers. Neural
Computation 11 (1999) 443–482

9. Zhang, Z., Zha, H.: Principal manifolds and nonlinear dimension reduction via local tangent
space alignment. SIAM Journal of Scientific Computing 26 (2004) 313–338

10. Roweis, S., Saul, L.: Nonlinear dimension reduction by locally linear embedding. Science
290 (2000) 2323–2326

11. Li, H., Teng, L., Chen, W., Shen, I.F.: Supervised learning on local tangent space. In Wang,
J., Liao, X., Yi, Z., eds.: ISNN 2005, LNCS. Volume 3496. (2005) 546–551

12. Li, H., Chen, W., Shen, I.F.: Supervised local tangent space alignment for classification. In:
IJCAI 2005, poster paper. (to appear)

13. Blake, C., Merz, C.: Uci repository of machine learning databases (1998)
14. Turk, M., Pentland, A.: Eigenfaces for recognition. Journal of Cognitive Neuroscience 13

(1991) 71–86
15. de Ridder, D., Duin, R.: Locally linear embedding for classification. Technical Report

PH-2002-01, Pattern Recogniion Group, Dept. of Imaging Science and Technology, Delft
University of Technology, Delft, The Netherlands (2002)



Feature Selection for Hyperspectral Data
Classification Using Double Parallel Feedforward

Neural Networks

Mingyi He and Rui Huang

School of Electronics and Information, Northwestern Polytechnical University,
Shaanxi Key Laboratory of Information Acquisition and Processing,

Xi’an, Shaanxi, 710072, P.R. China

Abstract. Double parallel feedforward neural network (DPFNN) based
approach is proposed for dimensionality reduction, which is one of very
significant problems in multi- and hyperspectral image processing and is
of high potential value in lunar and Mars exploration, new earth observa-
tion system, and biomedical engineering etc. Instead of using sequential
search like most feature selection methods based on neural network (NN),
the new approach adopts feature weighting strategy to cut down the com-
putational cost significantly. DPFNN is trained by a mean square error
function with regulation terms which can improve the generation perfor-
mance and classification accuracy. Four experiments are carried out to
assesses the performance of DPFNN selector for high-dimensional data
classification. The first three experiments with the benchmark data sets
are designed to make comparison between DPFNN selector and some
NN based selectors. In the fourth experiment, hyperspectral data, that
is an airborne visible/infrared imaging spectrometer (AVIRIS) data set,
is used to compare DPFNN selector with widely used forward sequential
search methods using the Maximum Likelihood classifier (MLC) as cri-
terion. Experiments show the effectiveness of the new feature selection
method based on DPFNNs.

1 Instruction

Band selection is a special application of dimensionality reduction in hyperspec-
tral data processing to reduce computational amount and alleviate the Hughes
phenomenon [1]. Compared with band extraction, band selection is better in the
respect of preserving the physical meanings of original spectral bands, as it tries
to identify a subset of original bands for a given task. According to whether
to use a predetermined learning algorithms as the criterion function, band se-
lection can also be generally divided into two categories, namely filter model
and wrapper model [2]. In literatures, the widely applied separability indices
like discriminant analysis, divergence, transformed divergence, Bhattacharyya
distance and Jeffreys-Matusita distance [3, 4, 5, 6] are all classifier-independent.
Unlike them, wrapper methods directly use the classifier to select features and
thus the accuracy level is higher but with cost of expensive computation [7,8]. It
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is obvious that different learning algorithms may obtain quite different feature
sub-sets, even using the same training set.

The Neural Network (NN) based feature selection becomes a promising wrap-
per method and recently, a few algorithms using Multi-layer Forward Neural
Network (MLFNN) have been proposed. Generally, feature selection based on
MLFNN can be achieved by adding more or removing less relevant features
through some saliency measure to rank features [9, 10, 11, 12] or training NN
according to some modified cost function [13,14]. However, there exist two main
problems for various feature selection by using MLFNNs. On one hand, as a
learning algorithm, MLFNN has some disadvantages such as local minimal points
on the error surface and over-fitting phenomena. On the other hand, since the
selection procedure should run many times due to the inherent randomness in
NNs, the subset search based on the sequential strategy or feature weighting
becomes computationally prohibited. The Radial Basis Function Neural Net-
work (RBFNN) has also been used as the classifier to help select meaningful
features which could be generated by feature ranking through a separability-
correlation measure [15] or the genetic algorithm [16] with successful application
in feature selection [17] and feature extraction [18]. Compared with MLFNN,
RBFNN needs to specify the center and width for each Gaussian kernel func-
tion. In addition, feature selection using Support Vector Machines (SVM) is also
presented recently [19].

In this paper, a DPFNN (Double Parallel Feedforward Neural Networks) se-
lector is proposed. DPFNN [20, 21, 22, 23] presented by the author is composed
of MLFNN and SLFNN (Single-Layer Feedforward Neural Network) which par-
allelly connects each other and thus has the merits of both: (1) Good nonlinear
mapping capability; (2) High learning speed for linear-like problem. At first, the
SLFNN is used to obtain a near-linear separable solution during a very short
training time, and then MLFNN is used to mapping the desired nonlinearity by
adjusting the weights connected to the hidden neurons. Thus, DPFNN selection
method is put forward with consideration of the high spectral correlation among
bands in hyperspectral data. Classification experiments on four real-world data
sets are carried out to demonstrate the DPFNN selector’s effectiveness.

2 Double Parallel Feedforward Neural Networks

Let X = (x1, x2, . . . , xn)T and Y = (y1, y2, . . . , ym)T be the input and output
of DPFNN, respectively. Let V denote the weights of SLFNN directly from the
input layer to the output layer and W(l) the weights in lth layer of MLFNN.
Then, when feeding the ith input Xi, the output signals Yi is obtained by

Yi = f (L)
(
W(L)f (L−1)

(
· · · f (1)(W(1)Xi)

)
+ VXi

)
(1)

where the activation function f(·) is usually a sigmoid function or hyperbolic
function. The structure of DPFNN is depicted in Fig.1. From the figure, MLFNN
and SLFNN connect parallelly each other. The idea of DPFNN comes from the
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Fig. 1. Structure of DPFNN

fact that not only the indirect information is needed when we are cognising the
world, but the intuitional knowledge is indispensable. In MLFNN, the neurons of
output layer only can utilize the information from the hidden neurons connected
to them and have no way to directly use the input signals. Through a parallel
connection between MLFNN and SLFNN, it is possible to improve the learning
capacity via the indirect and direct information.

3 The DPFNN Selector

3.1 The Cost Function

Assume there are N samples and the L-layer network structure is n-h(1)-· · · -
h(L−1)-m. The rule for training the network is the well-known mean square error
function with regulation terms of weight magnitudes of the output layer neurons,
which has been proposed in [22] and shown strong generalization performance in
classification of hyperspectral images. The cost function is calculated as follows

F (W,V) =
λ

mN
‖d−Y‖2 +

1− λ

mh(L−1) (‖W‖2 + ‖V‖2) (2)

where ‖·‖ is norm, λ is a constant.

3.2 Feature Selection Strategy

Most of selection strategies based on NNs belong to backwards search, in which
features are removed one by one through evaluation. Such search method is pro-
hibitively computational especially when NN selector applied to high-
dimensional space like hyperspectral data, because of the time-consuming pro-
cedure in training a network and the necessity of many times of running the
selection process. Reference [9] summarized a selection approach based on the
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idea of feature weighting which assign weights to features individually and select
those with greater weights. It is obviously faster than the sequential search. How-
ever, as feature weighting considers little about the correlation among features,
the manipulation of removing redundant features should follow it. In the selec-
tion procedure, we firstly remove the irrelevant features via feature weighting
method, and then delete the redundant ones according to the correlation among
features. A detailed process is listed as follows:

(1) Normalize the features between -1 and 1.
(2) Introduce a Uniform(0,1) noise feature to the original set of features S0.
(3) Randomly select the training, validate and test sets.
(4) Train the network.
(5) Compute the Tarr’s saliency of all features as

τi = α1
h(1)∑
j=1

(
w

(1)
ji

)2
+ α2

m∑
k=1

(
v
(1)
ki

)2
(3)

where τi is Tarr’s saliency measure for feature i, w(1)
ji and v

(1)
ki are the first

layer weights from input node i to hidden node j and output node k, respec-
tively, α1 and α2 are preset constants.

(6) Repeat steps 4 and 5 R times.
(7) Assume the average saliency of noise is normally distributed and find the

two-sided percent confidence interval for the mean value of the saliency of
noise.

(8) Choose only those features whose average saliency values fall outside this
confidence interval as feature subset S1.

(9) If S0 = S1, goto step (12).
(10) Let S0 ← S1 and take the subset S0 with a Uniform (0,1) noise feature as

network input.
(11) goto step (4).
(12) Retrain the network with the feature subset S0 R times.
(13) Compute the average accuracy ĀS0 for the valid set.
(14) Sort the subset S0 in the descending order of their average saliency and from

the second feature, remove the features with higher correlation than a preset
threshold to get a smaller subset S1 = S0 − S2.

(15) Train the network with the subset S1 R times
(16) Compute the average accuracy ĀS1 for the valid set and the drop ΔA in the

accuracy compared with ĀS0 .
(17) If ΔA < ΔA0 let S0 ← S1 and go to Step 14, where ΔA0 is the acceptable

drop in the classification accuracy.
(18) If there is only one element in S2, S0 is the final subset and the selection

procedure stops.
(19) Add the features in S2 to S1 except the feature with the smallest salient

value, and goto step (15).
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4 Experiments

To assesses the performance of DPFNN selector for high-dimensional data clas-
sification, four experiments are carried out. The first three with the benchmark
data sets, which are available in www.ics.uci.edu/mlearn/MLRepository.htm,
aim to make comparison between DPFNN selector and some NN based selectors.
To make the results comparable, we use the same learning and testing conditions
and the number of hidden neurons is 12. In the last experiment with an airborne
visible/infrared imaging spectrometer (AVIRIS) data set, we compare DPFNN
selector with widely used forward sequential search methods in literatures which
use the Maximum Likelihood classifier (MLC) as criterion. To accelerate the
convergence speed of DPFNN, instead of standard backpropagation algorithm
(BP), scaled conjugate gradient algorithm (SCG)is applied [24]. And for DPFNN
selector, a 99 percent two-sided confidence interval is constructed for the mean
saliency of the injected noise feature. Let α1 = α2 = 0.5, λ = 0.95.

4.1 Breast Cancer Data Set

The University of Wisconsin Breast Cancer data set consists of 699 patterns.
Amongst them there are 458 benign samples and 241 malignant ones. Each of
these patterns consists of nine measurements taken from fine needle aspirates
from a patients breast. The data set is randomly divided into training (315
samples), validation (35 samples) and testing (349 samples) sets.

Table 1 shows the classification accuracy of training and testing sets when
using four feature selection methods based on NNs, namely the proposed, NNFS
[13], SNR [10], Verikas and Bacauskiene’s method [14]. Compared with NNFS
and SNR, Verikas etc’s method and our method perform better. Since the former
takes the testing accuracy as the criterion to determine whether to continue
removing features, it yields the best results. At the same time, NNFS and Verikas
etc’s methods select features in a backward fashion through which features are
get rid of one by one according to some evaluation function. Obviously, it is a
time-consuming procedure compared to feature weighting approach.

Table 1. comparison of classification accuracy for breast cancer data set

proposed NNFS SNR Verikas etc ’s
All features
Training set 99.92(0.14) 100.0(0.00) 97.66(0.18) 97.93(0.54)
Testing set 95.99(0.91) 93.94(0.94) 96.49(0.15) 96.44(0.31)
Selected features
# of features 2 2.7(1.02) 1 2(0.0)
Training set 96.20(0.88) 98.05(1.31) 94.03(0.97) 95.69(0.44)
Testing set 94.67(0.97) 94.15(1.00) 92.53(0.77) 95.77(0.41)
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4.2 Voting Records Data Set

The data set consists of the voting records of 435 congressmen on 16 major issues
in the 98th Congress which has 267 Democrats and 168 Republicans. The votes
are categorized into one of the three types of votes: Yea, Nay and Unknown.
The task is to predict the correct political party affiliation of each congressman
(democrat or republican). The data set is randomly divided into training (197
samples), validation (21 samples) and testing (217 samples) sets.

Table 2 shows the classification accuracy of training and testing sets when
using the four feature selection methods based on NNs. From it, we can see the
proposed method performs best except that the highest training accuracy of the
feature subset is achieved by SNR.

Table 2. comparison of classification accuracy for voting records data set

proposed NNFS SNR Verikas etc ’s
All features
Training set 100.0(0.00) 100.0(0.00) 99.82(0.22) 99.32(0.13)
Testing set 96.65(0.53) 92.00(0.96) 95.42(0.18) 96.04(0.14)
Selected features
# of features 1 2.03(0.18) 1 1(0.0)
Training set 95.72(0.37) 95.63(0.43) 96.62(0.30) 95.71(0.25)
Testing set 95.67(0.39) 94.79(1.60) 94.69(0.20) 95.66(0.18)

4.3 Diabetes Diagnosis Data Set

The Pima Indians Diabetes data set consists of 768 samples taken from patients
who may show signs of diabetes. Each sample is described by eight features.
There are 500 samples from patients who do not have diabetes and 268 ones from
patients who are known to have diabetes. The data set is randomly divided into
training (345 samples), validation (39 samples) and testing (384 samples) sets.

Table 3 gives the comparison of classification accuracy. For the all features,
Verikas etc’s method obtains the best testing accuracy at expense of the quite
low training accuracy (only 80.35%). For the selected features, Verikas etc’s
method has the highest training and testing accuracy with two features chosen.
Compared with it, the proposed method selects one feature only with 1-2%
decrease in accuracies. Therefore, from the whole view, the proposed method
performs best.

4.4 Hyperspectral Data Set

The hyperspectral data set used is a segment of one AVIRIS data scene taken
of NW Indiana’s Indian Pine test site in 1992. It has been reduced from the
original 220 bands to 190 bands by discarding the atmospheric water bands and
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Table 3. comparison of classification accuracy for diabetes diagnosis data set

proposed NNFS SNR Verikas etc ’s
All features
Training set 95.24(0.63) 93.59(2.77) 80.35(0.67) 80.64(0.53)
Testing set 74.77(0.97) 71.03(1.74) 75.91(0.34) 77.83(0.30)
Selected features
# of features 1 2.03(0.18) 1 2(0.0)
Training set 75.67(0.52) 74.02(6.00) 75.53(1.40) 76.83(0.52)
Testing set 74.43(0.64) 74.29(3.25) 73.35(1.16) 76.81(0.45)

low SNR bands. Four classes are selected and each has 50 training samples, 12
validation samples and 88 testing samples. The number of hidden neurons is 20.

Table 4 presents the comparison of classification accuracies. For DPFNN
selector, the correlation threshold is set to the square of maximal correlation
coefficient in the current subset. Finally, 18 bands are selected by it. For two
sequential methods SFS and SFFS [25], the evaluation values of subsets are
decided by the minimums of corresponding training accuracy and validation
accuracy. From the table, the proposed method obtains the highest overall and
detail accuracies except class 4.

Table 4. Comparison of classification accuracy with two sequential search methods
when 18 bands selected

proposed SFS SFFS
All features
Training set 97.50(0.96) - -
Testing set 92.23(2.24) - -
18 features
Training set 99.93(0.37) 100.0 100.0
Testing set 92.48(0.95) 88.35 88.07

79.00 0.23 5.63 3.13
1.27 86.70 0 0.03
3.47 0.07 82.60 1.87
4.67 0.60 5.50 77.23

73 0 4 11
2 86 0 0
9 0 71 8
4 0 3 81

70 0 4 14
1 86 0 1
8 1 72 7
3 1 2 82

Confusion
matrix

5 Conclusion

The paper proposes a new feature selection method based on DPFNNs for high-
dimensional data classification. It involves injection of a noise as an irrelevant
feature to the network, assignment of weights to every bands with the salient
values relative to the noise, preservation of bands with larger salient values and
elimination of redundant bands due to spectral correlation. The method based
on feature weighting is capable of alleviating the computation load which is
heavy for sequential search usually used in NN selectors. Experiment results



Feature Selection for Hyperspectral Data Classification 65

demonstrate the good performance of the proposed DPFNN selector via com-
parison with three common NN selectors and two commonly used sequential
search methods in literature.
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Abstract. Most NDR algorithms need to solve large-scale eigenvalue problems or 
some variation of eigenvalue problems, which is of quadratic complexity of time 
and might be unpractical in case of large-size data sets. Besides, current algorithms 
are global, which are often sensitive to noise and disturbed by ill-conditioned ma-
trix. In this paper, we propose a novel self-organizing NDR algorithm: SIE. The 
time complexity of SIE is O(NlogN). The main computing procedure of SIE is 
local, which improves the robustness of the algorithm remarkably. 

1   Introduction 

As an important subject of machine learning, dimension reduction (DR) can relevantly 
imitate essentially formal characters of abstraction ability of human intelligence. Any 
meaningful understanding depends on high correlation among huge observations [1]. 
The goal of DR is to make use of correlations to found the compressed representation 
and abstract description of the universe. 

Classical linear dimension reduction algorithms, such as PCA and CMDS is easy to 
implement and can find real linear subspace structures in higher dimension space. But 
linear dimension reduction algorithms cannot illuminate nonlinear manifold structure 
[2]. Joshua B. Tenenbaum et al and Sam T. Roweis et al proposed two seminal 
nonlinear dimension reduction (NDR) algorithms: Isomap [2] and LLE [3], respec-
tively. A few sequential researches are inspired by their work, e.g., Laplacian Eigen-
map [4] and Hessian Eigenmap [5]. But all algorithms mentioned above suffer some 
flaws in common. First, these algorithms need to solve large-scale eigenvalue problems 
or its variations, which are usually of quadratic time complexity and might be unprac-
tical in case of large-size data sets. Second, current algorithms are global, which are 
often sensitive to noise and disturbed by ill-conditioned matrix. Recently, K. Dimitris 
proposed a locally self-organizing NDR algorithm SPE [6]. But simulations show that 
the reconstruction precision of SPE is far inferior than algorithms based on spectral 
method, e.g., Isomap.  

In this paper, we propose SIE (Self-organizing Isometric Embedding) that combines 
the advantages of global algorithms and self-organizing algorithms. The time com-
                                                           
* The research is supported by natural science fund of Tianjin (granted no 05YFJMJC11700). 
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plexity of SIE is O(NlogN). Besides, the main computing procedure of SIE is local, 
which improves the robustness against noise, circumvents the trouble introduced by 
ill-conditioned matrix and facilitate distributed processing. 

2   Algorithm 

We introduce the SIE algorithm first and explain how it works later. Let P1,P2,…,Pn  be 
n-point configuration in RM. We need to embed P1,P2,…,Pn in a lower dimension em-
bedding space Rm to form n-point configuration Q1,Q2,…,Qn, which preserves the 
pair-wise manifold distance, e.g., geodesic distance [2], among all points in 
P1,P2,…,Pn. Define cost function S |dM(i,j)-dm(i,j)|, 1 i<j n, where dM(i,j) is the 
geodesic distance between point Pi and Pj, dm(i,j) is the Euclidian distance between Qi 
and Qj. The geodesic distance of SIE is similar to that of Isomap, but SIE permits 
nonsymmetrical geodesic distance, which can depress noise (see the 4th section). 

SIE adopt self-organizing principle to optimize S. There are three main computing 
procedures in SIE. First, select a set of anchor points from input points set, find 
k-neighbors of all input point and computing the geodesic distance from anchors points 
to all points by means of a standard algorithm of graph shortest distance [2]. Secondly, 
embed the anchor points set by mean of a basic self-organizing embedding algorithm 
(algorithm 2-1). Lastly, embed all non-anchors points according to their geodesic dis-
tance relative to anchor points. 

Algorithm 2-1: Basic n-point configuration self-organizing embedding algorithm 
Algorithm input: The geodesic distance {dM(i,j)} among P1,P2,…,Pn RM, 1 i, j n, 

m (embedding dimension), steps (the number learning steps), and  (learning rate). 
Algorithm output: n-point configuration Q1,Q2,…,Qn in embedding space Rm. 
1)  Initialize n-point configuration Q1,Q2,…,Qn Rm randomly. 
2)  Outer cycle i=0:1:steps 
3)   x=mod(i,n)+1 
4)   Qx=0 
5)   Inner cycle y=1:1:n 
6)    Compute the Euclidean distance dm(x,y) between Qx and Qy 
7)    Compute the error of distance exy=dM(x,y)-dm(x,y) 
8)    Compute offset vector Qx= Qx-  tanh(exy) (Qy-Qx)  
9)   Inner cycle finishes. 
10)  Qx=Qx+ Qx 
11)  Outer cycle finishes. 
12)  Return Q1,Q2,…,Qn. 
Simulation shows that algorithm 2-1 can effectively reconstruct n-point configura-

tion for small n (n<100). Based on algorithm 2-1, SIE is depicted as follow. 

Algorithm2-2: Self-organizing Isometric Embedding algorithm (SIE) 
Algorithm input: The Euclidean distance {dME(i,j)} among P1,P2,…,Pn RM, 1 i, 

j n, m(embedding dimension), steps (learning step), and  (learning rate). 
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Algorithm output: n-point configuration Q1,Q2,…,Qn in embedding space Rm. 

1) Choose na (the number of anchor points) such that na m+2. 
2) Select na points from P1,P2,…,Pn as anchor points set notated by {Ai}, i=1,2,…,na, 
3) Compute the geodesic distance {dM(Ai, Pj)}, 1 i na, 1 j n, among all points in 

{Ai} and P1,P2,…,Pn. 
4) Initialize n-point configuration Q1,Q2,…,Qn Rm randomly. 
5) Making use of algorithm 2-1, reconstruct {Ai} in Rm to form the embedding of 

{Ai} according to pair-wise geodesic distance among anchor points. 
6) Making use of algorithm 2-1, reconstruct all non-anchor points in Rm to form 

Q1,Q2,…,Qn according to pair-wise geodesic distance among anchor points and 
non-anchor points. 

Based on local conditions, i.e., geodesic distances from anchor points set to a 
non-anchor point, SIE can achieve global isometry embedding. It can be demonstrated 
that local conditions imply global isometry with probability one as long as the size of 
anchor points set is proper, i.e., na m+2 [8]. 

3   Complexity Analysis of the Algorithm 

The time cost of SIE lies on two computing procedures. The first procedure computes 
geodesic distance among anchor points and all points of the sample set. By means of 
Dijkstra algorithm with binary heap [7], its time cost is O(naElog(N)) where na is the 
number of anchor points, E is the number of edges and N is the number of samples. In 
most cases, we only embed data sets into low-dimensional space. So na can be fixed in 
an interval such as from 10 to 30. SIE adopts k-Neighbors to compute geodesic distance 
such that E=kN. So the time cost of Dijkstra algorithm is O(NlogN). Then SIE recon-
structs all points based on their geodesic distance from anchor points. Since na is usu-
ally far least than N, the time cost of reconstructions of anchor points can be ignored. 
The reconstructions of non-anchor points are independent with one another. The time 
cost of reconstructing one point is O(bna), where b is a constant. Therefore, the overall 
computing cost in this procedure is O(N). So the total time complexity of SIE is 
O(NlogN). Comparing with the algorithms whose reconstructing effect is approximate 
to SIE, SIE gains a speedup of O(N/logN). 

4   Simulation Results 

Define normalized cost NS |dM(i,j)-dm(i,j)| / dM(i,j), 1 i<j n, to evaluate  
reconstructing quality of NDR algorithms quantitatively. To verify the robustness of 
SIE against noise, two kinds of noise are considered: noise leading to false free-degrees 
(notated as FDN) and noise leading to false connectivity (notated as FCN).  

FDN are obviously separated from factual manifold and often lead to false 
free-degrees. For analytical NDR algorithms, such as Isomap, FDN will influence re-
constructing manifolds globally and depress reconstructing quality. Following the local  
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self-organizing principle, SIE can effectively reduce the global effect of FDN and gain 
optimized reconstructing quality. When reconstructing Swiss data set [2] with FDN in 
2-dimensional embedding space, the NS of Isomap, LLE, SPE and SIE are 0.0345, 
8.049, 0.5726/0.031 and 0.0157/0.001 respectively. Since SPE and SIE are random 
algorithms, we run 50 random instances respectively and calculate NS’s mean and 
standard deviation (the two numbers separated by “/”) among results of runs. FDN 
points are produced by the following rule: translating data points whose parameters  
locate in interval (9.1,9,2)∪(11.1,11.2)∪(12.9,13.0) along with the outer normal of 
manifold’s tangent plane with probability 0.5, the translation scaling is 20. We select 
optimal parameters configures for the above fours algorithm respectively. In Fig. 1, 
sub-figures (a) and (b) show two-dimensional projection and three-dimensional 
manifold of Swiss data with FDN, sub-figures (c)-(f) show the corresponding recon-
structing manifold of SIE, Isomap, LLE and SPE respectively.

FCN is the noise leading to false connectivity, which distort the global topology of 
embedding manifold and depress the embedding quality markedly. FCN is produced by 
the following rule: every sample points translate along with the normal (inner or outer) 
of manifold’s tangent plane with probability 0.05, the translation scaling is 2. The 
sub-figure (a) and (b) of Fig. 2 show two-dimensional projection and three-dimensional 
manifold of Swiss data with FDN. Since Isomap adopt analytical embedding technique 
and eigenvalue computing is involved, the geodesic distance matrix should be sym-
metric to insure the availability of CMDS. So the isolated FCN points are easy to de-
stroy the manifold’s global topology. The similar problem trouble LLE. Following the 
self-organizing principle, SIE permits a directional graph representation of sample set 
and non-symmetric matrix of geodesic distance could be used in SIE. As a result, 
though the distance of noise points to non-noise points might be finite, the distance of 
non-noise points to noise points are likely to be infinite. Thus the influence of a few 
noise points on manifold’s global topology can be eliminated effectively. Sub-figures 
(c)-(f) show the reconstructing result of SIE, Isomap, LLE and SPE respectively. Ob-
viously, the result of SIE is the only qualitatively correct one. Since geodesic distance 
matrices of Isomap and SIE are different in the case of data set with FCN, we will not 
compare the NS of their embedding results. 

5   Conclusions 

SIE may be criticized for problems of parameters selection. Actually, there exist ef-
fective rules of parameters identification. The number of anchor points should be great 
than m+2., where m is embedding dimensions. For the sake of reconstructing precision, 
na are often selected from 5m to 10m. Learning rate  is not a sensitive parameter. 
Simulations show that fine reconstructing quality can be achieved with  attenuating 
from 1/na to 0.01/na linearly. 

SIE is of O(N/log(N)) speedup compared with analytical algorithms and robust 
against noise. Therefore it is suited for applications in large-scale data set, such as text 
analysis, biology information and web data mining etc. 
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(a) 2D projection       (b) 3D manifold         (c) SIE (k=11) 

   

(d) Isomap (k=11)       (e) LLE (k=30)            (f) SPE 

Fig. 1. Swiss data set with FDN 

   

(a) 2D projection         (b) 3D manifold          (c) SIE (k=11)       

   

(d) Isomap (k=11)       (e) LLE k=30          (f) SPE 

Fig. 2. Swiss data set with FCN
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Abstract. In the artificial neural networks (ANNs), feature selection is a well-
researched problem, which can improve the network performance and speed up 
the training of the network. The statistical-based methods and the artificial in-
telligence-based methods have been widely used to feature selection, and the 
latter are more attractive. In this paper, using genetic algorithm (GA) combining 
with mutual information (MI) to evolve a nearoptimal input feature subset for 
ANNs is proposed, in which mutual information between each input and each 
output of the data set is employed in mutation in evolutionary process to pur-
posefully guide search direction based on some criterions. By examining the 
forecasting at the Australian Bureau of Meteorology, the simulation of three 
different methods of feature selection shows that the proposed method can re-
duce the dimensionality of inputs, speed up the training of the network and get 
better performance.  

1   Introduction 

In the artificial neural networks (ANNs), feature selection is a well-researched prob-
lem, aimed at reducing the dimensionality and noise in input set to improve the net-
work performance and speed up the training of the network [1].  
    Many algorithms for feature selection have been proposed. Conventional methods 
are based on the statistical tools, such as the partial F-test, correlation coefficient, 
residual mean square [2,3,4,5] and mutual information (MI) [6,7,8,9]. Although the 
statistical-based feature selection techniques are widely used, they suffer from many 
limitations [10]. Firstly, most of them are computationally expensive, because the 
comparison of all feature subsets is equivalent to a combinatorial problem whose size 
exponentially increases with the growing number of features. Secondly, the selected 
feature subset cannot be guaranteed optimal. For example, in the mutual information 
method, selecting a fixed number of inputs from a ranked list consisting of combina-
tions along with single entries is somewhat problematical, and once a feature is added 
at an early step, it cannot be removed although it may not constitute the best subset of 
features in conjunction with the later selected features. Finally, there are a number of 
parameters that need to be set a priori. For example, the number of features added or 
removed, the significance level for selecting features and the final feature size.  
                                                           
1 This work is supported by High-tech Industrialization Special Research Project of China 
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    Because the problem of feature selection can be formulated as a search problem to 
find a nearoptimal input subset, so the artificial intelligence techniques, such as ge-
netic algorithm (GA), is used to selects the optimal subset of features [11,12, 13]. In 
contrast with the statistical-based methods, the artificial intelligence-based methods 
are more attractive, as they can find nearoptimal feature subset in lower computa-
tional cost and the search process involves no user selectable parameters, such as the 
final feature size and the signification level etc.. In addition, they have the potential to 
simultaneous network evolution and feature selection. In most GA-based methods, 
only the correct recognition rate of a certain neural network is utilized to guide the 
search direction. In [14], Il-Seok Oh proposed the hybrid GAs for feature selection, 
which embeds local search operations into the simple GA, but useful information such as 
statistical information between inputs and outputs in data set don’t be added in search 
process. 
    In this paper, we proposed a new feature selection scheme for ANNs via genetic 
algorithm using mutual information. In this method, mutual information (MI) between 
input and output is employed in mutation in GA to purposefully guide the evolution-
ary search direction based on some criterions, which can speed up the search process 
and get better performance. By examining the forecasting at the Australian Bureau of 
Meteorology [15], the simulation of three different methods of feature selection 
shows that the proposed method can reduce the dimensionality of inputs, speed up the 
training of the network and get better performance. 
The rest of this paper is organized as follows. Section 2 describes mutual information 
(MI) and GA. Section 3 the hybrid of GA and MI is used to evolve an optimum input 
subset for an ANN. Section 4 presents experimental results in a real forecasting prob-
lem. The paper is concluded in Section 5. 

2   Background 

2.1   Definition of Mutual Information 

In the information theory founded by Shannon [16], the uncertainty of a random vari-
able C  is measured by entropy )(CH . For two variables X  and C , the condi-

tional entropy )|( XCH  measures the uncertainty about C  when X  is known, 

and MI, );( CXI , measures the certainty about C  that is resolved by X . Appar-

ently, the relation of )(CH , )|( XCH  and );( CXI  is: 

                             );()|()( CXIXCHCH +=                                         (1) 

or, equivalently, 

           )|()();( XCHCHCXI −= , 

    As we know, the goal of training classification model is to reduce the uncertainty 
about predictions on class labels C  for the known observations X  as much as pos-

sible. In terms of the mutual information, the purpose is just to increase MI );( CXI  
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as much as possible, and the goal of feature selection is naturally to achieve the higher 
);( CXI  with the fewer features.  

With the entropy defined by Shannon, the prior entropy of class variable C  is ex-
pressed as 

                               
∈

−=
Cc

s cPcPCH )(log)()(                                         (2) 

where )(cP  represents the probability of C , while the conditional entropy is 

)|( XCH  is 

                
∈

−=
x

Cc
s dxxcpxcpxpXCH ))|(log)|()(()|(                    (3) 

    The MI between X  and C  is 

                         
∈

=
Cc

xs dx
xpcP

xcp
xcpCXI

)()(

),(
log),();(                       (4) 

    Mutual information can, in principle, be calculated exactly if the probability density 
function of the data is known. Exact calculations have been made for the Gaussian 
probability density function. However, in most cases the data is not distributed in a 
fixed pattern and the mutual information has to be estimated. In this study, the mutual 
information between each input and each output of the data set is estimated using 
Fraser & Swinney’s method [9]. 
    The mutual information of independent variables is zero, but is large between two 
strongly dependent variables with the maximum possible value depending on the size 
of the data set. And this assumes that all the inputs are independent and that no output 
is in fact a complex function of two or more of the input variables. 

2.2   Genetic Algorithm 

GA is an efficient search method due to its inherent parallelism and powerful capabil-
ity of searching complex space based on the mechanics of natural selection and popu-
lation genetics. The method of using GA to select input features in the neural network 
is straightforward. In GA, every candidate feature is mapped into individual (binary 
chromosomes) where a bit “1” (gene) denotes the corresponding feature is selected 
and a bit of “0” (gene) denotes the feature is eliminated. Successive populations are 
generated using a breeding process that favors fitter individuals. The fitness of an 
individual is considered a measure of the success of the input vector. Individuals with 
higher fitness will have a higher probability of contributing to the offspring in the 
next generation (‘Survival of the Fittest’).  
    There are three main operators that can interact to produce the next generation. In 
replication individual strings are copied directly into the next generation. The higher 
the fitness value of an individual, the higher the probability that that individual will be 
copied. New individuals are produced by mating existing individuals. The probability 
that a string will be chosen as a parent is fitness dependent. A number of crossover 
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points are randomly chosen along the string. A child is produced by copying from one 
parent until a crossover point is reached, copying then switching to the other parent 
and repeating this process as often as required. An N bit string can have anything 
from 1 to N-1 crossover points. Strings produced by either reproduction or crossover 
may then be mutated. This involves randomly flipping the state of one or more bits. 
Mutation is needed so new generations are more than just a reorganization of existing 
genetic material. After a new generation is produced, each individual is evaluated and 
the process repeated until a satisfactory solution is reached. The procedure of GA for 
feature selection is expressed as follows: 

 Procedure of genetic algorithm for feature selection 
 Initialization 
     N     →     Population size 

     P      →     Initial population with N  subsets of Y 

     cP     →     Crossover probability 

     mP    →     Mutation probability 

     T     →     Maximum number of generations 

     k      →     0 
 Evolution 
     Evaluation of fitness of P   
     while ( k  < T  and P  does not converge)  do 
  Breeder Selection 

  Crossover with cP  

  Mutation with mP  

  Evaluation of fitness of P  Replication 
  Dispersal 
  1+k →  k  

3   The Proposed Method for Feature Selection 

In order to reduce time of calculating MI between single input and output in the whole 
data set, we randomly select some data from data set with probability 0.5 to construct 
a data set named MI set. Using Fraser & Swinney’s method, the mutual information 

ix  between each candidate input and each output in MI set is estimated, which con-

struct a data set },...,1,{ NixD i == , ix  represents the mutual information of i th 

candidate input, and N  means there are N  candidate inputs.  

    Then calculate the mathematical statistics of ix : the mean 
_

x  and standard devia-

tion Ns  
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    In GA, we use mutual information between each candidate input and each output to 
guide the mutation based on some criterions, as follows: 

                           

∈
∈
∈

=

2

3

1

0

1

Dxrand

Dx

Dx

g

i

i

i

i                                                (7) 

where ig  represents i th gene in a binary chromosome, it means i th candidate input. 

If the mutual information ix  of i th candidate input belongs to 1D , it means it is a 

highly correlated input for each output, so include it into input feature subset; if the 

mutual information ix  of i th candidate input belongs to 2D , it means it is a general  

correlated input for each output, so randomly include it into input feature subset; If 

the mutual information ix  of i th candidate input belongs to 3D , it means it is little 

correlated input for each output, so exclude it from input feature subset. 
    The procedure of the proposed method for feature selection is same as the proce-

dure of GA for feature selection except the step of “mutation with mP ”. 

 Mutation with mP  

  If ix  of i th candidate input belongs to 1D , include it into input 

  feature subset; 

  If ix  of i th candidate input belongs to 2D , randomly include it 

  into input feature subset; 

  If ix  of i th candidate input belongs to 3D , exclude it from input 

  feature subset. 
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4   Experimental Studies 

The temperature data for Australia was taken from the TOVS instrument equipped 
NOAA12 satellite in 1995 [13]. Infrared sounding of 30km horizontal resolution was 
supplemented with microwave soundings of 150 km horizontal resolution. This data 
set was used to evaluate the techniques for selecting the input subset. A number of 
single output networks were developed, each estimating the actual temperature at one 
of 4 pressure levels (1000, 700, 300 & 150 hPa) given the radiances measured by 
satellite. These are four of the standard pressure levels (levels 1, 3, 6 and 9) measured 
by satellite and radiosonde sounders. The input set of TOVS readings to be used by 
these networks was extracted using each of the three techniques: GA, MI [6] and the 
proposed method. The appropriate target output temperature was provided by collo-
cated radiosonde measurement. 
    In MI method, a common input vector length of 8 was used as initial experimenta-
tion had proved this to be a suitable value. In GA and the proposed method, N =50, 

T  =60, cP =0.6 and mP =0.02. And the m-12-1 network uses a learning rate of 0.1 

and momentum of 0.8 for 10,000 iterations, where m represents the number of inputs. 
And the fitness function is defined to be RMSE/1 , and the root mean square error 
(RMSE) is calculated by 

                              2/12 ))(( −= rYYRMSE                (8) 

where rY  is the desired target value, and Y  is the output of network.  

    After selecting an optimal input subset using one of the above techniques, these 
inputs were assessed by means of an evaluation neural network whose architecture 
was chosen based on initial experiments. The network used 12 hidden neurons and 
was trained using fixed parameters to facilitate comparison between the various tech-
niques. It was trained for 2000 passes through the data set using a learning rate of 0.1 
and a momentum of 0.8. The network was tested after each pass though the training 
data with the best result being recorded. The overall performance of this testing net-
work was assumed to reflect the appropriateness of this particular selection of inputs. 
    The results reported are the mean RMSE values obtained from training the ten 
evaluation networks at each level and should be a reasonable reflection of the inherent 
worth of the input selection. The results using the full input set (all available inputs) 
are included in the table for comparison. Mean of RMSE (K) derived from all 3 tech-
niques and using all inputs for levels 1,3, 6 & 9 is indicated in Table 1, and selected 
input subset is indicated in Table 2. 

Table 1. Mean of RMSE (K) derived from all 3 techniques and using all inputs 

 Full GA MI the proposed method 
Level 1 2.9 2.6 2.7 2.4 
Level 3 2.7 2.9 3.6 2.8 
Level 6 2.6 2.5 2.4 2.2 
Level 9 3.9 3.6 3.4 3.3 
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Table 2. Selected input subset for various levels 

 GA MI the proposed method 
Level 1 1, 3, 7, 15, 17, 18, 

19, 20, 21 
22, 20, 14, 1, 2, 4, 

13, 12 
3, 8, 14, 20, 22, 4, 2  

Level 3 0, 3, 6, 8, 10, 11, 14, 
15, 17, 18, 19, 21 

4, 21, 17, 15, 20, 3, 
1, 9 

1, 3, 4, 7, 10, 11, 14, 15, 
17, 18, 19, 20, 22 

Level 6 3, 6, 8, 14, 18, 21 14, 20, 4, 3, 15, 13, 
22, 12 

14, 20, 3, 4, 18, 13 

Level 9 0, 4, 6, 8, 14, 16, 17, 
18, 22 

13, 14, 5, 4, 8, 6, 12, 
20 

4, 5, 6, 8, 12, 14, 20 

 

    Table 1 indicates that the proposed method exhibited better performance than the 
other techniques at all levels. GA was marginally better than MI, outperforming it in 
levels 1 and 3. Level 3 is interesting in that all three techniques produced networks 
with worse performance, especially MI. This seems to indicate that the predictive 
capability at this level is spread more across the inputs – there is less redundancy of 
information. It should be noted that at this difficult level GA and the proposed method 
outperformed MI. 
    Table 2 indicates that although there is considerable similarity between GA and the 
proposed method there are substantial differences between the inputs selected, and 
GA and the proposed method selected the different number of inputs for all level, 
especially in level 3, the number of inputs is large than MI, which explains the reason 
why the performance of them is better than MI. In contrast with GA, the proposed 
method can get more little number of inputs without loss of performance, and the 
content of input subset is the hybrid of that GA and MI. In addition, it was found that 
there was very little increase in performance after 43 generations for the proposed 
method, but 56 generations for GA. 

5   Conclusion 

We proposed an effective feature selection scheme using genetic algorithm (GA) 
combining with mutual information (MI), in which mutual information between each 
input and each output of the data set is employed in mutation in evolutionary process 
to purposefully guide search direction based on some criterions. By examining the 
forecasting at the Australian Bureau of Meteorology, the simulation of three different 
methods of feature selection shows that the proposed method can reduce the dimen-
sionality of inputs, speed up the training of the network and get better performance. 
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Abstract. This paper proposes a new classification method termed Rec-
tified Nearest Feature Line Segment (RNFLS). It overcomes the draw-
backs of the original Nearest Feature Line (NFL) classifier and possesses
a novel property that centralizes the probability density of the initial
sample distribution, which significantly enhances the classification abil-
ity. Another remarkable merit is that RNFLS is applicable to complex
problems such as two-spirals, which the original NFL cannot deal with
properly. Experimental comparisons with NFL, NN(Nearest Neighbor),
k-NN and NNL (Nearest Neighbor Line) using artificial and real-world
datasets demonstrate that RNFLS offers the best performance.

1 Introduction

Nearest Feature Line (NFL) [1], a newly developed nonparametric pattern clas-
sification method, has recently received considerable attention. It attempts to
enhance the representational capacity of a sample set of limited size by using
the lines passing through each pair of the samples belonging to the same class.
Simple yet effective, NFL shows good performance in many applications, includ-
ing face recognition [1] [2], audio retrieval [3], image classification [4], speaker
identification [5] and object recognition [6].

On the other hand, feature lines may produce detrimental effects that lead
to increased decision errors. Compared with the well-known Nearest Neighbor
(NN) classifier [7], NFL has obvious drawbacks under certain situations that
limit its further potential. The authors of [8] pointed out one of the problems –
extrapolation inaccuracy, and proposed a solution called Nearest Neighbor Line
(NNL). This extrapolation inaccuracy may lead to enormous decision errors in
a low dimensional feature space while a simple NN classifier easily reaches a
perfect correct classification rate of 100%. Another drawback of NFL is interpo-
lation inaccuracy. Distributions assuming a complex shape (two-spiral problem
for example) often fall into this category, where, by the original NFL, the inter-
polating parts of the feature lines of one class break up the area of another class
and severely damage the decision region.
� Corresponding author.

L. Wang and Y. Jin (Eds.): FSKD 2005, LNAI 3614, pp. 81–90, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



82 H. Du and Y.Q. Chen

In this paper, a new nonparametric classification method, Rectified Nearest
Feature Line Segment (RNFLS), is proposed that addresses both of the above-
mentioned drawbacks and significantly improves the performance of NFL. The
original NFL can conceptually be viewed as a two-stage algorithm – building rep-
resentational subspaces for each class and then performing the nearest distance
classification. We focus mainly on the first stage. To overcome extrapolation
inaccuracy, Nearest Feature Line Segment subspace (NFLS-subspace) is devel-
oped. For the interpolation inaccuracy, the “territory” of each sample point and
each class is defined, and we obtain Rectified Nearest Feature Line Segment sub-
space(RNFLS-subspace) from NFLS-subspace by eliminating those feature line
segments trespassing the territory of other classes. As a result, RNFLS works
well for all shapes of sample distribution, which is a significant improvement.

Another remarkable advantage of RNFLS is that it centralizes the probability
density of the initial sample distribution. We show, in an experiment, that the
decision region created by RNFLS gets closer to the one built by using the op-
timal Bayesian rule, bringing the correct classification rate higher. Comparisons
with NN, k-NN, NFL, NNL using artificial and real-world datasets demonstrate
that the proposed RNFLS method offers remarkably superior performance.

2 Background

2.1 The Nearest Feature Line Method

The Nearest Feature Line (NFL) [1] method constructs a feature subspace for
each class, consisting of straight lines passing through every pair of the samples
belonging to that class. The straight line passing through samples xi, xj of the
same class, denoted by xixj , is called a feature line of that class. All the feature
lines of class ω constitute an NFL-subspace to represent class ω, denoted by
Sω = {xω

i x
ω
j |xi, xj ∈ ω, xi �= xj}, which is a subset of the entire feature space.

During classification, a query point q is classified to class ω if q assumes the
smallest distance to Sω than to any other Sω′ , (ω �= ω′) . The distance from q
to Sω is

d(q,Sω) = min
xixj∈Sω

d(q, xixj). (1)

= min
xixj∈Sω

‖q − pij‖ (2)

where pij is the projection point of q onto line xixj .
The projection point can be computed by

pij = (1− μ)xi + μxj , (3)

where

μ =
(q − xi).(xj − xi)
(xj − xi).(xj − xi)

. (4)
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2.2 Shortcomings

NFL extends the samples of one class by adding the straight lines linking each
pair. A good argument for doing this is that it adds extra information to the
sample set. The extra information, however, is a double-edged sword. When a
straight line of one class trespasses into the territory of another class, it will lead
to increased error probability. There are two types of trespassing, causing two
types of inaccuracies: extrapolation inaccuracy and interpolation inaccuracy.

Fig.1(a) shows a classification problem in which the extrapolation inaccuracy
occurs. The query q, surrounded by four “cross” sample points, is in the territory
of the “cross” class, leading to the expectation that q should be classified to the
“cross” class. But the extrapolating part of feature line x1x2 makes the distance
from q to x1x2 smaller. Thus, d(q,Scircle) < d(q,Scross), and NFL will assign q
the label “circle”, not “cross”. This is very likely to be a decision error. Similarly,
the interpolation inaccuracy caused by the interpolating part of a feature line is
illustrated in Fig.1(b).

(a) (b)

Fig. 1. (a)Extrapolation inaccuracy. (b)Interpolation inaccuracy.

The above inaccuracies are drawbacks that limit the applicability of NFL.
In the following section we pursue a more systematic approach in which a new
feature subspace for each class is constructed to avoid both drawbacks. The
original advantage of NFL that linearly extending the representational capacity
of the original samples is retained in our method.

3 Rectified Nearest Feature Line Segment

3.1 Using Feature Line Segments

To avoid extrapolation inaccuracy, we propose to use line segments between
pairs of the sample points to construct a Nearest Feature Line Segment subspace
(NFLS-subspace) instead of the original NFL-subspace to represent each class.
Let Xω = {xω

i |1 ≤ i ≤ Nω} be the set of Nω samples belonging to class ω. The
NFLS-subspace (S̃ω) representing class ω is
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Fig. 2. Distance (solid lines) from feature
points to feature line segment x̃ixj

Fig. 3. The territory of “cross”-samples
shown in dashed circle

S̃ω = {x̃ω
i x

ω
j |1 ≤ i, j ≤ Nω}, (5)

where x̃ω
i x

ω
j denotes the line segment connecting point xω

i and xω
j . Note that a

degenerative line segment x̃ω
i x

ω
i (1 ≤ i ≤ Nω), which is a point in the feature

space, is also a member of S̃ω.
The distance from a query point q to an NFLS-subspace S̃ω is defined as

d(q, S̃ω) = min
x̃ixj∈S̃ωk

d(q, x̃ixj) (6)

where
d(q, x̃ixj) = min

y∈x̃ixj

‖q − y‖. (7)

And to calculate d(q, x̃ixj), there are two cases. If xi = xj , the answer is simply
the point to point distance,

d(q, x̃ixi) = ‖q − xi‖. (8)

Otherwise, the projection point p of q onto xixj is to be located first by using
Equ.(3) and Equ.(4). Then, different reference points are chosen to calculate
d(q, x̃ixj) according to the position parameter μ. When 0 < μ < 1, p is an
interpolation point between xi and xj , so d(q, x̃ixj) = ‖q − p‖. When μ < 0,
p is a “backward” extrapolation point on the xi side, so d(q, x̃ixj) = ‖q − xi‖.
When μ > 1, p is a “forward” extrapolation point on the xj side, so d(q, x̃ixj) =
‖q − xj‖. Fig.2 shows an example.

In the classification stage, a query q is classified to class ωk when d(q, S̃ωk
)

is smaller than the distance from q to any other S̃ωi (ωi �= ωk).

3.2 Rectifying the Feature Line Segment Subspace

The next step is to rectify the NFLS-subspace to eliminate interpolation inac-
curacy. Our motivation is to have the inappropriate line segments removed from
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the NFLS-subspace S̃ωk
for each class ωk,. The resulting subspace denoted by

S̃∗
ωk

is a subset of S̃ωk
termed Rectified Nearest Feature Line Segment subspace

(RNFLS-subspace).

Territory. We begin with the definitions of two types of territories. One is
sample-territory, Tx ∈ �n, that is the territory of a sample point x; the other
is class-territory, Tω ∈ �n, that is the territory of class ω. Suppose the sample
set X is {(x1, θ1), (x2, θ2), ..., (xm, θm)}, which means xi belongs to class θi. The
radius rxk

of the sample-territory Txk
is,

rxk
= min

∀xi,θi 
=θk

‖xi − xk‖. (9)

Thus,
Txk

= {y ∈ �n|‖y − xk‖ < rxk
}. (10)

The class-territory Tωk
is defined to be

Tωk
=

⋃
θi=ωk

Txi, (xi, θi) ∈ X. (11)

In Fig.3, the points denoted by “circle” and “cross” represent the samples from
two classes. Each of the “cross”-points (y1, y2, y3) has its own sample-territory
as shown by the dashed circle. The union of these sample-territories is Tcross.
Tcircle is obtained in a similar way.

Building RNFLS-subspace. For class ωk, its RNFLS-subspace S̃∗
ωk

is built
from the NFLS-subspace S̃ωk

by having those line segments trespassing the class-
territories of other classes removed. That is

S̃∗
ωk

= S̃ωk
− Ũωk

, (12)

where ’−’ is the set difference operator, and

Ũωk
= {x̃ixj |∃ωy, ωk �= ωy ∧ x̃ixj ∈ S̃∗

ωk
∧ x̃ixj ∩ Tωy �= φ}

= {x̃ixj |∃(xy , θy) ∈ X, x̃ixj ∈ S̃∗
ωk
∧ ωk �= θy ∧ d(xy , x̃ixj) < rxy}. (13)

Classifying Using RNFLS-subspaces. To perform classification using
RNFLS-subspaces is similar to using NFLS-subspaces, since the only difference
between an RNFLS-subspace and an NFLS-subspace is S̃∗

ωk
= S̃ωk

− Ũωk
, where,

except for some removed line segments, S̃∗
ωk

is still a set consisting of line seg-
ments. The distance measure from a query point to the RNFLS-subspace remains
the same.

3.3 Analyzing the Centralization Property

In many real-world pattern recognition problems, samples from one class tend
to scatter around a certain center point because of systematic error and random
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Fig. 4. Calculating Nω
a for a uniform sample point density on a disk

noise. Gaussian distribution is an example. Two scattered classes may overlap
each other, causing decision errors. Compared with the original ideal sample
distribution without noise, the NFLS-subspace of each class has an impressive
property – distribution centralization, which can be viewed as the converse of
scattering. With the help of NFLS-subspace, the distribution overlapping is re-
duced, and the probability distribution grows closer to the original. And so, we
get a higher correct classification rate.

The simplest case to show the centralization property is when the distribution
is uniform in a two-dimensional feature space. Suppose that the sample points
of class ω are uniformly distributed in a disk D whose radius is R and the center
is at O, as shown in Fig.4. For the NFLS-subspace of the class, consider a small
region M(a, r) (a ≤ R), that is a round area with an arbitrarily small radius r
and distance a from O. Let Nω

a be the probability of a randomly selected feature
line segment of class ω passing through M(a, r).

Proposition 1. Given an arbitrarily small r, Nω
a is decreasing on a.

Proof. We calculate Nω
a in a polar coordinate system by choosing the center of

M(a, r) as pole and −−→OM as polar axis. For a line segment X̃Y passing through
M(a, r), given one endpoint X(ρ, θ) in D, the other endpoint Y has to appear
in the corresponding �M1M2HG, as shown in Fig.4. Thus we obtain

Nω
a =

∫∫
D

1
πR2A(ρ, θ)ρdρdθ

=
∫ 2π

0

∫ |MC|

0

1
πR2A(ρ, θ)ρdρdθ (14)

where A(ρ, θ) is the probability that the randomly generated endpoint Y appears
in �M1M2HG,

A(ρ, θ) =
1

πR2

[1
2
(2r + |GH |) · |MG|+ o(r)

]
(15)

According to Equ.(14) and (15)

Nω
a =

2r(R2 − a2)
(πR2)2

∫ 2π

0

√
R2 − a2 sin2 θ · dθ + o(r). (16)
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Thus, for a fixed r, Nω
a gets smaller when a gets larger.

Proposition 1 indicates that the distribution of line segments in the NFLS-
subspace is denser at the center than at the boundary if the original sample
points distribution is under a uniform density. A Gaussian distribution can be
viewed as a pile-up of several uniform distribution disks with the same center
but different radius. It is conjectured that this centralization property also ap-
plies to the Gaussian case, and can be extended to classification problems in
which the overlapping is caused by noise scattering of two or more classes under
similar distribution but different centers. It reverses the scattering and achieves
a substantial improvement.

4 Experiment Results and Discussions

The performance of the RNFLS method is compared with four classifiers - NN, k-
NN, NFL and NNL - using two artificial datasets as well as a group of real-world
benchmarks widely used to evaluate classifiers. The results on these datasets,
representing various distributions and different dimensions, demonstrate that
RNFLS possesses remarkably stronger classification ability than the other four
methods.

4.1 The Two-Spiral Problem

The two-spiral problem is now included by many authors as one of the bench-
marks for evaluation of new classification algorithms. The two-spiral curves in a
two-dimensional feature space is described as follows

spiral1 :
{
x = kθ cos(θ)
y = kθ sin(θ) spiral2 :

{
x = kθ cos(θ + π)
y = kθ sin(θ + π) (17)

where θ ≥ π/2 is the parameter. If the probability density of each class is uni-
form along the corresponding curve, an instance of such distribution is shown in
Fig.5(a).

In our experiment, Gaussian noise is added to the samples so that the distri-
bution regions of the two classes may overlap each other, as shown in Fig.5(b).
If the prior distribution density were known, according to the optimal Bayesian
rule, Fig.5(d) should be the optimal decision region. This, however, can hardly
be achieved because the only information we have is from a finite number of
sample points.

The original NFL is not a good choice for this classification problem. We
may imagine how fragmented the decision region is carved up because of its
interpolation and extrapolation inaccuracy. The decision region created by NN
rule is shown in Fig.5(e). When it comes to RNFLS, Fig.5(c) is the RNFLS-
subspaces and Fig.5(f) is the corresponding decision region. Compared with the
decision region created by NN, RNFLS produces a much better one in which the
boundary is smoother and some incorrect regions caused by isolated noise points
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(a) (b) (c)

(d) (e) (f)

Fig. 5. (a)Two-spiral problem. (b)Two-spiral problem with Gaussian noise. (c)RNFLS
subspaces. (d)Bayesian decision region. (e)NN classification result. (f)RNFLS classifi-
cation result.

is smaller. This significant enhancement can be attributed to the centralization
property.

As a concrete test, let θ ∈ [π/2, 3π] and the Gaussian noise is of a variance
σ = 1.7 and an expectation μ = 0. We produce 500 points according to the
well-defined distribution, where 250 belong to class ω1 and the other 250 belong
to class ω2. Then, half of them are randomly chosen to form the sample set and
the remaining half constitute the test set. The classifiers, NN, k-NN(k=3), NFL,
NNL and RNFLS, are applied to this task for 10 times, and Table 1 shows the
results.

Table 1. Performance evaluation on the two-spiral problem using NN, 3-NN, NFL[1],
NNL[8] and RNFLS. (CCR: correct classification rate, percentage)

Classifier CCR (average) CCR (min) CCR(max)
NN 83.2 80.4 85.3
k-NN(k=3) 85.3 83.2 87.3
NFL 53.2 49.8 56.7
NNL 72.4 69.0 78.0
RNFLS 86.1 84.0 88.2
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4.2 Real-World Classification Problems

We test the RNFLS classifier on a group of real-world datasets as listed in
Table 2. All of the datasets are obtained from the U.C. Irvine repository [9].
Since we do not deal with the issue of missing data, instances with missing
values are removed. For the fairness of the procedure, attributes of the instances
are standardized (normalized) by their means and standard deviations before
submitted to the classifiers. The performance in CCR is obtained using the
leave-one-out procedure.

Table 2. CCR(%) for NN, 3-NN, NFL, NNL and RNFLS on the real-world datasets

Dataset #Classes #Instances #Attributes NN 3NN NFL NNL RNFLS
1 iris 3 150 4 94.7 94.7 88.7 94.7 95.3
2 housing 6 506 13 70.8 73.0 71.1 67.6 73.5
3 pima 2 768 8 70.6 73.6 67.1 62.8 73.0
4 wine 3 178 13 95.5 95.5 92.7 78.7 97.2
5 bupa 2 345 6 63.2 65.2 63.5 57.4 66.4
6 ionosphere 2 351 34 86.3 84.6 85.2 87.2 94.3
7 wpbc 2 194 32 72.7 68.6 72.7 54.1 75.8
8 wdbc 2 569 30 95.1 96.5 95.3 64.0 97.2

It can be seen that RNFLS performs well on both two-category and multi-
category classification problems in both low and high dimensional feature spaces.
This is encouraging since these datasets represent real-world problems and none
of them is specially designed to suit a specific classifier. Since one common char-
acteristic of real-world problems is distribution dispersing caused by noise, the
centralization property of RNFLS helps improving the correct classification rate.

5 Conclusions and Future Work

A new classification method RNFLS is developed. It enhances the representa-
tional capacity of the original sample points and constitutes a substantial im-
provement to NFL. It works well independent of the distribution shape and the
feature-space dimension. In particular, viewed as the converse of sample scatter-
ing, RNFLS is able to centralize the initial distribution of the sample points and
offers a higher correct classification rates for common classification problems.

Further investigation into RNFLS seems warranted. In the rectification pro-
cess it would be helpful to reduce the runtime-complexity, perhaps using some
kind of probability algorithms. It may also be helpful to treat the trespassing
feature line segments more specifically, for example, finding a way to cut off
a part of a trespasser instead of eliminating the whole feature line segments.
Also worth more investigation is the centralization property, which might be of
great potential.
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Abstract. Recently, Biometrics-based personal identification is regarded as an 
effective method of person's identity with recognition automation and high per-
formance. In this paper, the palmprint recognition method based on Hu invari-
ant moment is proposed. And the low-resolution (75dpi) palmprint image 
(135×135 Pixel) is used for the small scale database of the effectual palmprint 
recognition system. The proposed system is consists of two parts: firstly, the 
palmprint fixed equipment for the acquisition of the correctly palmprint image 
and secondly, the algorithm of the efficient processing for the palmprint  
recognition. 

1   Introduction 

The recent developments in information technology have energized the ongoing stud-
ies of personal identification using physiological characteristics of an individual. The 
physiological characteristics used in personal identification should be only available 
for each individual and they should have features that are consistent over time. The 
physiological characteristics satisfying above conditions may include fingerprints, 
face, iris and retina of the eye, veins on back of the hand, and palmprints. Presently, 
there are wide variety ongoing studies of Biometrics system which recognize an indi-
vidual by identifying the specific characteristics for that individual. 
    There are many fields which objectives are supervising security and personal iden-
tification may largely emphasize the importance of using mechanical devices which 
are scientific methods to employ personal identification. The fingerprint is regarded 
as the most representative application for a personal identification data which demon-
strates unique features for every individual and its consistency in formation through-
out the lifetime. 
    The dermal pattern of a palmprint[1] is completely formulated at birth like the fin-
gerprints and the pattern that is formed would not change over lifetime thus it could 
be used as the tool for personal identification. However, there are difficult problems 
associated when applying the palmprints as the identification tool due to the following 
aspects such as the locations of the specific patterns which are to be classified or or-
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ganized tend to be widely spread out thus larger amount of processing data than the 
fingerprints would be needed and the difficulties in obtaining data correctly from the 
regions through the input device. Moreover, there may be problems affecting the 
formation or the location of specific patterns generated from the partial damages in 
the regions of those specific patterns due to the conditions of the hand usage, however 
principal lines, wrinkles, ridges and minutiae point which are found in palmprint may 
provide effective means of personal identification[2,3]. Furthermore, the fingerprint 
tend to have intensive amount of information in a very limited region thus it could be 
forged partially and people like factory employees may have their fingerprints erased 
due to the nature of their work. Palmprints may be more secured than fingerprints 
since they are less likely to be erased or changed and they have a strong tendency 
against the forgeries due to the wide distributions of detectable locations in identify-
ing the data.  
    We proposed the palmprint identification algorithm using invariant moments. The 
palmprint fixed equipment was designed and installed into the scanner to better attain-
ing the specific region of the palmprint accurately. And the following items; the his-
togram equalization, the smoothing filter and the binarization block[4] were inserted 
into the palmprint identification process in ways to compensate for those partial dam-
ages in palmprint. The Hu invariant moments[5] were applied for identifying the 
palmprint and the palmprints with low resolution of 75 dpi (dots per inch) were used 
as the input data in order to minimize the amount of data processing and palmprint 
identification activation period. 

2   The Palmprint Acquisition System 

The palmprint acquisition system composed of the palmprint fixed equipment and the 
palmprint extraction section to acquire the palmprint image that may have little or no 
changes. In order to minimize the calculation period of palmprint authentication sys-
tem, the palmprint image with resolution of 75 dpi (dot per inch) was selected by 
considering the reference [3] and the size of palmprint image was fixed to 135 135 
pixel after replicated experiments. 

3   The Palmprint Authentication Algorithm 

The palmprint authentication algorithm proposed in this paper is composed of 5 sys-
tematic steps listed as followings; the histogram equalization, the smoothing filter, the 
Otsu binarization, the invariant moment and the search algorithm. 
    The histogram equalization and the smoothing filter allow the accurate distinctions 
for background regions and wrinkles as well as principle lines of palmprints which are 
needed in the palmprint identification system. Moreover, they also provide subtle 
protections against the changes occurring in brightness or the damages in palmprints. 
The binarization process is the process to transfer the palmprint image into the binary 
data of ‘0’ and ‘1’ thus allow the calculations of invariant moment. This invariant 
moment calculation would provide an original value of palmprints for distinguishing 
each individual. Fig. 1 shows the proposed algorithm of palmprint authentication. 
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Fig. 1. The Proposed Algorithm of Palmprint Identification 

4   Experiment and Result 

4.1   Palmprint Database 

The performance of proposed algorithm was measured by collecting total 378 units of 
palmprints from 189 people by using the palmprint acquisition device designed in this 
paper. The palmprints were provided by 168 males and 21 females between the ages 
of 21 to 28. The acquired palmprints are in the size of 135 135 pixels and any possi-
ble changes that might occur rotationally and positionally were minimized by using 
the palmprint fixed equipment. 
    In order to establish the palmprint database, one palmprint was measured 3 times 
and 5 units of the Hu invariance moment were collected from each palmprint. And 
then the average of 3 moments was calculated to complete the database.  

4.2   The Palmprint Authentication 

The matching sequence of the Hu invariance moments stored in palmprint database 
and those moments of input palmprints sent from the palmprint acquisition device 
was selected as the palmprint authentication technique. The input palmprint was 
authenticated as the valid palmprint if the Euclidean distance between the stored and 
input was below the certain value. 
    The performance of the proposed algorithm was compared to the authentication 
system [3] after selecting the most advanced system among the authentication systems 
based on the hand shape, the finger prints and the palmprint. Table 1 shows the values 
of FAR and GAR and the marked section would be optimally suggested FAR and 
GAR in [3]. 

Table 1. FAR and GAR performance measured using 3rd run authentication 

Critical value (coeff.)  FAR(/)[%]  GAR(1-/)[%] 
0.001 55 0.038 7 98.1 
0.002 71 0.049 7 98.1 
0.003 79 0.055 6 98.4 
0.004 125 0.087 4 98.9 
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5   Conclusion 

The palmprint authentication algorithm based on the invariance moment was pro-
posed in this paper. This technique largely constituted of the palmprint acquisition 
system and the palmprint authentication system. The palmprint acquisition system 
utilized the palmprint fixing device to provide the accuracy in palmprint image acqui-
sition and in order to shorten the time needed for the invariance moment calculations, 
it composed of various image processing steps such as the histogram equalization, the 
smoothing filter, and Otsu Binarization. And by allowing the palmprint authentication 
system to calculate the invariant moment for those palmprint data which passed 
through the image processing steps, it was installed with the structure to authenticate 
the palmprint using the algorithm which searched the minimum Eucledean distance 
with the data stored in the database.  

In this paper, FAR, FRR and GAR of proposed algorithm were calculated after ac-
quiring 378 units of palmprint data from 198 students. As shown in Table 1 FAR and 
GAR measurements of the proposed algorithm after inserting the re-authentication 
process algorithm contributed 0.038% and 98.1% for FAR and GAR respectively 
while maintaining the critical value at 0.001. This result suggested that it was im-
proved by 0.002% and 0.1% for FAR and GAR than selecting [3] as the comparative 
data in this paper. 
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Abstract. In this paper, we extend the locally nearest neighbor classifiers to 
tackle the nonlinear classification problems via the kernel trick. The better per-
formance is confirmed by the handwritten zip code digits classification experi-
ments on the US Postal Service (USPS) database. 

1   Introduction 

The Nearest Neighbor (NN) classifier is one of the most popular nonparametric tech-
niques in pattern recognition. It finds the training sample that is closest to the query 
sample in the training data set. It was shown in literature [4] that the one nearest 
neighbor classifier has asymptotic error rate at most twice the Bayes error [3]. In 
practice, however, the performance of the NN classifier is always limited by the 
available samples of the training data set. To overcome this problem, Zheng et al. [5] 
proposed the locally nearest neighbor classifiers based on the locally linear embed-
ding (LLE) method [2]. The nearest neighbor line (NNL) method and the nearest 
neighbor plane (NNP) method [5] are two special cases of this method. However, a 
major drawback of the locally nearest neighbor classifiers is that they only work well 
in the case that the training data set is linearly separate, and will fail for nonlinearly 
separate problems. Thus it is necessary to extend the locally nearest neighbor classifi-
ers to be suitable for the nonlinear case. 

Motivated by support vector machine (SVM) [4] and kernel principal component 
analysis (KPCA) [1], in this paper we propose the generalized locally nearest 
neighbor classifiers, which are the extensions of the locally nearest neighbor classifi-
ers via the kernel trick. The main idea of this method is to map the input space into a 
high-dimensional (even infinite dimensional) feature space with linearly separate 
properties, and then perform the locally nearest neighbor classifiers in the feature 
space, where the kernel trick is used to make the computation possible.  

2   Generalized Locally Nearest Neighbor Classifiers 

2.1   Locally Nearest Neighbor Classifiers 

Let 
iNjci

j
i ,,1;,,1}{ === xX  be an n -dimensional sample set with N  elements belonging 

to c classes, where x 
j
i is the jth sample of the ith class, and Ni is the number of the 
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samples in the i th class. Let x  be the query sample. Then the NNL )2()1(
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Fig. 1. An NL example, where x  is the query sample, )1(N

ix  and )2(N
ix  are two neighbors of  

x  in i th class 

 
    The NNL classifier can be easily extended to the NNP classifier [5] by adding one 
neighbor of the query in each class, or even more general form: K-nearest neighbors 
space (K-NNS) classifier, where K (K>2) nearest neighbors of the query x  in the i th 
class are used to construct a K-neighbors space (K-NS) i

kNNN )()2()1(S , which is 

spanned by the K-nearest neighbors under the constraint that the weights sum to one. 
More specifically, let )()2()1( kN

i
N
i

N
i xxx  be the K nearest neighbors of the query 

x  in the i th class, then the K-NS in the i th class is defined as  

=
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The K-NNS is then defined as the K-NS which has the smallest distance to the query 

x . In other words, let 
*

)()2()1(
c

kNNNS  denote the NNS of x , then we have 

),(minarg )()2()1()()2()1(

* i
kNNN

i

c
kNNN d SxS =  (3) 

where i
kNNN

i
kNNNd )()2()1()()2()1( ),( pxSx −=  stands for the distance between x  and 

i
kNNN )()2()1(S , ⋅  stands for the Euclidean distance, i

kNNN )()2()1(p  is the projection of the 

query point onto the neighbor space i
kNNN )()2()1(S . 
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2.2   Generalized Locally Nearest Neighbor Classifiers  

Let X  be mapped from the input space into the reproducing kernel Hilbert space F  
through a nonlinear mapping Φ : 

F→Φ X: , )( j
i

j
i xx Φ→  

Let )(xΦ  and )(yΦ  be the two mappings of x  and y  in F , then the dot product of 
these two points in F  can be calculated according to the kernel function:  

)())(()(),(),( xyyxyx ΦΦ>=ΦΦ=< Tk  

where >⋅⋅< ,  stands for the inner product operator [1].  
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    Let i
kNNN )()2()1(p  be the projection of )(xΦ  onto i
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According to literatures [2, 5], the coefficients )( j
it  can be calculated by 

−

−

=
lm lm

k jkj
it 1

1

)(

C

C
 ( kj ,,1= )  (7) 

where kmkllm ,,2,1;,,2,1)( === CC  calculated using the following formula: 

),(),(),(),(

))()(())()((
)()()()(

)()(

kN
i

jN
i

jN
i

kN
i

kN
i

TjN
ijk

kkkk xxxxxxxx

xxxxC

+−−=

Φ−ΦΦ−Φ=
  (8) 

    According to the definition of KNNS, the K-generalized nearest neighbors space 
(K-GNNS) associated with the query sample )(xΦ  is given by 
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    Based on the nearest rule, the query sample )(xΦ  is therefore classified into the 
*c th class.  

3   Experiments 

In this experiment, we will perform the handwritten character classification task on 
the US Postal Service (USPS) zip code digits database to test the performance of the 
proposed method. The USPS database contains 9298 data points with dimensionality 
256, where 7291 points are used as training data and 2007 points as test data [1]. The 
polynomial kernel defined by dTk )(),( yxyx =  is used over the experiments, where d  
is the degree of the polynomial kernel. Table 1 illustrates the experimental results of 
the test error rates using different degree of the polynomial kernel on the different 
choice of the nearest neighbors, and Table 2 shows the best classification error rates 
of several systems on the USPS database, From Table 1, we can see that the general-
ized locally nearest neighbor classifiers achieves better performance than the  
linear  ones.  Especially, when the polynomial kernel with degree three and 11 nearest  

Table 1. The experimental results of the test error rates on the USPS handwritten digit database 
by using KNNS 

Test error rate for polynomial degree (%) Number of near-
est neighbors  1 2 3 4 5 
K = 2 5.08 4.53 4.43 4.58 5.38 
K = 3 4.63 4.19 4.14 4.43 4.83 
K = 5 4.33 4.14 4.24 4.14 4.58 
K = 7 4.14 3.89 3.84 4.09 4.58 
K = 9 4.09 4.09 3.94 4.04 4.43 
K = 11 4.33 3.94 3.69 4.09 4.48 
K = 13 4.38 4.09 3.84 4.14 4.43 

neighbors (K=11) are used, we can obtain the classification error rate as low as 3.69%, 
whereas the best result obtained by the original linear nearest neighbor classifiers is 
4.09% (where K=9 are used). Table 2 also shows that the proposed method is competi-
tive with the nonlinear SVM method (= 4.0%) [6], the KPCA method (= 4.0%) [1], and 
the convolutional five-layer neural networks method (= 5.0%) [7]. In addition to the 
better recognition performance, it is also notable that the computational cost of the 
proposed method is much less than both the KPCA method and the SVM method.  
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Table 2. Classification error rates of several systems on the USPS database 

Methods K-
GNNS 

K-NNS KPCA [1] SVM [6] Neural Net-
works [7] 

Error Rates (%) 3.69 4.09 4.0 4.0 5.0 

4   Conclusion 

In this paper, we have presented generalized locally nearest neighbor classifiers via 
the kernel trick and applied them to the digit character classification task. The ex-
perimental results on USPS handwritten zip code digits database have shown that the 
proposed method can achieve better performance than the original locally linear near-
est neighbor classifiers.  
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Abstract. Nearest Neighbor (NN) classification assumes class condi-
tional probabilities to be locally constant, and suffers from bias in high
dimensions with a small sample set. In this paper, we propose a novel
cam weighted distance to ameliorate the curse of dimensionality. Dif-
ferent from the existing neighbor-based methods, which only analyze
a small space emanating from the query sample, the proposed nearest
neighbor classification using cam weighted distance (CamNN) optimizes
the distance measure based on the analysis of the inter-prototype rela-
tionships. Experiments show that CamNN significantly outperforms one
nearest neighbor classification (1-NN) and k-nearest neighbor classifica-
tion (k-NN) in most benchmarks, while its computational complexity is
competitive with 1-NN classification.

1 Introduction

In a classification problem, given C pattern classes and N labelled training
prototypes, the NN classifier, a simple yet appealing approach, assigns to a
query pattern the class label of its nearest neighbor [1]. When the sample size
approaches infinity, the error rate of NN classifier converges asymptotically, for
all sample distributions, to a value between L∗ and 2L∗(1−L∗), where L∗ is the
Bayes risk [2] [3].

The finite sample size of many real world problems poses a new challenge.
The statistics of x0 may no longer be the same as that of its nearest neighbor. So,
Many methods [4] [5] [6] [7] have been proposed to modify the distance metric or
measure in order to make the finite sample risk be closer to the asymptotic risk.

The existing methods however tackle this problem only from the aspect of the
query point. These methods [4] [5] [6] [7] take advantage of the local information
around the query point. These approaches only examine a small local region
surrounding the query sample, and the most of the inter-prototype information
is neglected.

The proposed CamNN classifier optimizes the distance measure from the as-
pect of prototypes based on the analysis of the inter-prototype relations. Our mo-
tivation comes from the understanding that prototypes are not isolated instances.
� Corresponding author.
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(a) (b)

Fig. 1. Figure (a) shows a traditional 1-NN classification. Figure (b) shows 1-NN classi-
fier with ideal Cam contours. The dash lines are the equi-distance contours around the
prototypes. The black solid line in each figure is the corresponding decision boundary.

The nearby prototypes actively affect the confidence level of the information pro-
vided by the prototype being considered. So, not only should the distance mea-
sure to one prototype vary with orientation, the distance measure to each proto-
type should also be treated discriminately according to its different surroundings.

From Figure 1, it can be seen clearly that an orientation sensitive distance
measure can greatly improve the classification performance. For a traditional
NN classification shown in the left, the equi-distance contour is circular because
of the isolation assumption. When deformable cam contours are adopted for
the prototypes, reflecting the attraction and repulsion they receive from their
neighbors, the decision boundary becomes smoother and more desirable as is
shown in Figure (b).

Figure 2 presents another common situation, where one prototype of Class
2 falls into an area with many prototypes of Class 1, and shows that it could
be more reasonable if each prototype is granted a different but appropriate dis-
tance scale. The traditional NN classification treats all the prototypes equally
regardless of their surroundings, so that a large region S1 will be decided to be-
long to Class 2, likely leading to higher error rate. However, the prototypes are
not isolated instances, the inter-prototype relationships should not be neglected.
Because of the great weakening effects the solitary prototype receives from its
oppose neighbors, the distance measure scale of this prototype is diminished and
then the region belonging to Class 2 is compressed from S1 to the smaller S2,
which should be more desirable and reasonable.

While the idea of optimizing the distance measure from the aspect of pro-
totypes and constructing an orientation sensitive and scale adaptive distance
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Fig. 2. S1 (containing S2) is the region of Class 2 by the traditional NN classification.
S2 is the region of Class 2 by a revised NN classification, who considers the inter-
prototype relations and compresses the distance scale when measuring the distance to
the solitary prototype of Class 2.

measure may seem obvious, few proposal along this line could be found in the
literature. A literature review is provided in Section 4.

2 Cam Weighted Distance

In a classification problem, each prototype can be regarded as the center of a
probability distribution and the similarity to the prototype can be expressed by
the corresponding class-conditional probability. In the traditional NN method,
the distribution can be a standard normal distribution so that the Euclidean
distance is equivalent to the class-conditional probability. However, because of
the attraction, repulsion, strengthening effect and weakening effect each proto-
type receives from its neighbors, the standard normal distributions have actually
been greatly distorted.

We construct a simple yet effective transformation X = (a + b · Y ′τ
‖Y ‖ ) · Y to

simulate such a distortion, where Y denotes the original distribution and τ is a
normalized vector denoting the distortion orientation. We call the eccentric distri-
bution Cam Distribution, if Y subjects to a standard normal distribution. For each
prototype representing a Cam distribution, its neighbor prototypes are used to es-
timate the corresponding distribution parameters a, b, and τ . When a, b, and τ are
obtained, an inverse transformation can be performed to eliminate the distortion.
Such an inverse transformation will lead to the proposed cam weighted distance.

2.1 Cam Distribution

Definition 1 (Cam Distribution). Consider a p-dimensional random vector
Y = (Y1, Y2, . . . , Yp)T that takes a standard p-dimensional normal distribution
N(0, I). Let a random vector X be defined by the transformation
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X = (a + b · Y
′τ

‖Y ‖) · Y, (1)

where a > b ≥ 0 and τ is a normalized vector. Then the distribution of X is
called the Cam distribution, denoted as X ∼ Camp(a, b, τ).

Theorem 1. If a random vector X ∼ Camp(a, b, τ), then

E(X) = c1 · b · τ (2)

and
E(‖X‖) = c2 · a, (3)

where c1 and c2 are constants:

c1 = 21/2/p · Γ (p+1
2 )/Γ (p

2 )

c2 = 21/2 · Γ (p+1
2 )/Γ (p

2 ).
(4)

2.2 Cam Weighted Distance

As mentioned above, the cam distribution is an eccentric distribution that bi-
ases towards a given direction. It is obtained from a standard normal distribution
by the transformation X = Y · (a + b cos θ). In this model, the Euclidean dis-
tance is not suitable to directly describe the similarity, since the assumed normal
distribution has been distorted. Instead, we firstly restore the distortion by an
inverse transformation Y = X/(a + b cos θ), and then measure the distance.
This weighted distance redresses the distortion and should be more suitable to
describe the similarity.

Definition 2 (Cam Weighted Distance). Assume x0 ∈ �p is the center of
a Cam Distribution Camp(a, b, τ). The Cam Weighted Distance from a point
x ∈ �p to x0 is defined to be

CamDist(x0, x) = ‖x− x0‖/(a+ b cos θ), (5)

where θ is the included angle of vectors x− x0 and τ .

Figure 3 shows from left to right three cam distributions Cam2(1, 0, [0.8,
0.6]), Cam2(1, 0.4, [0.8,0.6]), and Cam2 (1, 0.8, [0.8, 0.6]) respectively. By ex-
amining the equi-distance contour CamDist(x0, x) = d0, we can find that the
parameter a reflects the overall scale of the distance measure and b reflects the
extent of eccentricity in distance measure. When b = 0, the contour is circular.
As b increases, it looks more like a cam curve. When b approaches to a, the con-
tour becomes a heart curve. In most cases, b is a medium value with respect to
a, which represents a cam contour. That is why we call it cam weighted distance.

We should point out that cam weighted distance measure is just a weighted
distance, but not a metric, since CamDist(x0, x) may not equal to
CamDist(x, x0), and CamDist(x, x0) is even not defined.
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Cam2(1, 0, [0.8, 0.6]) Cam2(1, 0.4, [0.8, 0.6]) Cam2(1, 0.8, [0.8, 0.6])

Fig. 3. Three cam distributions Cam2(1, 0, [0.8, 0.6]), Cam2(1, 0.4, [0.8, 0.6]),
Cam2(1, 0.8, [0.8, 0.6]) are shown up respectively, each one with one hundred
samples. The samples are marked by black dots. The black solid line in each figure is
an equi-distance contour according to the cam weighted distance.

2.3 Parameter Estimation

Parameter estimation has been made simple by Theorem 1. For an arbitrary
prototype xi ∈ D, we assume that it represents a cam distribution and is
the origin of this cam distribution. Then, we use its k nearest neighbors Xi =
{xi1, xi2, . . . , xik} to estimate the parameters of the cam distribution, including
ai, bi and τi.

First, we convert Xi to a set of relative vectors Vi = {vij |vij = xij − xi, j =
1, 2, . . . , k}. Then, we use the gravity of mass, Ĝi, and the averaged vector
length, L̂i ⎧⎪⎨⎪⎩

Ĝi =
∑k

j=1 vij/k

L̂i =
∑k

j=1 ‖vij‖/k
(6)

to estimate E(η) and E(‖η‖) respectively. According to Theorem 1, we get an
estimation to ai, bi, and τi: ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

âi = L̂i/c2

b̂i = ‖Ĝi‖/c1

τ̂i = Ĝi/‖Ĝi‖.

(7)

The above estimation focuses on a single class situation and assumes all k
nearest neighbors of xi have the same class label as xi, but in a multiple-class
classification problem, for an arbitrary prototype xi, its k nearest neighbors
Xi = {xi1, xi2, . . . , xik} may come from other opposite classes, so we should not
use these neighbor prototypes directly for parameter estimation. A simple skill
is employed in our implementation to solve this problem. Assume yi0 is the label
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of xi and yij is the label of the neighbors xij , j = 0, 1, . . . , k. We convert Vi in
Equation (6) to Wi, according to

wij =

⎧⎨⎩vij if yij = yi0

− 1
2 · vij if yij �= yi0,

(8)

where j = 1, 2, . . . , k. Then, Equation (6) is revised to be⎧⎪⎨⎪⎩
Ĝi =

∑k
j=1 wij/k

L̂i =
∑k

j=1 ‖wij‖/k.
(9)

Such a simple transformation not only reserves most of the sample scatter infor-
mation, but also reflects the relative position of the current class to the nearby
opposite classes, so that the orietation information can be reserved.

3 CamNN Classification

The proposed Cam weighted distance can be more suitable for measuring the
similarity than the Euclidean distance in many cases, since it exploits the rel-
evant information of the inter-prototype relationships. So, we propose a novel
classification method CamNN to improve the neighbor-based classifiers by using
the Cam weighted distance.

By the virtue of the simplicity of parameter estimation, the process of
CamNN is fairly simple. Its whole process can be divided into two phases. In

Table 1. CamNN Classification Process

Phase 1: Preprocessing
Given a prototype set D = {xi}, the corresponding class labels C = {yi} and a
parameter k, for each prototype xi ∈ D,

1) Find its k nearest neighbors Xi = {xi1, xi2, . . . , xik}, Xi ⊂ D
2) Obtain Vi from Xi by vij = xij − xi, j = 1, . . . , k
3) Estimate ai, bi, τi according to Equation (6) and (7)
4) Save ai, bi, τi to Ai

Phase 2: Classification
For an arbitrary query q ∈ �p,

5) Calculate the cam weighted distance from q to each prototype xi:
CamDist(xi, q) = ‖q − xi‖/(ai + bi cos θi),

where θi is the included angle of vectors q − xi and τi

6) Find the nearest neighbor x∗ ∈ D, which satifies
CamDist(x∗, q) = minxi∈D CamDist(xi, q)

7) Return the label y∗, where y∗ is the class label of x∗
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the preprocessing phase, for each prototype xi in the training set D, CamNN
firstly finds its k nearest prototypes by the Euclidean distance, and then uses
these k nearest prototypes to estimate the three cam weighting parameters ai,
bi and τi, according to Equation (6) and (7). After this phase, a parameter
matrix A is obtained: Ai = [ai, bi, τi], i = 1, 2, . . . , ‖D‖, so that we will be
able to calculate the cam weighted distance CamDist(q, xi), from any query
point q ∈ �p to an arbitrary prototype xi ∈ D, according to Equation (5).
In the following classification phase, for any query q ∈ �p, we find the proto-
type with the shortest cam weighted distance and assign to q the label of this
prototype. The detailed steps of this proposed method CamNN are listed in
Table 1.

It is remarkable that CamNN is computationally competitive with the tradi-
tional NN classification when it significantly outperforms the traditional NN
classification (See Section 5). Given a classification problem with M proto-
types and N queries, the computational complexity in the preprocessing phase
is O(k ∗ M) and the computational complexity in the classification phase is
O(2 ∗N). Compared with k-NN whose complexity is O(k ∗N) and other sophis-
ticated neighbor-based methods such as [4], [5], [6] and [7], CamNN has great
computational advantage in classification.

4 Literature Review

Hastie [7] introduces Discriminate Adaptive NN classification(DANN) metric
which combines the advantage of Linear Discriminant (LDA) classifier and NN
classifier to ameliorate the curse of dimensionality. For each query, DANN it-
eratively adjusts its metric while searching for the k nearest neighbors. DANN
elongates the distance along the linear discriminate boundary, which is believed
to have improved the performance of k-NN.

Friedman [6] integrates tree-structured recursive partitioning techniques and
regular k-NN methods, to estimate the local relevance of each query point,
and then uses this information to customize the metric measure centered at
the query.

Short [4] uses the k nearest neighbors of the query point to construct a
direction vector, defines the distance as the multiplication of a vector with this
direction vector and then selects the nearest one from k nearest neighbors to
classify the query x0.

From the view point of information retrieval, all of these methods are very
different from our proposed CamNN. All these methods [4] [6] [7] [5] take ad-
vantage of the local information around the query point. They analyze the mea-
surement space around the query point, and study how the neighbors should
be weighted according to their relations with the input point. In contrast, our
proposed CamNN analyzes and takes advantage of the inter-prototype relation-
ships. In many cases, the information of the inter-prototype relationships is
very important, but is difficult to be obtained from the aspect of the query
point.
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5 Experimental Evaluation

We perform two sets of experiments to examine the effects of the cam weighted
distance on the performance of NN classification. To evaluate the improvement
thoroughly, CamNN will also be compared with the k-NN classifier. Especially,
to be fair, we always choose the best k for k-NN classification in each experiment.

5.1 Experiments on Two Artificial Problems

First, we perform experiments to check whether CamNN has fulfilled our motiva-
tion explained in the introduction. The experiment is performed on the problem
shown in Figure 1, and the results of 1-NN, 5-NN and our proposed CamNN
are presented in Figure 4. In another experiment, we apply 1-NN, 5-NN and
CamNN to classify two classes with independent standard normal distribution

1-NN 5-NN CamNN

Fig. 4. The results of 1-NN, 5-NN and CamNN(K=5) are shown up respectively from
the left to the right. Any points in the left grayed area will be classified to Class 1. It
can be seen that the decision boundary of CamNN is more desirable.

1-NN 5-NN CamNN

Fig. 5. The marked points are training data coming from two independent standard
normal distributions centered at O1 and O2 respectively (‖O1 − O2‖ = 2). The classi-
fication results of 1-NN, 5-NN and CamNN (k=5) are shown from left to right. Any
points in the grayed area will be classified to Class 1.
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N(0, I) centered at (-1, 0) and (1, 0) respectively. The classification results are
shown in Figure 5.

It can be seen from both Figure 4 and 5 that, the decision boundary of
CamNN is smoother and closer to the Bayesian decision boundary than those of
1-NN and 5-NN. CamNN greatly outperforming 1-NN in the experiments shows
the great effectiveness of the cam weighted distance in measuring similarity.

5.2 Experiments on UCI Machine Learning Database

UCI machine learning database is a well-known set of benchmarks for ma-
chine learning (http://www.ics.uci.edu/∼mlearn/MLRepository.html). For the
real world datasets in UCI machine learning database, leave-one-out [8] cross-
validation is performed to evaluate the performance. The comparison results of
1-NN, k-NN and CamNN on UCI database are given in Table 2.

Table 2. Comparison Results on UCI datasets

1-NN k-NN CamNNDataset #C #Dim #Samples Error Rate(%) Error Rate(%) K Error Rate(%) K

1 auto-MPG 3 7 392 26.7 26.5 7 24.2 8
2 balance-Scale 3 4 625 19.7 9.8 7 8.4 5
3 bcw 2 9 699 4.9 3.3 7 3.3 9
4 wdbc 2 30 569 4.9 3.2 9 3.5 5
5 ionosphere 2 33 351 13.4 13.4 1 6.8 60
6 iris 3 4 150 5.3 4 7 3.3 6
7 pima 2 8 768 29.3 25.8 5 24.7 4
8 wine 3 10 178 6.7 4.5 3 2.8 7
* The best performer for each dataset is bolded.
* Best k is selected for k-NN classification in each experiment.

Again, CamNN greatly outperforms 1-NN for all data sets and outperforms
k-NN for seven of eight data sets. For the remaining one data set, CamNN is
only slightly inferior to the k-NN classifier. In particular, it can be observed that
CamNN is by far the best performer on ’balance-scale’, ’ionosphere’ and ’wine’.

6 Summary and Conclusions

This paper presents a novel direction to optimize the distance measure for the
neighbor-based classifiers. Our motivation is that the prototypes are not isolated
and by analyzing the inter-prototype relationships, we should be able to obtain
useful relevant information to optimize the distance measure.

We have also proposed a method CamNN to analyze and take advantage
of these inter-prototype relationships. The cam weighted distance, the core of
CamNN, has two essential characters, orientational sensitivity and scale adap-
tivity, which enable it to express the inter-prototype relationships effectively, so
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that a better classification performance is achieved. The efficacy of our method is
validated by the experiments using both artificial and real world data. Moreover,
the proposed CamNN is computationally competitive with 1-NN classification.
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Abstract. Web prefetching technique is one of the primary solutions used to re-
duce Web access latency and improve the quality of service. This paper makes 
use of Zipf’s 1st law and Zipf’s 2nd law to model the Web objects’ popularity, 
where Zipf’s 1st law is employed to model the high frequency Web objects and 
2nd law for the low frequency Web objects, and proposes a PPM prediction 
model based on Web objects’ popularity for Web prefetching. A performance 
evaluation of the model is presented using real server logs. Trace-driven simu-
lation results show that not only the model is easily to be implemented, but also 
can achieve a high prediction precision at the cost of relative low storage com-
plexity and network traffic. 

1   Introduction 

Web access latency is one of the main problems leading to low network QoS, which 
depends on many factors such as network bandwidth, transmission delay, etc. Pres-
ently caching and prefetching techniques are the primary solutions used to reduce 
Web access latency. Web caching technique makes use of the temporal locality prin-
ciple to cache the most frequently used Web objects near the clients, while prefetch-
ing technique is based on the spatial locality principle in order to fetch the most likely 
Web pages before the users take the action. Web caching has been widely used in dif-
ferent places of Internet. However, approaches that rely solely on caching offer lim-
ited performance improvement [1][2] because it is difficult for caching to handle the 
large number of increasingly diverse network resources. Studies have shown that Web 
prefetching technique with smoothing traffic can substantially lower Web access la-
tency [3]. Usually, the hit ratio of caching is ranged from 24% to 45%, no more than 
50% in many cases, but for prefetching, it can improve the hit ratio to 60% or even 
more. Web prefetching is becoming more and more important and demanding 
[1][2][3]. 

An important task for prefetching is to build a simple and effective prediction 
model. Prediction by Partial Match (PPM) is a commonly used technique in Web pre-
fetching, where prefetching decisions are made based on historical URLs in a dy-
namically maintained Markov prediction tree. Existing PPM prediction models, which 
are proposed by T. Palpanas [4] and J. Pitkow [5] etc., have the common limitations 
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that they take too much storage space for storing millions of historical Web pages and 
thus corresponding algorithms are always time-consuming and space-consuming. 

In the work of this paper, we present a prediction model based on Web objects’ 
popularity. By use of the Zipf’s law, we build Web objects’ popularity information 
into the Markov prediction tree; Using Zipf’s 1st law that used to describe the high 
frequency Web objects’ popularity, we only prefetch the most popular Web objects of 
which popularity is bigger than or equal to a threshold value  to control additional 
network traffic; Based on the Zipf’s 2nd law used to depict the low frequency Web 
objects’ popularity, we remove all most unpopular Web objects of which popularity is 
lower than or equal to a threshold value  for reducing model size. The experiments 
have shown that comparing with existing models, not only the model is easily to be 
implemented, but also can achieve a high prediction precision at the cost of relative 
low storage complexity and network traffic. 

The rest of this paper is organized as follows: Section 2 introduces how to make 
use of Zipf’s law to model the popularity of Web objects. Section 3 describes related 
work and presents our PPM prediction model for Web prefetching. The experiment 
results are discussed in Section 4. Section 5 is the summary and conclusions. 

2   Modeling Web Objects’ Popularity 

Many researches show that there are some hot places in the Web objects access distri-
bution [12]. In other words, Web objects include the high frequency objects and the 
low frequency objects.  

Zipf’s 1st law has been used to depict the high frequency Web objects’ popularity. 
Reported values of  from recent studies [6] range from 0.75 to 0.85 at Web servers 
and 0.64 to 0.83 at Web proxies. We model the high frequency Web objects’ popular-
ity by modifying Zipf’s 1st law as follows: 

aiCiP /)( =  ]1,5.0[∈α  (1) 

where parameter C is a constant, i is the rank of popularity and P(i) is the conditional 
probability of the Web page ranking i. The Zipf exponent α  reflects the degree of 
popularity skew, while the proportionality constant C represents the number of re-
quests for the most popular Web page (i=1). Let N represent the total number of the 
high frequency Web pages. Since the sum of all probabilities is equal to 1, then: 

= =N
i iP1 1)(  (2) 

Thus C can be calculated as  
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Zipf’s law described above is also called the high frequency law, because it is valid 
for the high frequency objects but invalid for the low frequency objects. Zipf’s 2nd  
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law is suitable for the description of the low frequency objects access distribution. We 
borrow Zipf’s 2nd law to describe the low frequency Web objects’ popularity, which 
can be modeled as follows  

)1(

2

1 +
=

mmI

I m  (4) 

where m is the critical value for Web low frequency district pages, I1 is the total num-
ber of Web pages of which popularity is 1,while Im for the popularity of m. 

From the Zipf’s 2nd law, we can estimate that objects occurred just once in the to-
tal distinct objects is about 50-60%, objects occurred just twice in the total distinct ob-
jects is about 17%, and for the three times objects, about 8.3%, etc. Studies of Web 
server and Web proxy workloads [6] have shown that usually, the percentage of dis-
tinct documents of total number of requests is between 25% and 40%, many docu-
ments requested from a server are rarely reused, about 15% to 40% of the unique files 
accessed from a Web server are accessed only once and for Web proxy access logs, 
the one-timers can account for more than 50% of the documents. This implies that the 
low frequency Web objects account for a large percentage of the request documents. 
The facts conform to the Zipf’s 1st law and Zipf’s 2nd law approximately. Removing 
the low frequency Web objects can reduce model size to some degree. 

3   Prediction Model 

Prediction by Partial Match (PPM) belongs to the context models [7]. The algorithms 
employing the model in the compression community tend to achieve superior per-
formance. PPM used in Web prefetching describes user’s surfing patterns in a dy-
namically maintained Markov prediction tree. The model that uses m preceding Web 
pages to determine the probability of the next one is called order-m PPM model. An 
order-m PPM model maintains the Markov prediction tree with height m+1which cor-
responds to context of length 0 to m. Each node in a tree represents the access se-
quence of Web pages that can be found by traversing the tree from the root to that 
node. 

3.1   Existing PPM Models 

There are two representative PPM prediction models in Web prefetching. The first 
PPM prediction model is standard PPM model. Figure 1a shows the prediction tree 
structure of the standard PPM model for three access sequences of {CDABA}, 
{ABA}, {ACD}. It uses arbitrary URL for a root node, records every subsequent 
URL and the number of times the URL occurs in the path from the root node in the 
tree rooted by the first URL .For example, the notation B/2 indicates that URL B was 
accessed twice. The advantage of this model is that it is not very complex and is easy 
to be implemented. However, this model takes up too much space because it records 
every accessed URL. 
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The other PPM prediction model is LRS (Longest Repeating Sequences) PPM 
model, which keeps the longest repeating subsequences and stores only long branches 
with frequently accessed URL. The method for building LRS PPM model is: building 
a standard PPM model, then scanning each branch to eliminate non repeating se-
quences. Figure 1b shows the prediction tree structure of the LRS PPM model for 
three access sequences of {CDABA}, {ABA}, {ACD}. Relative to the standard PPM 
model, the LRS PPM model offers a lower storage requirement and higher prediction 
precision. However, because the prediction tree keeps only a number of frequently 
accessed branches, so overall prefetching hit rate can be low, further more, there are 
still many Web pages leading to inaccurate prediction in the LRS PPM model. As a 
result, taking too much storage space for PPM models is still the key problem. 

 

(a)    (b)   (c) 

Fig. 1. Three Models (a) Standard PPM Model (b) LRS PPM Model (c) BWOP PPM Model.

3.2   PPM Model Based on Web Objects’ Popularity 

Our PPM prediction model based on Web objects’ popularity consists of two parts: 
model construction and model prediction. 

(1) Model construction 
Our model (BWOP PPM Model) is built by the use of Web server log file LF. 

Firstly initialize variables; Secondly based on Zipf’s 2nd law, select the pages of 
which popularity is bigger than a threshold value  into Selected_URL; Thirdly trans-
form Selected_URL into a collection of user sessions Session_Set; Fourthly add each 
page in the Session_Set into model tree T; Finally return model tree T. 

BWOP PPM model can be updated as a new page request comes in. In order to fa-
cilitate updating the model an additional data structure cur_web[0…m] keeps track of 
the current context of length j, for 0  j  m.A length-j current context embodies the j 
last pages of the access sequence. Then, a new page request is added to the model in 
the following fashion: 

For each current context of length j, check whether any of the child nodes repre-
sents the new page request. 
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If such a node exists (i.e., the same sequence has been seen before) then set the 
current context of length j+1 to this node, and increase the number of occurrences of 
this context. Otherwise, create a new child node, and proceed with the same opera-
tions above. 

The algorithm for constructing the BWOP model is described as follows: 

Algorithm ModelConstruction (Train LF, Pop-threshold ) 
Begin 
Step1: Tree T=:NULL; 
Step2: Read log file LF; 

Count popularity of each URL, Select the pages 
of which popularity is bigger than a threshold 
value  into Selected_URL; 

Step3: Process Selected_URL into Session_Set; 
Step4: 
For each session S in Session_Set 
Begin 

Cur_web[0]:=root node of T  
Cur_web[1…m]:=NULL  
For each page in S 
For length j=m down to 0 

If cur_web[j] has child-node C representing a 
new page request R 

Begin 
C.Count++  
Cur_web[j+1]:=node C  

End 
Else 
Begin 
Create child node C representing a new page re-
quest R; 
C.Count=:1  
Cur_web[j+1]:=node C  

End 
End 
Step5: Return T 
End 

From three access sequences of {CDABA}, {ABA}, {ACD}, we can easily obtain 
that the popularity of the page A is the highest, the popularity for the page B is higher 
and lowest for the page C and D, though the absolute access times for the page C and 
D is equal to ones for the page B. Figure 1c shows the prediction tree structure of the 
model for three access sequences of {CDABA}, {ABA}, {ACD}. 

(2) Model prediction 
Based on the Zipf’s 1st law used to depict the high frequency Web objects’ popu-

larity, we propose a hybrid prefetch algorithm that uses combination of probability 
and popularity thresholds by “OR” them. The algorithm for constructing PT is de-
scribed as follows, where PT is the popularity table used to track the popularity of 
each requested page before prediction. 
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Algorithm BuildPopularityTable (Selected_URL) 
Begin 
Step1:  
For each URL in Selected_URL 
   If URL exists in PT 
     Begin 

Increase its popularity; 
Age its popularity according to time difference 
of last access time and this access time; 

End 
Else 

Insert a new URL in PT and initialize its popular-
ity to 1; 

Step2:  Return PT 
End 

By the use of prediction model T and popularity table PT, we can predict user’s fu-
ture page request using the last k requests (0 k m) in the current access sequence un-
der the control of popularity threshold POP_TH and probability threshold PRO_TH. 
Model construction and model prediction are not actually two separate phase because 
popularity table PT and cur_web are updated as new page requests arrive. The predic-
tion algorithm is as follows. 

Algorithm HybridPrediction(T PT PRO_TH POP_TH) 
Begin 
Step1:  Initialize a set P of predicted pages P=:NULL; 
Step2: 
For length j=k down to 1 
 For each child-node C of Cur_web[j] 
    Begin  

Fetch the popularity of node C from PT; 
If C.Count/parent. Count>PRO_TH or popularity of 
C>POP_TH 

      P:=P+C; 
End 

Step3: Remove duplicate pages from P; 
Step4: Return P 
End 

4   Experiment Results 

We make the trace-driven simulation by the use of two log files. First data comes 
from NASA [9] that records HTTP requests of two months. Another is from UCB-CS 
[10] that contains HTTP requests of one week. For all log datum, the experiments 
take 4/5 of the log as training set and the remaining 1/5 as prediction set. In each test, 
order-4 PPM models are employed; popularity threshold POP_TH is set to 3. 

For the evaluation of our algorithm, the following performance metrics are defined: 
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(1) Prediction Precision 
Precision=P+/(P++P-) 
If users access the predicted pages in a subsequent prediction window, this predic-

tion is considered to be correct, otherwise it is incorrect. In the above equation, P+ de-
notes the number of correct predictions and P- for the number of incorrect predictions. 

 

Fig. 2. Performance comparison among the three PPM models using NASA log 
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(2) ITR (Traffic Increase Rate) 
ITR= TP-TSP /TT 
where TP stands for the traffic resulting from prefetching, TSP for the traffic re-

sulting from correct prefetching, TT for the traffic required without prefetching. 
(3) Model Size (MS) 
MS refers to the number of nodes in the model.  

Fig. 3. Performance comparison among the three PPM models using  
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Figure 2 compares the performance metrics among the three PPM models using the 
NASA [9] log file. Figure 2a shows that the prediction precisions for the three PPM 
models increase when the probability threshold varies from 0.1 to 0.9. We can find 
that the prediction precision of BWOP model can achieve a relative good perform-
ance and varies more smoothly than the other two models as probability threshold 
changes. There are several reasons to explain what Figure 2a presents. First, the most 
unpopular pages leading to incorrect prediction are removed based on Zipf’s 2nd law; 
Second, the principle of each order matching is employed when making prediction; 
Third, popularity information is considered when prefetching the users’ future page 
requests, accordingly popular pages without passing probability threshold can be pre-
fetched. Figure 2b indicates that traffic increase rates for the three PPM models de-
creases as the probability threshold varies from 0.1 to 0.9. The traffic increase rate in 
BWOP model is not the lowest at the probability threshold of 0.4 to 0.6,even highest 
for the probability threshold of 0.7 to 0.9, however, taking one with another, BWOP 
model achieves relative low traffic increase rate while keeping the traffic increase rate 
augment more smoothly with probability threshold varying. Figure 2c displays that 
the number of nodes stored by each of the three PPM models increase as the number 
of log accumulated days varies from 1 to 6. For the standard PPM model, the number 
of nodes dramatically increase with the number of log accumulated days increasing 
and for LRS PPM model and BWOP PPM model more slowly and keep smaller size, 
the size of BWOP model is slightly smaller than that of LRS PPM model due to the 
space optimizations of combination of popularity information with PPM prediction 
model. 

Figure 3 compares the performance metrics among the three PPM models using the 
UCB-CS [10] log data. Figure 3a shows that the prediction precisions for the three 
PPM models increase when the probability threshold varies from 0.1 to 0.9. Although 
the prediction precision of BWOP model is not the highest when probability threshold 
is bigger than 0.5, it varies more smoothly than the other two models as probability 
threshold changes. What figure 3b and figure 2b show are similar to that of figure 3c 
and figure 2c respectively. Figure 3 and figure 2 indicate that the size of our model is 
relative small, and it achieves the prediction precision of 76%-78% at the cost of traf-
fic increase of 10% when the probability threshold is 0.4. 

5   Conclusions 

Many prefetching models have been discussed in recent years. How to set up an effec-
tive model with high access hit ratio and low cost and complexity is still the goal of 
the research. 

The work of this paper tries to present a simple but effective way of Web prefetch-
ing. Zipf’s 1st law and Zipf’s 2nd law are employed to model the Web objects’ popu-
larity and a popularity-based PPM model is presented. The experiment results show 
that the model has a better tradeoff between prediction precision and model size and 
traffic increase rate at the probability threshold of 0.3 to 0.4. 
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Abstract. Existing sketch recognition algorithms are mainly on recognizing 
single segments or simple geometric objects (such as rectangles) in a stroke. We 
present in this paper an on-line sketch recognition algorithm for composite 
shapes. It can recognize single shape segments such as straight line, polygon, 
circle, circular arc, ellipse, elliptical arc, hyperbola, and parabola curves in a 
stroke, as well as any composition of these segments in a stroke. Our algorithm 
first segments the stroke into multi-segments based on a key point detection al-
gorithm. Then we use “combination” fitting method to fit segments in sequence 
iteratively. The algorithm is already incorporated into a hand sketching based 
modeling prototype, and experiments show that our algorithm is efficient and 
well suited for real time on-line applications. 

1   Introduction 

The de facto method for drawing graphic objects using computer is to use 
mouse/keyboard with the help of toolbar buttons or menu items. However, this is not 
the most natural and convenient way for human beings. In order to adapt such systems 
to users, pen/tablet devices are invented as an important extension of mouse/keyboard 
for input. Now, they are mainly used for handwriting character input or for replace-
ment of the mouse during directly drawing regular shape graphic objects. The most 
convenient and natural way for human beings to draw graphics should be to use a pen 
to draw sketches, just like drawing on a real sheet of paper. This interactive way is 
also called calligraphic interfaces. Moreover, it is even better to recognize and convert 
the sketchy curves drawn by the user to their rigid and regular shapes immediately. In 
this paper, we refer to the approach and process of immediately converting the input 
sketchy composite curve (contains multi-shapes) in a stroke to a serial rigid and regu-
lar geometry shapes as on-line composite shape recognition. 

On-line handwriting recognition is very common to many users and its prevalence 
is increasing. However, very few research works have been done on on-line sketchy 
composite shape recognition. Ajay et al.[1] have proposed an algorithm of recogniz-
ing simple shapes based on filter, but the algorithm is sensitive to orientation and their 
precondition is somewhat too strict. Fonseca et al. [5,6] have extended Ajay’s work 
by providing more filters and using fuzzy logic. However, because of being based on 
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global area and perimeter calculation, these filters can hardly distinguish ambiguous 
shapes such as pentagon and hexagon. Sezgin[9] and Shpitalni[10] gives a method of 
detecting corner point in sketch and a method of curve approximation. Their work is 
valuable for sketch recognition. Liu et al. [7] have proposed a recognition system 
Smart Sketchpad. They have supplied three recognition methods: rule based, SVM 
based and ANN based. And they showed good performance in recognition of single 
shape and simple objects. Qin et al. [8] proposed a sketch recognition algorithm based 
on fuzzy logic in their 2D and 3D modeling system. Their algorithm also shows good 
performance in single shape recognition, however it cannot recognize any sketchy 
composite shape. Arvo et al. [2] also provide an on-line graphics recognition algo-
rithm. Their approach continuously morphs the sketchy curve to the guessed shape 
while the user is drawing the curve. However, their main purpose focuses on the user 
studies of such sketch recognition system. Moreover, their recognition approach only 
handles two simplest classes of shapes (circles and rectangles) drawn in single 
strokes. Chetverikov et al. [3] have presented an algorithm:IPAN99 to detect corner 
point. They have compared IPAN99 with other four corner point detecting algorithms, 
and it shows the best performance. This algorithm is simple, effective and accurate to 
find sketch corner-points. Here, we refined IPAN99 as our key points detecting algo-
rithm. Fitzgibbon et al.[4] have compared several kinds of conic approximation meth-
ods. Their work gives us some good suggestions in conic fitting. 

In this paper, we proposed an on-line sketch recognition algorithm for composite 
shape. It cannot only recognize the basic sketch shape in a stroke, including line, 
polygon (open or closed), ellipse, elliptical arc, circle, circular arc, hyperbola, parab-
ola, but also can recognize the sketchy composite shape in a stroke. 

2   Architecture of Algorithm 

Figure 1 shows the architecture of our on-line sketch recognition algorithm for com-
posite shape. 

 

Fig. 1. Architecture of the sketchy composite shape recognition 

The input is a stroke drawn by a user. A stroke is a trajectory of the pen movement 
on a tablet between the time when the pen-tip begins to touch the tablet and the time 
when the pen-tip is lifted up from the tablet. It is represented in a chain of points.  The 
chain of points is then resampled. 

The density of raw sampling points is relative to the sketching speed. When the 
user sketches slowly or rapidly, the distance between neighbor points can be small or 
large. For correct and effective recognition, we need to resample raw points. The goal 
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of resampling is to delete redundancy points for reducing calculation when raw 
points’ density is high, and to add more points for reducing recognition error when the 
density is low. 

After the raw points are re-sampled, key points are recognized or added for recog-
nizing polygon and other composite shapes. A key point is defined as a point which 
contains the geometric feature of the sketch, such as high curvature point, tangency 
point, corner point and inflexion point. Key points are likely to be the segmenting 
points which separate the composite sketch into multiple simple segments. Here we 
take the key points detection algorithm IPAN99 from Chetverikov[3]. 

After finding the key points, we can construct new sub-chains of points between 
any two key points. For each such sub-chain, we fit the points in the sub-chain by a 
straight line or a conic segment (a circle, a circular arc, an ellipse, an elliptical arc, a 
parabola, and a hyperbola). Since not all key points are the actual segmenting points 
of composite shapes, e.g., we may get 6 key points for a circle, and get a hexagon 
instead of a circle, which is really wanted, we must distinguish the actual segmenting 
points between “false” key points. We combine conic segments if possible. If the 
fitting error exceeds a predefined tolerance, we fit the sub-chain with a B-spline, and 
recursively adding knots to the B-spline to achieve the given tolerance. 

Since a composite shape in a stroke is recognized in a piecewise fashion, the resul-
tant segments may be disconnected and the users’ intended constraints may not be 
maintained. We will modify the end points of each segment to ensure the segments 
are connected for sketch in one stroke. We then estimate geometric relationships such 
as parallel and, perpendicular relationships between neighboring segments within 
given tolerances, and add the applicable constraints to the segments. We can now 
output the recognized composite shapes from the sketch in a stroke. 

3   Key Algorithms 

In the section, we discuss several key algorithms during the recognition process. 

3.1   Algorithm for Detecting Key Points 

This section deals with detection of high curvature points from a chain of points. It is 
well known that human beings are very sensitive to high curvature extreme points. 
Locations of significant changes in curve slope are, in that respect, similar to intensity 
edges. If these characteristic contour points are identified properly, a shape can be 
represented in an efficient and compact way with accuracy sufficient in many shape 
analysis problems. 

Here we take a fast and efficient algorithm of detection of key points based on 
Chetverikov[3]. This algorithm should scan the whole resample chain points two pass, 
so it is also called two-pass scanning. 

Two-pass scanning algorithm defines a corner in a simple and intuitively appealing 
way, as a location where a triangle of specified size and opening angle could be in-
scribed in a curve. A curve is represented by a sequence of points in the image plane. 
The ordered points are densely sampled along the curve. A chain-coded curve can 
also be handled if converted to a sequence of grid points. In the first pass scanning, 
the algorithm scans the sequence and selects candidate key points. The second pass 
scanning is post-processing to remove superfluous candidates. 
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First pass. In each curve point P  the detector tries to inscribe in the curve a variable 

triangle ( P−
, P , P+ ) ( P− is the pre point of P , P+  is the successor point of P ) the 

constrained by a set of simple rules: 
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(a)        (b) 

Fig. 2.  Detecting key points in two pass scanning. (a)First pass scanning: determining if P is a 
candidate point. (b)Second pass scanning: testing P for sharpness non-maxima suppression and 
remove superfluous candidate point. 

Variations of the triangle that satisfy the conditions (1) are called admissible. 
Search for the admissible variations starts from P outwards and stops if any of the 
conditions (1) is violated. (That is, a limited number of neighboring points are only 
considered.) Among the admissible variations, the least opening angle )(Pα is se-

lected. If no admissible triangle can be inscribed, P  is rejected and no sharpness is 
assigned. 

Second pass. The sharpness based non-maxima suppression procedure is illustrated in 
figure 2b. A key point detector can respond to the same corner in a few consecutive 
points. Similarly to edge detection, a post-processing step is needed to select the 
strongest response by discarding the non-maxima points.  

A candidate point P  is discarded if it has a sharper valid neighbor Pv : 

)()( vPP αα > . In the current implementation, a candidate point Pv  is a valid neighbor 

of P  if 
2 2| | maxP P dv− ≤ . As alternative definitions, one can use 2 2| | minP P dv− ≤ or the points 

adjacent to P . 
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Parameters mind , maxd and maxα are the controlling parameters of the two pass 

scanning. mind  sets the scale (resolution), with small values responding to fine cor-

ners. The upper limit maxd is necessary to avoid false sharp triangles formed by dis-

tant points in highly varying curves. maxα is the angle limit that determines the mini-

mum sharpness accepted as high curvature. In IPAN99, they set maxd =5, mind =3 and 

maxα =150 . But in this paper, we should adjust these parameters to adapt for the 

shape size. So we cannot take the maxd and mind  as a const value. And we take two 

relative parameters into account: mindk and maxdk . We substitute mind , maxd  with 

lkd min  and lkd max , l  is the sum of the resample chain of points’ distance. Mean-

while, for limiting the power of l , we take another two parameters into the algorithm: 

minD and maxD ,so the condition(1) has been changed with: 
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Figure 3 shows three key point detection examples: the thick points are the key 
points recognized using the two-pass scanning algorithm, and the thin points are the 
raw re-sampled points. 

 
(a)                                                            (b) 

 
(c) 

Fig. 3.  Samples using two pass scanning.  Notice: Both start point and end point are default  
treated as key points. 

3.2   Algorithm for Conic Approximation 

For points in each sub-chain between any two key points, we approximate them first 
with a straight line or a conic segment. Any conic that does not pass origin point can 
be expressed as follows: 
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And for the conic which passes the origin, we can translate it away the origin, so 
formula (3) is still valid. That is to say, we first move the raw points 

{ }),(),......,,(),,( 1100 nn yxyxyxL  away from the origin point, then fit the curve as in 

formula (3) to get the coefficient vector: ),,,,( 43210 aaaaaa , and then move the conic 

segment back to its original place to get the result. 
We use the Least Squares’ Fitting method to get our coefficient vector:  
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by letting ϕ  to be minimum. The minimization problem can be converted to the fol-
lowing linear equation system:  
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Solve the linear equation system (5), we will obtain the coefficient vec-
tor ),,,,( 43210 aaaaaa . Then we can use translations and rotations to convert (3) to 

the following (6): 
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Formula (6) can only represent circle (A=B, A>0), ellipse (A>0, B>0) and hyper-
bola (A*B<0). By moving and rotating, we can get the conic center C(Cx, Cy) and the 
rotate angleθ  as follows: 
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The standard formula (6) can not represent parabola and line. We solve this prob-
lem according to relation of parameter A, B, the center C and angle θ . 

The flow of fitting conic curve lists as follows: 

(1) Move the re-sampled chain of points { }),(),......,,(),,( 1100 nn yxyxyxL  a dis-

tance d  along the x-axis. 
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(2) Least Squares’ Fitting of the points, and get the conic in forms of (3) and then 
transform it to the form in (6), meanwhile, compute the center C(Cx, Cy)and the rotat-

ing angle θ . Obtain | |
A

k
B

= , k is the ratio of long axis to short axis in ellipse. 

(3) If k >50 or k <0.02, the curve is recognized as a straight line, we get the pa-
rameter of the line using the least square method and terminate the recognition algo-
rithm. Otherwise, go to step (4). 

(4) else if | xC | or | |yC  is larger than a predefined (big) number Cmax, we make an 

educated guess on 
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 as equals zero, and the conic is a parabola. We 

compute the parabola parameters from the coefficient vector ),,,,( 43210 aaaaaa ob-

tained, and translate the parabola back to the original point position. 

(5) else if A>0, B>0 and | k -1|< ck  ( ck =0.2 in our implementation),  meaning that 

the major axis radius and minor axis radius of  the ellipse are very close, and the conic 
is considered as a  circle (or circular arc). The radius of the circle is the average of 

two radii. If A>0, B>0 and | k -1| > ck , the conic is considered as an ellipse (or an 

elliptical arc).  The circle or ellipse or circular/elliptical arc is then transformed back 
to the original point position. We need to determine whether the conic is closed or 
not. We calculate the sum of the triangle angles of the adjacency raw points and the 
center point (positive if clockwise and negative if count-clockwise). If the absolute 
value of the sum is larger than 2π  or near 2π , then we consider the conic is closed. 

(6) If A*B<0, then the conic is considered as a hyperbola. We compute the pa-
rameters from the coefficient vector ),,,,( 43210 aaaaaa obtained, and translate the 

hyperbola back to the original point position. 

3.3   Algorithm for Combination Fitting  

As mentioned above, not all key points will be the real segmenting points of compos-
ite shapes. For example, in Figure 3.c, we sketched a composite shape in a stroke, 
then after detection of key points, we got twelve key points. In fact, key points 2k ,

5k   

and 6k are not real segmenting points of the composite shape. If we directly fit resam-

ple points which located between 1k , 2k and 2k , 3k ,we got an elliptical arc and a line. 

In fact we want to fit resample points between 1k and 3k , and hope to get only one 

elliptical arc. The same thing will happen in recognizing curves 

among 4k , 5k , 6k , 7k . So we should distinguish the real segmenting points from key 

points. Here we take a combination fit method. 
First, we define a fit error: 
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where id is the shortest distance between the raw points and the approximation curve. 
L is the length of the re-sampled curve, and n is the num of re-sampled points.  

“Combination fitting” is a method that regroups sub-chains of points from re-
sampled chains of points based on key points. The destination of combination fitting 
is to delete “false” key points and sub-divide the raw curve into several parts. Each 
part is recognized as a single conic or poly-line. The rule of regrouping is to take r  
serial key points from key points array and make all points between the r  key points 
into one sub-chain of points. Here our combination method is implemented based on a 
window (A, W), where A stands for the index of key points array, and W stands for the 
window’s size. A and W are initialized to be 1 and the length of key points array, 
respectively. Given a re-sampled chain of points R[1~M], where M is the length of 
the chain. Each element in R is a position in 2D space. Given a key points array 
K[1~N], where N is the number of the key points. Each element in K is an index of R. 
We call the following procedure Recognition(L,M,K,N,A,W), and save the recogni-
tion result in the result array RecognitionResult. The algorithm of combination fitting 
lists as follows. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Procedure Recognition( PointArray * resamplepoints, // In: resample points array 
int pointslength,  // In: length of the points array 
KeyPointArray * keypoints, // In: key points array 
int keypointslength,   // In: length of key points array 
int a, int w)   // In: window’s position and size 
{ 
//When window’s size equals to zero or window moves to the end, exit. 
if(w= =0 || a= =N)    return; 
//Using the algorithm of conic fit mentioned in section 3.2, fit resample points which 

locate between key points a and a+w. 
shape=FitResamplePoints(resamplepoints[keypoints[a]~ keypoints[a+w-1] ]  ); 
//Using formula (8), calculate the fitting error s  
s=CalculateError(resamplepoints[keypoints[a]~ keypoints[a+w-1] ], shape ); 
 

if(s<D) {   // D  is a given tolerance 
       //Combination Fitting succeeded, save the shape to result array 

RecognitionResult.Add(shape); 
   //Split the resample chain of points into two sub-chains of points: FRP and SRP, and 

the length of these two arrays are FRL and SRL. 
        FRL=keypoints[a]-1; 

SRL=pointslength-keypoints[a+w-1]; 
FRP=resamplepoints[keypoints[1] ~ keypoints[a]]; 
SRP=resamplepoints[keypoints[a+w-1] ~ pointslength]; 
//Split key points array into two sub key points array: FKP and SKP, the length of ar-
ray is FKL and SKL. 
FKL=a-1; 

  SKL=keypointslength-(a+w-1); 
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4   Experiments and Evaluation 

Figure 4 shows some examples for our proposed composite shape recognition algo-
rithm. We use a computer with CPU PIII 800MHZ, RAM 256M. 

 

 
(a)Hand sketching in a stroke (16 key points).  (b)  Recognition result of  a: Four elliptical arcs 
(recognition time: 0.332 sec) 
(c) Hand sketching in a stroke (25 key points).   (d) Recognition result of c: One circular arc, 
two ellipses and eleven lines (0.554 sec) 
(e) Hand sketching in a stroke (51 key points)   (f) Recognition result of e: One el-
lipse, five elliptical arcs and twenty- five lines (0.742 sec) 

Fig. 4. Examples of hand sketching recognitions for composite shapes.  Notice: The recognition 
result drawn by green color has not been processed using constraints setting. It means that no 
other constraint relationship has been fulfilled. 

  FKP=keypoints[1~a]; 
SKP=keypoints[(a+w-1) ~ keypointslength]; 
if(FRP is not NULL)                                                                                               

Recognition (FRP,FRL,FKP,FKL,1,FKL); 
if(SRP is not NULL) 

               Recognition (SRP,SRL,SKP, SKL,1,SKL); 
} 
else{ 

//Fitting failed. Adjust the window’s size or position    
if(a+w-1<keypointslength)     

a++;        //move window’s position 
else 

      w--; //reduce the window’s size 
Recognition( resamplepoints, pointslength, keypoints, keypointslength,a,w); 

} 
} 
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5   Concluding Remarks 

An on-line sketch recognition algorithm for composite shape is presented. It can not 
only recognize line, polygon, ellipse (elliptical arc), circle (circular arc), parabola, 
hyperbola in a stroke, but can also recognize complex shapes consisting of these basic 
shapes. This algorithm has been used in a 3D sketch based concept modeling proto-
type system. The system provides users a natural, convenient, and efficient way to 
input geometric shapes by hand sketching. 
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Abstract. Axial representation plays a significant role in character
recognition. The strokes of a character may consist of two regions, i.e.
singular and regular regions. Therefore, a method to extract the cen-
tral axis of a character requires two different processes to compute the
axis in theses two different regions. The major problem of most tradi-
tional algorithms is that the extracted central axis in the singular region
may be distorted by artifacts and branches. To overcome this problem,
the wavelet-based amendment processing technique is developed to link
the primary axis, so that the central axis in the singular region can be
produced. Combining with our previously developed method for com-
puting the primary axis in the regular region, we develop a novel scheme
of extracting the central axis of character based on the wavelet trans-
form (WT). Experimental results show that the final axis obtained from
the proposed scheme closely resembles the human perceptions. It is ap-
plicable to both binary image and gray-level image as well. The axis
representation is robust against noise.

1 Introduction

Axis representation of character is especially suitable for describing character
since they have natural and inherent axes [4]. From a practical point of view,
the skeleton-based axis representation of characters by sets of thin curves rather
than by a raster of pixels may consume less storage space and processing time,
and be sufficient to describe their shapes for many applications. It has found
that this representation is particularly effective in extracting relevant features of
the character for optical character recognition [3]. At present, it covers a wide
range of applications, such as handwriting recognition, signature verification,
etc. Thus, we focus on the skeleton representation of character in this paper.

Generally, the axis of a character image is the locus of the midpoints or the
symmetric axis of the character stroke [4]. Different local symmetry analysis
techniques may generate different symmetric axes (hereafter we call it skeleton)
[4,6,14,16].

To serve the purpose of extracting skeleton axis, the character stroke can
be partitioned into regular and singular regions [12]. The singular region corre-
sponds to ends, intersections and turns, and the regular region covers the other

L. Wang and Y. Jin (Eds.): FSKD 2005, LNAI 3614, pp. 130–139, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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parts of the strokes. Thus, the extracting axis process of character based on the
symmetry analysis contains two main steps: (1) Computing the primary skeleton
in the regular region of the character strokes; (2) Amending the skeleton in the
singular region of the character strokes.

To extract the primary axis in the regular region of the character stroke, the
key technique is to construct a local symmetry of the contour of the regular region
of a stroke, and to compute the symmetric center points, which produce the
skeleton. In [14], we developed a new symmetric analysis based on the modulus
maxima of the WT to compute successfully the primary skeleton in the regular
of the character stroke.

Character strokes contain a variety of intersections and junctions, which belong
to the singular region. A major problem with the traditional skeletonization meth-
ods is that their results do not always conform to the human perceptions, since they
often contain unwanted artifacts such as noisy spurs and spurious short branch in
the singular region of character strokes [1,2,4,8]. Although the skeleton is an attrac-
tive representation of character, its application to pattern recognition and image
processing is limited if the artifacts cannot be removed effectively. To remove all
sorts of artifacts from the primary skeleton in their singular region is still another
challenging topic. This paper focuses on developing a simple and efficient wavelet-
based amendment processing to extract the skeleton points in the singular region
of the character strokes. The key of this technique is to position the skeleton points
in the junction of the singular region in terms of three types of characteristic points.
To measure three types of characteristic points, multiscale-based corner detection
technique in [5] is also improved by using a new wavelet function.

The remainder of this paper is organized as follows: For the sake of com-
pleteness, Section 2 is dedicated to review a technique of extracting the primary
skeletonin in our previous work, some more descriptions are given for clarifying
the reasons why construction of new wavelet function is necessary. Amendment
processing is detailed in Section 3. Experimental results are presented in Section
4. The conclusions are described in Section 5.

2 Review of Wavelet-Based Primary Skeleton Extraction

To extract the primary skeleton of the regular region of the character stroke, we
developed a new symmetric analysis based on the modulus maxima of the WT
in our previous works [14]. We also further clarified why a new wavelet function
needs to be constructed there [14].

Symmetry analysis of the regular region depends on the detection of a pair of
edge curves of the regular region of the stroke.Wavelet-based edge detection is to
extract the local maxima of the WT moduli. The details can be found in [9,13].

In fact, the position of the local maximum of WT modulus is not the exact
edge point, a slight shift exists. As illustrated in Fig. 1, the positions of the
modulus maxima slightly shift around the exact edge point with respect to scale
s = 1, 2 and 3, respectively. Actually, the ideal points of the edge are optimized
by the trade-off in both localization and bandwidth [9].
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Fig. 1. The spline wavelet function is selected to perform WT on characteristic func-
tion. (a) The characteristic function f(x); (b) The output of the WT Wsf(x).

As far as the skeleton extraction is concerned, the desired wavelet not only
locates the edge points by the local maxima of the WT moduli, but also adjust
properly the position of local maxima around the exact edge points, in order to
find easily the center of the regular region of a stroke by a symmetric pair of
local maxima. Ideally, we wish to construct such a wavelet that a pair of contour
curves extracted by the corresponding WT is located outside the original edges of
the shape, and the middle axis (skeleton) of the shape is the symmetrical axis of
these contour curves. In addition, the distance between these two contour curves
depends strongly on the scale of the WT. Although many wavelet functions
have been constructed, the construction of an appropriate wavelet function for
the particular application is still a great challenge.

Theoretically, wavelet ψ̂(0, 0) = 0, which implies that ψ(x, y) is a band-
pass filter. It is easy to see that the partial derivatives of a low-pass function
can become the candidates of the wavelet functions. The WT W 1

s f(x, y) =
(f ∗ ψ1

s)(x, y) = (f ∗ s ∂
∂xθs)(x, y) = s ∂

∂x(f ∗ θs)(x, y) is the derivative of the
smoothed function along the horizontal axis, and the local maxima of the deriva-
tive function occur at the positions, where the function has a sharp variation
along the horizontal axis. Where θ(x, y) denotes a real function satisfying: 1.
θ(x, y) fast decreases at infinity; 2. θ(x, y) is an even function on both x and y.
3. θ̂(0, 0) = 1.

In fact, the purpose of smoothing f(x, y) is to remove the noise, not the edge
points. For this reason, θ(x, y) should be localized, such that f ∗θs(x, y) ∼ f(x, y)
when s(s > 0) is small enough. This implies that the smoothed signal is almost
the same as the original one, when the scale is very small. More details are
described in [9].

Although the Gaussian function and quadratic spline would be the good
candidates of θ(x, y), and they have been extensively applied to multi-scale edge
detection, they still have some problems to treat the skeleton. Mokhtarian and
Mackworth [10] pointed that the representation should satisfy the efficiency and
ease for implementation such that it is useful for the practical tasks of the shape
recognition in computer vision. Obviously, the Gaussian function does not satisfy
such criteria since the computational burden is high at large scales and it is not
compactly supported as well. Hence, it is not the best candidate of characterizing
the singular point in practice.
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The B-spline is a good approximation to the Guassian function [15]. It has
been shown that the B-spline wavelet performs better than other wavelets for
singularities detection [10,15]. Especially, it is suitable for characterizing Dirac-
structure edge [13] and corner detection [5]. Unfortunately, it has been proved
that the position of modulus maxima of the WT with respect to the Dirac-
structure edge and corner detection is not width-invariant [5,13]. Thus, both the
Gaussian and guadratic spline do not satisfy the such extra requirements for
skeleton extraction [13,14].

Based on these reasons, the new wavelet, ψ(x, y), which is constructed in our
previous work [14], not only has the advantages of the Gaussian function and
quadratic spline, but also possesses some desirable properties. These properties
are helpful for extracting a pair of contours of a character stroke, further pro-
ducing the primary skeleton. According to the characteristics of the modulus
maxima of the WT with the new wavelet function, we define the wavelet-based
local modulus maxima symmetry (WLMMS). For more details about the imple-
mentation of the WLMMS, one can refer to [14].

3 Amendment Processing of Singular Region of Stroke

Obviously, the primary skeleton usually seems to be rough with poor visual
appearance since the skeleton loci are not continuous and smooth. This is because
that the symmetric counterparts of some contour points of the segments of the
regular region of a stroke cannot be found due to some factors, such as the image
digitization, approximation, noise, computation error, and so on. Therefore, some
skeleton points are lost from the primary skeleton. These lost points can be
easily amended by using the previously proposed smooth processing to generate a
continuous skeleton segment in [14]. In terms of the smooth processing, two types
of contour points of the character strokes can be obtained: stable and unstable
contour points, which will be used for the classification of the characteristic
points in next section.

A key issue of our amendment processing is to compute the skeletons of the
singular region of the stroke. In fact, most existing skeletonization algorithms
still perform poorly for extracting these skeleton points in the singular region.

The singular regions of the character strokes can be categorized into five
typical patterns, namely, X-pattern, V-pattern, T-pattern, Y-pattern, and K-
pattern [16]. In order to compute the skeleton points of the singular regions of
the strokes, we develop a wavelet-based amendment processing technique. The
key of this technique is to position the junction skeleton points in the singular
region by detecting three types of characteristic points: terminal point, divider
point, and corner point.

3.1 Detection of Wavelet-Based Characteristic Points

Here, the start or end point of the skeleton segment obtained from smooth
processing is defined as terminal point. Obviously, they can be easily obtained
from the skeleton segment after smooth processing.
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The intersection point between the stable and the unstable contour segments
is called as divider point. Accordingly, along the gradient direction of the termi-
nal point the divider points can be detected easily. Thus, the main task of the
detection of the characteristic point aims at computing the corner point based
on the following WT.

By using the new wavelet function, we improve the multiscale corner detec-
tion technique [5] to extract the corner points in the contour curves. According
to Lipschitz exponents of the WT, the singularity points are divided into three
types: step-structure, roof-structure and dirac-structure [5,9,13]. Although the
singularity points correspond to the local maxima of the modulus image after the
WT, we can not identify what kind of singularity points from the local maxima,
based on the desirable properties of the new wavelet function, which are proved
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Fig. 2. Illustration of modifying processing in the singular region

in our latest work [14], it is very suitable for detecting the singularity points
with dirac-structure. Thus, the new wavelet function instead of the spline func-
tion will be used to improve the performance of the detection of the multiscale
corner (dirac-structure singularity point of curve) significantly [5].

We denote the contour curve of the character stroke using parametric equa-
tion C(t) = (X(t), Y (t)), where t is the arc length. The orientation of the curve
is defined as [7] α(t) = tan−1( dY/dt

dX/dt ), where dY/dt and dX/dx stand for the
derivatives along t of Y and X respectively. To improve the orientation reso-
lution, the orientation at the point Pi can be defined by simply replacing the
above derivative by the first difference. Hence, the orientation at the point Pi is
defined as:

α(i) = tan−1((Yi+q − Yi−q)/(Xi+q −Xi−q)) (1)

where q > 1, typically, q is chosen to be 3 [5]. A detailed description of the
orientation curve can be found in [11].

We apply the WT to the orientation α(x), the corner points are obtained
by computing the local maxima | Wsα(i) |. The WT on the orientation α(x) is
given as follows:

Wsα(x) =
∫ ∞

−∞
α(x − t)ψs(t)dt. (2)
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Its discrete form is

Wsα(i) =
∫ ∞

−∞
α(i − t)ψs(t)dt =

∑
k∈Z

∫ k

k−1
α(k)ψs(i − t)dt

=
∑
k∈Z

α(k)
∫ ∞

i−k
s

ψ(t)dt−
∑
k∈Z

α(k + 1)
∫ ∞

i−k
s

ψ(t)dt =
∑
k∈Z

[α(k)−α(k + 1)]ψs
i−k;

(3)

where ψs
i =

∫∞
i
s
ψ(t)dt. Since ψ(t) is an odd function, we have ψs

−i =
∫ i

s
−i
s

ψ(t)dt+∫∞
i
s
ψ(t)dt = ψs

i . Hence, in practice, we simply calculate ψs
i for all non-negative

integer i.
Obviously, a corner point should be an unstable contour point as well. Based

on this principle, we determine the corner points from the candidates, and ex-
clude ineligible candidates. Noticeably, the proposed corner detection method
does not need further confirmation process for all candidates using the isolated
algorithm in [5].

3.2 Estimation of Junction Skeleton Point

The junction skeleton point can be estimated by two ways: (1) It is the centroid of
the polygon,which is composed of the above three types of characteristic points.
(2) The position of the junction skeleton point can be calculated by the least
square method with the characteristic points.

After obtaining all characteristic points in the singular region of the char-
acter strokes, these related characteristic points will be connected to produce a
polygon. The junction skeleton point in the singular region can be determined
by the centroid of such a polygon or by least square method.

In practice, a polygon is generated as follows: For each terminal point in
the skeleton segment, along its gradient (positive and negative) direction, one
of two divider points should be found. Along its corresponding unstable con-
tour segment, another divider point (or corner point) can be found. All these
characteristic points related to the terminal point are recorded and form a sub-
group. When two subgroups share some characteristic points, two subgroups are
merged into a bigger subgroup. The same search continues until a new char-
acteristic point is included. Finally, all these subgroup generate a union group,
which includes all characteristic points in the singular region, and they can be
connected to construct a polygon, as shown in Fig. 2.

The junction point of the skeleton is estimated by the centroid of the pro-
duced polygon. Assume (xi, yi), (i = 1, 2, ..., n) are the coordinates of charac-
teristic points, which generate the polygon, the coordinate (x, y) of the junc-
tion point of the skeleton is the centroid of the polygon, as shown in Fig. 2.{
x = 1

n

∑n
i=1 xi

y = 1
n

∑n
i=1 yi.

An alternative method to find the junction point of the skele-

ton is least square method. In this way, the determination of the junction point
is by minimizing the cumulative distance from point (x, y) to all terminal points,
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computing the mid−points of symmetric

Detect contour points by computing

Perform wavelet transform of the image

pairs of contour points

Extract primary skeleton points by

the local maxima of WT moduli

Compute modulus of WT and GC

Input the digitized image

Reduce noise by thresholding 

Smooth prosessing

Generate the junction polygons

Determine the characteristic skeleton points

Amend and restore the lost skeleton points

Compute three types of the characteristic points

Computing

Primary

Skeleton

Amendment 

Processing

Fig. 3. Flowchart of the proposed algorithm

such as, A,C,E,G, I, and K, in Fig. 2. Let d1, d2, ..., dn be the distances from
the junction skeleton point (x, y) to all terminal points (xi, yi), (i = 1, 2, ..., n),
that is, di(x, y) =:

√
(x− xi)2 + (y − yi)2, then the cumulative distance equals

R(x, y) =
∑n

i=1 d
2
i (x, y), by minimizing R(x, y), (x, y) can be solved by the

following equations

⎧⎨⎩
∂R(x,y)

∂x = 0

∂R(x,y)
∂y = 0.

The amendment processing is finalized by

connecting the junction skeleton point with all terminal points. For example,
in Fig. 2, we connect the junction skeleton point S with the terminal points
A,C,E,G, I, and K, the lost skeleton loci AS,CS,ES,GS, IS and KS can be
obtained.

Thus all skeleton segments are connected together by the junction skeleton
points to form the final skeleton.

For the sake of completeness, the complete flowchart of skeleton extraction
is summarized in Fig. 3.

4 Experiment Result

We apply the proposed method to English and Chinese characters, which are
represented by both the binary images and noise-distorted images. Fig. 4 con-
sists of some Chinese characters, each character is composed of the strokes of
different widths. The scale adopted in wavelet transform is s = 4, the images
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of the modulus maxima of the wavelet transform are shown in Fig. 4 (b). The
primary skeletons extracted by the proposed algorithm are shown in Fig. 4(c).
Apparently, the primary skeleton loci are lost in both the regular and the sin-
gular region of the character strokes. These lost loci can be amended by smooth
processing and amendment processing respectively, and the resulting skeletons
have pleasing visual appearance, which can be found in Figs. 4(d) and closely
resemble human perceptions of the underlying shapes.

(a) (b)

(c) (d)

(e)

Fig. 4. (a) The original image; (b) The image of the modulus maxima of the wavelet
transform with s = 4; (c) The primary skeletons extracted by the proposed algorithm;
(d) The final skeletons obtained by applying the proposed modifying algorithm; (e) The
skeleton obtained from ZSM method; (f) The skeleton obtained from CY M method.

The proposed method is also applied to the noise-contaminated image. How-
ever, most of the existing algorithms often fail to process these gray-level images.
The patterns are harmed by the the “salt and pepper” noise in Fig. 5(a). The
WT with scale s = 4 is applied to the noisy image. To remove the noise of the
modulus image, the threshold processing is used with threshold T = 0.35. The
image of the modulus maxima of the wavelet transform after thresholding is
shown in Fig. 5(b). Fig. 5(c) shows the primary skeleton extracted by the pro-
posed WLMMS. The final skeleton after the amendment processing is displayed
in Figs. 5 (d), which demonstrates that the proposed approach is robust to white
noise.

5 Conclusions

We propose a simple and efficient scheme for skeleton extraction. The new scheme
contains two main steps: (1) primary skeleton extraction of the regular stroke,
and (2) amendment processing of the singular region of the stroke. Extraction of
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the primary skeleton of the regular stroke depends on the new symmetric analysis
of the modulus maxima of the WT. Amendment process is used to compute the
skeletons in the singular regions of the strokes. It includes two main steps: detect-
ing wavelet-based characteristic point and estimating junction skeleton point. Its
essential operation is to position the junction point of the skeleton from three
types of the characteristic points and then connect the junction skeleton point
with the terminal points to finalize the skeleton. The proposed skeleletonization

(a) (b)

(c) (d)

Fig. 5. (a) The original image is contaminated by adding “salt and pepper” noises;
(b) The modulus image after threshold processing; (c) The primary skeleton obtained
from the proposed approach; (d) The final skeletons after the modifying processing.

scheme has the following features: 1)the extracted skeleton is centered inside the
underlying stroke in the mathematical sense while the skeleton obtained by most
of the existing algorithms slightly deviates the center; 2) The skeletons in the
singular region of character strokes can be extracted accurately, retain sufficient
information of the original characters and have pleasing visual appearance; 3)
The proposed skeleletonization method is robust against the noise; 4) The al-
gorithm are applicable for both binary and gray-level images. Although it is a
promising technique, problems still exist. How to automatically select the scale
of the WT according to the width of the character strokes, and how to choose
the denoising threshold are currently under investigation.
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Abstract. This paper presents a formal method for representing and recognizing 
scenario patterns with rich internal temporal aspects. A scenario is presented as 
a collection of time-independent fluents, together with the corresponding tem-
poral knowledge that can be relative and/or with absolute values. A graphical 
representation for temporal scenarios is introduced which supports consistence 
checking as for the temporal constraints. In terms of such a graphical represen-
tation, graph-matching algorithms/methodologies can be directly adopted for 
recognizing scenario patterns. 

1   Introduction 

Pattern recognition is a research area aiming at the operation and design of technolo-
gies to pick up meaningful patterns in data. In particular, pattern recognition is in-
credibly important in all automation, information handling and retrieval applications 
[1]. Pattern recognition starts with classification – in order to recognize something we 
need to be able to decide which category it belongs to. While pattern classification is 
about putting a particular instance of a pattern in a category, the goal of pattern 
matching is to determine how similar a pair of patterns are [2]. 

Generally speaking, temporal representation and reasoning is essential for many 
computer-based systems. In particular, an appropriate representation and reasoning 
for temporal knowledge seems necessary for recognizing scenario patterns that usu-
ally involve rich internal temporal aspects, rather than just distinct objects or epi-
sodes. Recognizing temporal scenario patterns actually plays an important role in 
solving problems such as prediction, forecast, explanation, diagnosis, decision, and so 
on. For instance, an obvious goal of research in weather forecast/diagnosis is to iden-
tify major patterns contribute to extreme, short-term events such as major droughts 
and floods, and patterns of climate variability on decadal and longer time scales, in-
cluding natural variations and human-induced changes. Without a good understanding 
of climate phenomena based on past observations the weather expert cannot make 
good predictions of the future. In fact, to provide correct and accurate forecast, the 
weather expert needs to know not only the current weather parameters summarized as 
temperature, air pressure, precipitation amount, wind speed and residual snow/ice 
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amount, etc., but also the weather scenarios over some certain prior periods (for in-
stance: How long did the heat wave last? Was there lightning before or during the 
rain? Did snow melt then refreeze? And so on). 

Most applications require temporal knowledge to be expressed by means of associat-
ing time-dependent statements with absolute time values. However, there are some other 
cases where there may be just some relative temporal knowledge about the time-
depended statements, where their precise time characters are not available. For exam-
ple, we may only know that event A happened before event B, without knowing their 
precise starting and finishing time. Relative temporal knowledge such as this is typi-
cally derived from humans, where absolute times are not always remembered, but 
relative temporal relationships are, and require less data storage than that presented in 
the complete description [3]. Over the last 30 decades, many approaches have been 
proposed to accommodate the characteristics of relative temporal information. For 
example, as an early attempt at mechanizing part of the understanding of relative 
temporal relationships within an artificial intelligence content, Kahn and Gorry's time 
specialist was developed [4], endowed with the capacity to order temporal facts in 
three major ways: 1. Relating events to dates, 2. Relating events to special reference 
events, 3. Relating events together into before-after chains. However, the most influ-
ential work dealing with incomplete relative temporal information in the field of arti-
ficial intelligence is probably that of Allen’s interval-based theory of time [5, 6]. In 
[5], Allen introduces his interval-based temporal logic, where intervals are addressed 
as primitive time elements, and between time intervals there are 13 possible temporal 
relations; i.e., Equal, Before, Meets, Overlaps, Starts, Started_by, Duration, Contains, 
Finishes, Finished_by, Overlapped_by, Met_by and After, which may be formally 
defined in terms of the single primitive relation "Meets" [7]. 

The objective of this paper is to introduce a formal method for scenario pattern rep-
resentation and recognition. As the temporal basis for the formalism, a simple point-
based time model is presented in section 2, allowing expression of both absolute time 
values and relative temporal relations. Section 3 proposes a formal characterization of 
fluents and temporal scenarios, where a graphical presentation of temporal scenarios 
is introduced in section 4. Finally, section 5 provides a brief summary and concludes 
the paper. 

2   The Time Model 

In this paper, we shall use R to denote the set of real numbers, and T, the set of time 
elements. Each time element t is defined as a subset of the set of real numbers R and 
must be in one of the following four forms: 
 

(p1, p2) = {p | p∈R ∧ p1 < p < p2} 
[p1, p2) = {p | p∈R ∧ p1 ≤ p < p2} 
(p1, p2] = {p | p∈R ∧ p1 < p ≤ p2} 
[p1, p2] = {p | p∈R ∧ p1 ≤ p ≤ p2} 
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    In the above, p1 and p2 are real numbers, and we shall call them the left-bound and 
right-bound of time element t, respectively. The absolute values as for the left and/or 
right bounds of some time elements might be unknown. In this case, real number 
variables are used for expressing relative relations to other time elements (see later). 

In this paper, if the left-bound and right-bound of time element t are the same, we 
shall call t a time point, otherwise t is called a time interval. Without confusion, we 
shall take time element [p, p] as identical to p. Also, if a time element is not specified 
as open or closed at its left (right) bound, we shall use “<” (or “>”) instead of “(” and 
“[” (or “)” and “]”) as for its left (or right) bracket. In addition, we define the duration 
of a time element t, D(t), as the distance between its left bound and right bound. In 
other words: 

 
t = <p1, p2> ⇔ D(t) = p2 – p1 
 

Following Allen’s terminology [5], we shall use Meets to denote the immediate prede-
cessor order relation over time elements: 
 

Meets(t1, t2) ⇔ ∃p1,p,p2∈R(t1 = (p1, p) ∧ t2 = [p, p2) 
∨ t1 = [p1, p) ∧ t2 = [p, p2)) 
∨ t1 = (p1, p) ∧ t2 = [p, p2] 
∨ t1 = [p1, p) ∧ t2 = [p, p2] 
∨ t1 = (p1, p] ∧ t2 = (p, p2) 
∨ t1 = [p1, p] ∧ t2 = (p, p2) 
∨ t1 = (p1, p] ∧ t2 = (p, p2] 
∨ t1 = [p1, p] ∧ t2 = (p, p2]) 

 
    It is easy to see that the intuitive meaning of Meets(t1, t2) is that, on the one hand,  
time elements t1 and t2 don’t overlap each other (i.e., they don’t have any part in 
common, not even a point); on the other hand, there is not any other time element 
standing between them.  

Analogous to the 13 relations introduced by Allen for intervals [5], there are 30 
exclusive temporal order relations over time elements including both time points and 
time intervals, which can be classified into the following 4 groups: 
 
• {Equal, Before, After} 

which relate points to points; 
• {Before, After, Meets, Met_by, Starts, During. Finishes} 

which relate points to intervals; 
• {Before, After, Meets, Met_by, Started_by, Contains, Finished_by} 

which relate intervals to points; 
• {Equal, Before, After, Meets, Met_by, Overlaps, Overlapped_by, Starts, 

Started_by, During, Contains, Finishes, Finished_by} 
which relate intervals to intervals. 
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    The definition of these derived temporal order relations in terms of the single relation 
Meets is straightforward. In fact: 

 
Equal(t1, t2) ⇔ ∃t3,t4∈T(Meets(t3, t1) ∧ Meets(t3, t2) ∧ Meets(t1, t4) ∧ Meets(t2, t4)) 
Before(t1, t2) ⇔ ∃t∈T(Meets(t1, t) ∧ Meets(t, t2)) 
Starts(t1, t2) ⇔ ∃t3,t,t4∈T(Meets(t3, t1) ∧ Meets(t3, t2) ∧ Meets(t1, t) 

∧ Meets(t, t4) ∧ Meets(t2, t4)) 
Finishes(t1, t2) ⇔ ∃t3,t,t4∈T(Meets(t3, t) ∧ Meets(t3, t2) ∧ Meets(t, t1) 

∧ Meets(t1, t4) ∧ Meets(t2, t4)) 
During(t1, t2) ⇔ ∃t3,t4∈T(Meets(t3, t1) ∧Meets(t1, t4) ∧Starts(t3, t2) ∧Finishes(t4, t2)) 
Overlaps(t1, t2) ⇔ ∃t∈T(Finishes(t, t1) ∧ Starts(t, t2)) 
After(t1, t2) ⇔ Before((t2, t1) 
Met-by(t1, t2) ⇔ Meets(t2, t1) 
Overlapped-by(t1, t2) ⇔ Overlaps(t2, t1) 
Started-by(t1, t2) ⇔ Starts(t2, t1) 
Contains(t1, t2) ⇔ During(t2, t1) 
Finished-by(t1, t2) ⇔ Finishes(t2, t1) 

 
    In what follows in this paper, we shall use TR to denote the set of 13 exclusive tempo-
ral order relations: 
 
 TR = {Equal, Before, After, Meets, Overlaps, Overlapped-by, Met-by, 

Starts, Started-by, During, Contains, Finishes, Finished-by} 
 
    It is important to note that the distinction between the assertion that “point p Meets 
interval t” and the assertion that “point p Starts interval t” is critical: while Starts(p, t) 
states that point p is the starting part of interval t, Meets(p, t) states that point p is one of 
the immediate predecessors of interval t but p is not a part of t at all. In other words, 
Starts(p, t) implies interval t is left-closed at point p, and Meets(p, t) implies interval t is 
left-open at point p. Similarly, this applies to the distinction between the assertion that 
“interval t is Finished-by point p” and the assertion that “interval t is Met-by  point p”, 
i.e., Finished-by(t, p) implies interval t is right-closed at point p, and Met-by(t, p) implies 
interval t is right-open at point p. 

3   Fluents and Scenarios 

A fluent is a statement (or proposition) whose truth-value is dependent on time ele-
ments.  The set of fluents, F, is defined as the minimal set closed under the following 
rules: 
 

• If f1, f2∈F then f1∨ f2∈F 
• If f∈F then not(f)∈F 
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    Here, following Galton's notation [8], the negation of fluent f is denoted as not(f), 
while the ordinary sentence-negation is symbolized by "¬". 
In order to associate a fluent with a time element, we shall use a meta-predicate [6, 9], 
Holds, to substitute the formula Holds(f, t) for each pair of a fluent f and a time ele-
ment t, denoting that fluent f holds true over time t. 
 
(H1) Holds(f1∨ f2, t) ⇔ Holds(f1, t) ∨ Holds(f1, t) 
(H2) Holds(f, <p1, p2>) 

 ⇔ ∀p3,p4∈P(p1 ≤ p3 ∧ p4 ≤ p2   Holds(f, <p3, p4>)) 
(H3) Holds(f, <p1, p2>) ∧ Holds(f, <p2, p3>) ∧ Meets(<p1, p2>, <p2, p3>) 

 Holds(f, <p1, p3>) 
 
    It is worth pointing out that the time model and the formulae introduce in the above 
allows temporal knowledge with absolute values, as well as temporal knowledge 
expressed in terms of relative relations. For instance, consider the following scenario: 
 

(*) John took 5 minutes to walk to the train station after having his breakfast at 
home. Then he immediately boarded the train at 7:50am and the train left the sta-
tion 8:00am. John traveled on the train for 30 minutes and arrived at his office at 
8:40. He spent 20 minutes to write a report whilst waiting for his colleague. Then 
they went to the auction preview. 

 
    Here, the scenario consists of the following fluents: 

 
f1: John had his breakfast at home. 
f2: John walked to the train station. 
f3: John boarded the train. 
f4: The train left the station. 
f5: John traveled on the train. 
f6: John arrived at his office. 
f7: John waited for his colleague. 
f8: John wrote a report. 
f9: John and his colleague went to the auction preview. 
 

together with the corresponding temporal knowledge that can be express as below: 
 
Holds(f1, t1) ∧ Holds(f2, t2) ∧ Before(t1, t2) ∧ D(t2) = 5 ∧ Holds(f3, 7.50) ∧ 
Meets(t2, 7.50) ∧ Holds(f4, 8.00) ∧ Holds(f5, <8.00, 8.30>) ∧ Holds(f6, 8.40) ∧ 
Holds(f7, t7) ∧ Meets(8.40,t7) ∧ Holds(f8,t8) ∧ D(t8) = 20 ∧ During(t8,t7) ∧ 
Holds(f9,t9) ∧ Meets(t7,t9) 

 
    In this paper, we shall use S to denote the set of scenarios, where each scenario s 
can be expressed in one of the following two equivalent schemas. 
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3.1   Schema I for Temporal Scenarios 

In the first schema, Schema I, a temporal scenario is represented as a quadruple <sf, 
sh, st, sd>, where sf is a collection of fluents, sh is a collection of Holds formulae, st 
is the collection of temporal order relations, and sd is a collection of duration knowl-
edge. That is: 
 

s = <sf, sh, st, sd> where 
sf = {fi | fi∈F, i = 1, …, m}, 
sh = {Holds(fi, ti) |  ti∈T, 1 ≤ i ≤ m} 
st = {relationij(ti, tj) | relationij∈TR, 1 ≤ i, j ≤ m} 
sd = {D(ti) = ri | ti∈T, ri∈R, 1 ≤ i ≤ m} 

 
    For example, in terms of schema I, scenario (*) as described in the above can be 
expressed as: 
 

s = <sf, sh, st, sd> where 
 sf = {f1, …, f9} 
 sh = {Holds(f1, t1), Holds(f2, t2), Holds(f3, 7.50), 
          Holds(f4, 8.00), Holds(f5, <8.00, 8.30>), Holds(f6, 8.40), 
          Holds(f7, t7), Holds(f8, t8), Holds(f9, t9)} 
 st = {Before(t1, t2), Meets(t2, 7.50), Meets(8.40, t7), During(t8, t7), Meets(t7, t9)} 
 sd = {D(t2) = 5, D(t8) = 20} 

 
    N.B. Here, some temporal order relations that can be directly deduced from abso-
lute values may not be explicitly expressed in st. For instance, Before(7.50, 8.00), 
Before(8.30, 8.40), etc. 

3.2   Schema II for Temporal Scenarios 

It is interested to note that, the temporal relationships presented in the above schema I 
are given in the form of a collection of order relations each of which can be any one 
of those 13 in TR, that is, Equal, Before, After, Meets, Overlaps, Overlapped-by, Met-
by, Starts, Started-by, During, Contains, Finishes and Finished-by. However, since all 
these order relations can be derived from the single Meets relation, we shall have another 
schema, Schema II, which is equivalent to the schema I: 
 
s = <sf, sh, sm, sd> where 

sf = {fi | fi∈F, i = 1, …, m}, 
sh = {Holds(fi, ti) |  ti∈T, 1 ≤ i ≤ m} 
sm = {Meets(t’, t’’) | t’,t’’∈Ts} 
sd = {D(t) = r | t∈Ts, r∈R} 

    Here, Ts is the minimal subset of T closed under the following rules: 

• ti∈Ts, i = 1, …, m. 
• t∈Ts ⇔ ∃t’∈Ts(Meets(t, t’) ∨ Meets(t’, t)) 
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    For example, as for scenario (*) described in the above, 
 
st = {Before(t1, t2), Meets(t2, 7.50), Meets(8.40, t7), During(t8, t7), Meets(t7, t9)} 
 
can be equivalently as: 
 
sm = {Meets(t1, t12), Meets(t12, t2), Meets(t2, 7.50), Meets(8.40, t7), 

    Meets(t8.40,8, t8), Meets(t8, t8,9), Meets(t8,9, t9), Meets(t7, t9)} 

4 Graphical Representation of Scenarios 

In [10], a graphical representation for expressing temporal knowledge in terms of 
Meets relations and duration knowledge has been introduced by means of a directed 
and partially weighted graph, where time elements are denoted as arcs of the graph, 
relation Meets(ti, tj) is represented by ti being in-arc and tj being out-arc to a common 
node, and for time elements with known duration, the corresponding arcs are 
weighted by their durations respectively. 

Such a graphical representation can be directly extended to express temporal sce-
narios presented in Schema II. In fact, for each formula Holds(f, t), we can simply 
double label the corresponding arc by both f and t. Also, if the duration of a time 
element is available, it will be expressed as a real number in bracket alongside the 
corresponding arc, denoting a weight of the arc. 

N.B. For those temporal order relations that can be directly deduced from absolute 
values and are not originally explicitly expressed in st, such as Before(7.50, 8.00), 
Before(8.30, 8.40), etc., their equivalent expressions in Meets relations may be 
needed to add to sm. For instance, Meets(7.50, t7.50,8.00) and Meets(t7.50,8.00, 8.00) are 
needed to express Before(7.50, 8.00); and Meets(8.30, t8.30,8.40) and Meets(t8.30,8.40, 
8.40) are needed to express Before(8.30, 8.40). 

As an illustration, consider again the scenario (*) as described in section 3. In 
terms of Schema II, this temporal scenario is expressed as: 

 
s = <sf, sh, sm, sd> where 

sf = {f1, …, f9} 
sh = {Holds(f1, t1), Holds(f2, t2), Holds(f3, 7.50), 

    Holds(f4, 8.00), Holds(f5, <8.00, 8.30>), Holds(f6, 8.40), 
    Holds(f7, <8.40, p2>), Holds(f8, t3), Holds(f9, t4)} 

sm = {Meets(t1, t12), Meets(t12, t2), Meets(t2, 7.50), Meets(8.40, t7), 
Meets(t8.40,8, t8), Meets(t8, t8,9), Meets(t8,9, t9), Meets(t7, t9)} 

sd = {D(t2) = 5, D(t8) = 20} 
 

    The corresponding graphical representation of temporal scenario s = <sf, sh, st, sd> 
can be shown in Fig 1. as below: 
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f9 
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t8,9 
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Fig. 1. Graphical representation of temporal scenarios 

    As an example of consistence checking, consider another temporal scenario s1 = 
<sf1, sh1, sm1, sd1> where 

 
sf1 = {f1, f2, f3, f4} 
sh1 = {Holds(f1, t1),  Holds(f2, t2), Holds(f3, t4), Holds(f4, t8)} 
sm1 = {Meets(t1,t2), Meets(t1,t3), Meets(t2,t5), Meets(t2,t6), Meets(t3,t4), 

Meets(t4,t7), Meets(t5,t8), Meets(t6,t7), Meets(t7,t8)} 
sd1 = {D(t2) = 1, D(t4) = 0.5, D(t6) = 0, D(t8) = 0.3} 
 

    The corresponding graphical representation of temporal scenario s1 can be shown in 
Fig 2. as below: 
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Fig. 2. Graphical representation of temporal scenarios1 
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    In the above graph, there are two simple circuits as shown below in Fig3.: 

 

 

t2(1) 

t3 t4(0.5) 

t7  t6(0) 

t5  
t6(0) 

f3 

f2 

 

Fig. 3. Two simple circuits 

    It is easy to see that, to ensure the scenario is temporally consistent, the directed 
sum of weights in each of these simple circles has to be 0 [10]. This imposes the fol-
lowing two linear constraints: 
 

Dur(t2) + Dur(t6) = Dur(t3) + Dur(t4) 
Dur(t5) = Dur(t6) + Dur(t7) 

 
    We can easily find a solution to the above linear programming, for instance: Dur(t3) 
= 0.5, Dur(t5) = Dur(t7) = 1.5 (In fact, the duration assignment to t5 and t7 can be any 
positive real number, provided that Dur(t5) = Dur(t7)). Therefore, the scenario is tem-
porally consistent. Otherwise, if there is no solution to the corresponding linear pro-
gramming, it will be temporally inconsistent [10], that is, the scenario will be tempo-
rally impossible. 

From the above, we can see that a temporal scenario can be actually denoted as a 
directed (in terms of Meets relations) graph whose arcs might be at most triple-labeled 
(in terms of fluents and the associated time elements, and the duration knowledge). 
Therefore, scenario pattern matching can be simply transformed into graph matching. 
Due to the scope of the paper, we shall not address this issue further. 

5 Conclusion 

In this paper we have introduced a simple point-based time structure based on which 
two equivalent schemas for representing temporal scenarios have been proposed. 
Such schemas allow expression of both absolute time values and relative temporal 
relations as temporal knowledge associated with scenario patterns. It is shown in this 
paper that a temporal scenario can be expressed as a directed graph whose arc might 
be at most triple-labeled. Therefore, it is suggested that scenario pattern recognition 
and matching can be simply transformed into graph matching. 
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Abstract. Classifying dynamic behavioural based events, for example human 
behaviour profile, is a non-trivial task. In this paper, we propose an AI-based 
criteria-matching with classification algorithm which can be used to classify 
preference based decision outcome. The proposed algorithm is mathematically 
justified and with more practical benefits than a conventional multivariate 
discriminant analysis algorithm which is widely used for prediction tasks.  Real 
world (Singapore) diamond dataset test results revealed the practical usefulness 
of our proposed algorithm to diamond sellers in Singapore.  

1   Introduction 

Manufacturers and traders of industrial products often need to formulate a useful 
marketing strategy through market segmentation. Market segmentation involves 
viewing heterogeneous market into smaller homogeneous groups [1]. By focusing on 
an easier-to-capture (i.e., minimum difference between marketers’ and customers’ 
criteria), a desired and usually also enlarged group of customers should emerge, 
leading to finite cost and effort saving, and hence improved customer profitability.  
There are several techniques and algorithms that allow us to identify the customer 
groups effectively.  

In this paper, we demonstrated a hybrid artificial intelligence (a non-statistical) 
algorithm that can overcome the limitations of discriminant analysis. Our proposed 
algorithm is called the criteria-matching with classification (CMC). This algorithm 
has two major steps. In the first step a pre-classification algorithm is used to 
interactively select a set of suitable explanatory variables while converting the 
incoming data into “degree of membership”. The second step classifies the 
multidimensional dataset into groups via translation of the multi-dimensional data 
into single dimension points using neuro-fuzzy hybrid structure.  

2   Criteria-Matching with Classification (CMC) Model 

We introduce the concept of CMC in this section. Assuming a first party, X = <x1, x2, 
x3, … xn> and a second party, Y = <y1, y2, y3, … yn> are concurrently present in a 
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competitive business environment. The distance between the two parties or objects 
[3], [4], [5] is usually in a derived form of Minkowski similarity function, 

q

1

n

i

q

i
Y

i
X

i
w − . The choice of parameter q produces indexes of different 

implications. For example, Manhattan distance (i.e., q = ‘1’) is to measure the tangent 
distance between two parties and Euclidean distance (i.e., q = ‘2’) is to measure the 
nearest distance between the two objects.  

X and Y are explanatory variables defined by several attributes and are of multi 
dimension. If the variables can be dimensionally reduced into indexes (points), the 
distance difference between two or more multi-dimensional variables is just the value 

difference between them. The similarity function is as simple as
1n

i

1
iii YXw − . 

Besides, speeding up computation, index differences (i.e., within single dimension) 
have less statistical properties to be considered for classification.  

2.1   Mathematical Justifications on CMC’s Functions 

CMC can be represented by a six-layer feed-forward weighted structure with min-
max learning rules. It is used to first, measure the distance between two multi 
dimensional variables after converting them into indexes, extract the classification 
rules and to group instances into known groups. Its weighted structure takes the form 
of a neural network. This is an important step before index differences between two 
parties can be later calculated. Mathematically, this is normally performed using 
normalisation. However, the structure has the extra ability to first, represent the 
domain using first order Sugeno fuzzy rules before normalising the values into 
indexes using calculated degree of membership as a denominator. A comparison of 
indexes between a reference and other points yield final indexes within [0 1] that are 
easier to discriminate.  

Assuming that there are N instances, first party (reference point), X = <x1, x2, x3, 

… xn>, a second party (test point), Y = <y1, y2, y3, … yn> and “ ' ”, denotes 
normalisation, CMC performs the following processes, 
For reference point ‘X’, 

Layer 1: T1: X 'X =
)max(X

X
)(Xμ

N ..., 1,i i,

N , 1,...i i,
N ., 1,..i i,A

+

+
+ = ,  

Layer 2: T2: 
'X  k 'X  + k0, (default: set of parameter, k0 = 0) 

Layer 3: T3: k
'X  'X , (due to default number of MF, k = 1) 

Layer 4: T4: 
'X  'Xw , (applying w, selection matrix (0 or 1) for variable used) 

Layer 5: T5: 
'Xw  )X)(X( '' wk ,  

(first X` is a test point and the second 'X is a reference point. At this point, they 
are the same.) 
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Layer 6: T6: )X)(X( '' wk  
'

''

X

XX

w

wk
,  

(denominator 'X  is a ref. point. Contrast it when test point is ‘Y’) 

For test point ‘Y’, 

Layer 1: T1: Y 'Y =
)max(Y

Y
)(Yμ

N ...., 1,i i,

N ..., 1,i i,
N  ..., 1,i i,A

+

+
+ = ,  

Layer 2: T2: 
'Y  k 'Y  + k0,  

Layer 5: T5: 
'Yk )X)(Y( '' wk  

Layer 6: T6: )X)(Y( '' wk
'

''

X

XY

w

wk
  

Index,  I = | X – Y | = |
'

''

X

XX

w

wk
–

'

''

X

XY

w

wk
| 

However, (X, Y) ∈Z (Universe of discourse) and X = max(Z), therefore XY ≤ . 

Hence, index, I is scaled in relate to 'X  and is a measure of distance similarity and is 
consisted of single dimensional indexes. sw'  is the level of contribution for each 
criterion. We argue that, ∀ X, Y: I  G, or G = F(X, Y) + ε , where ε  is the error. 

That is, group label, G is in single dimension. Mapping function, F maps multiple 

dimensional variables X, Y to G after converting them into 'X  and 'Y and scaled 

them to a reference point 'X  (i.e., normalized into single dimension for relative 
differences). CMC, a six layers feed-forward weight structural is used to model each 
sub functions (i.e. T1,…6) hence the complete function, F. The hybrid structure of 
CMC is shown in Figure 1. 

2.2   Mathematical Justifications on CMC’s Learning Rules 

Group label consists of a total of n number of groups, 

{ }ngggG ,...,, 21∈ ,  

{ }),(,...,),(),,( 21 yxfyxfyxfG c∈ , ),(1 yxf   1g  , 

Since 1g ∈G and 1i ∈I are of single dimension,  

),(1 yxf  = )]max(),[min( 11 ii , 

similarly, { })]max(),[min(...,)],1max(),1[min( niniiiG ∈   

or { }])Imax(),I[min(∈G , where I = | X – Y | 

Hence, it is possible to predict the group label, G, if the minimum and the 

maximum value of each converted variables, 'X  and 'Y can be found. We have 
justified on the use of learning rules in CMC (i.e., min-max learning rules).  

CMC learns the border values from each group using the training data. These 
border values are confirmed through visual inspection to constrain undesired 
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statistical properties (e.g. critical values of skewness and kurtosis) on its distribution. 
This increases the uniqueness of each ‘univariate’ group, which is defined by single 
dimension and scaled primary explanatory variables.  
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Fig. 1. A six-layer feed-forward weighted 
structure 

Fig. 2. Visual inspection to fine-tune over-
spreading phenomena. (Visualise train data
distributions of Diamond dataset) 

The min-max values between two and three standard deviations do not affect much 
to the prediction (or classification) accuracy on group labels. From Fig 2, the third sub 
group has a normal distribution shape with stable but thin and long tails; note that its 
tail can be constrained in order to minimize its spread. The loss of some points (<4%) 
in a group is compensated by much points gained from other groups by constraining 
this learning rule. Visual inspection helps in fine tuning classification rules using 
simply statistical properties for better rules.  

2.3   Mathematical Justifications on CMC’s Assumptions on Explanatory 
Variables 

If (X, Y) ∈Z (Universe of discourse) and X = max(Z), ∴ XY ≤  
Index, I  = | X – Y | 

= |
'

''

X

XX

w

wk
–

'

''

X

YY

w

wk
| 

 = | a 'X – b 'X |; where a and b are parameter 

The maximum value in each set of parameter, k, w = 1 and 'X   [0 1], 
∴Index, I ≤  | a – b |  [0 1] 

CMC is to use the single dimensional indexes (that is, the linear distance between 

single dimensional 'X  and 'Y ) to classify group labels. Apart from this assumption 
CMC does not assume a correlation between the explanatory variables, X and Y (i.e., 

the origin of 'X and 'Y ), i.e. X and Y are reference and test variables representing 
two different parties. They are interaction free. 

In contrast, discriminate function uses the correlation of variables (i.e., assumption 
on interaction) to calculate the coefficients matrix, w. In adaptive paradigm, neural 
network approximates a black-box function to represent all possible but unknown sub 
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Classification Rule 1 
IF e is Far (min-max point: [0.591   0.836]) 
THEN a customer belongs to Group-1 

Classification Rule 2 
IF e is Medium (min-max point: [0.364   0.582]) 
THEN a customer belongs to Group-2 

Classification Rule 3 
IF e is Near (min-max point: [0.082   0.509] 
THEN a customer belongs to Group-3 

Classification Rule 4 
IF e is Very Near (min-max point: [0   0.309]) 
THEN a customer belongs to Group-4 

(1) 

Above classification rules can be visualised through CMC as shown in Fig.4. 

 

Fig. 3. Classify test data of Diamond dataset at 50% training data. The dots represent all 
instances that have been converted into indexes. They are associated with their groups. The 
dotted horizontal lines in each plot represent the min and max value. At 50% training data, 
some dots appear in other groups. These are misclassified instance. At this stage, without a fine 
tuning, the accuracy ranges from 68% to 75% depending on the training data distribution. 

4   Analysis and Implication on Classification Results 

On average, CMC is 71.1% accurate (using leave-one-out test) in determining the 
individual purchase criteria for diamonds in Singapore. That is, seven out of ten 
individuals can be grouped and predicted correctly with this model. Chu (2001) 
asserts that the customer profile in the training dataset is in fact the representative 
profile of a general population of Singapore. Also the diamond composition mix has 
relatively remained constant and consistent with that of the training dataset. 
Experiment shows that a 50% training data yield results much similar to 100% 
training data using CMC technique.  
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4.1   Post-Classification: Fine-Tuning Classification Accuracy via Visualisation 

In making a good prediction about a customer group, classification rules, values and 
learning rule’s sequence are important. If a different sequence of a learning rule is 
being used, a different accuracy result might be obtained. At 50% training, it follows 
a classification rule sequence of 3  1  4  2. This is determined by the total 
number of instances within a group. That is, a group with more instances should have 
higher priority. 

In order to increase classification accuracy (i.e., based on statistical understanding 
in section 2.2 and Fig. 2), each training data group is plotted for its distribution and 
visually inspect for fine tuning opportunity. The border of group-3 is too long and is 
constrained to free up more instances for Group-2 and Group-4. A revised 
classification rule at 50% training data is as follows:  

Classification Rule 3 
IF e is Near (min-max point: [0.082   0.509]) adj.  [0.1032   0.46635] 
THEN a customer belongs to Group-3 
Note: (0.0925+0.1139)/2 = 0.1032, (0.4557+0.4770)/2 = 0.46635 

(2) 

With this post classification process, classification using CMC is completed and its 
accuracy burst from 71.1% to 92.2% (92.2% using the stringent leave-one-out test or 
92.6% using 100-fold cross validation) at remarkable 50% training data. Statistical 
discriminant needs all 100% training data and achieves 95.5% accuracy. That is, 
results obtained using CMC only differs by 3 persons at every 100 customers, if 
compared to discriminant technique. 

4.2   CMC Advantages 

Although CMC produced results are slightly lower than discriminant analysis but 
more benefits can be obtained: (1) CMC has fast convergence learning ability and in 
most test cases [2] 50% of training data is enough for accurate reporting, (2) 
explanatory variables are ensured to be primary (i.e., mathematically there is no 
interaction between variables, carat is directly affecting the prediction on customer 
group), (3) changes in market would cause a change in the uses of explanatory 
variables (for example at less than 10% training data, certification body is more 
important than the use of variable carat). Hence, CMC is a visually viable tool to at 
least diamond sellers. Besides, the relative distance and size of customer groups are 
made known to a seller in simulating and understanding customer groups in a 
dynamic market. Lastly, each group’s reference point, which is the averaging of all 
single dimensional variables give the seller a set of referencing point. 

4.3   Use of Classification Results 

CMC has the default seller supply criteria at [1,1,1,1]. Judging by customer price 
groups, size and the customers’ criteria distance from a seller, the above model (i.e., 
Fig. 2 to Fig. 5 and classification rules (1) and (2)) can be interpreted as follows:  

1) Customer Group-4 (S$8,000.1 – S$16,000) has demand criteria nearest to a 
seller’s existing supply criteria. The difference is valued within [0 0.31]. 
Since, value ‘0’ is an exact match with a seller’s supply criteria, this means 
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that this seller is currently selling diamonds to this group of customers. A 
distribution plot on the 50% training data in Fig 2 reveals that the 
distribution is skewed right, leaving almost nothing on the right. Therefore, a 
seller can align marketing strategies to only import products that fulfill the 
need of customers, plotted on the left (that is, with an index near or equal to 
zero). This decision depends on the seller’s business resources and subjective 
to a seller’s projected profit.  

2) Group-3 (S$4,000.1 – S$8,000) has criteria differences rather near from an 
existing seller’s supply criteria. A moderate change in supply criteria might 
attract a larger number of customers. Since Group-3 has a wider customer 
spread, with low customer demand on both ends of the distribution, a seller 
would need more resources in order to target this group. It is better to target 
customers with index 0.3 to 0.4 within this group, if budget is a concern. 

3) Group-2 (S$2,000.1 – S$4,000) is rather far to a seller’s existing supply 
criteria. If a seller has the flexibility to make minor change in the supply 
criteria, this could be a fairly good niche market to concentrate on. The 
distribution has skewed left which means there are more customers 
preferring lower price diamond within this group range.  

4) Lastly, Group-1 (S$0 – S$2,000) is furthest from a seller’s existing business. 
However, it is perhaps the best target group in a diamond market for a capital 
constraint seller. First, this group can be identified easily, with not much 
overlapping with other groups. It has the most number of customers and the 
cost of the diamond is lower. A seller has the opportunity to sell more 
diamonds at lower cost to fulfill many customers who can be identified fairly 
easily. 

The soft-decision to formulate correct marketing strategies lies with the seller. 
CMC, a criteria-matching technique with classification, has shown the customer 
groups, gap, its size with possible distribution based on training data. A seller is free 
to change his or her supply reference point in order to study the customer groups 
around him / her.  For example, in order to sell to Group-1 customers, who are 
looking at a price of less than S$2000, the referencing criteria is 0.26, which equals to 
~0.286 carats unit or at a price of ~S$1225.  

5   Conclusion 

The proposed integrated technique can help a seller to learn and predict customer 
profiles. CMC technique has advantages over discriminant analysis in providing a 
prediction on customer group label, the size and their gap in a dynamic market. This 
helps a resource constrained niche seller to target the desired and most suitable group 
of customers (for example, the largest), who are the nearest to a seller’s existing 
supply criteria. The proposed technique is also unique as it converges fast, variables 
are interaction-free, augmenting to changes in data and is a single dimension 
classification technique. In brief, CMC is a potential tool that is suitable for use in 
predicting customer groups and showing criteria distances to a novice seller.  
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Abstract. A generation of rule for detecting an attack from enormous network 
data is very difficult, and this is commonly required an expert’s experiences. An 
auto-generation of detection rules cut down on maintenance or management ex-
penses of intrusion detection systems, but the problem is accuracy for the time 
being. In this paper, we propose an automatic generation method of detection 
rules with a tree induction algorithm that is adequate to search special rules 
based on entropy theory. While we progress the experiment on rule generation 
and detection with extracted information from network session data, we found a 
problem in selecting measures. To solve the problem, we present a method of 
converting the continuous measures into categorical measures and a method of 
choosing a good measure according to the accuracy of the generated detection 
rules. As the result, the detection rules for each attack are automatically gener-
ated without any help of the experts. Also, the correctness of detection im-
proves according to the selection of network measures. 

1   Introduction 

A numerous varied attacks have been appeared owing to the open source of attacks 
and more intelligent attacks. However, IDSs (Intrusion Detection Systems) immedi-
ately couldn’t bring an apt counter-move for this. The variety of attacks led the mar-
ket of IDSs to depression after all. 

Previous IDSs detect mainly existing attacks by comparing features, and for detect-
ing unknown attacks, an anomaly technique is applied. However the use of the tech-
nique is a burden to IDSs because of long learning time and many false-positives. 
While the common rule-based detection method serves high accuracy and ability in 
real-time detection, it has a problem that more time is required to make rules because 
experts have to analyze the attacks and generate the detection rules [1]. This problem 
can cause heavy damages due to delay of response against new attacks. This is why 
we begin to study about generation method of rules for detecting attacks without any 
help of the experts. 

We propose an automatic generation method of detection rules with a tree induc-
tion algorithm. This algorithm is a classification method that takes a priority measure 
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according to entropy [2]. Using this method, we automatically generate detection 
rules with extracted information from network session data and verify an accuracy of 
generated rules. We find a problem in accuracy of generated detection rules because 
of the continuous measure. So we suggest a method of converting the continuous 
measures into categorical measures. We generate rules while choosing measures 
which are good for rule generation and removing measures which give a negative 
effect. As the result, the detection rules for each attack are automatically generated 
without any help of the experts. Also, the correctness of detection becomes better 
according to the selection of network measures. 

2   Manuscript Preparation 

Recently, the researches for detecting anomalous behaviors and selecting measure on 
network with packet analysis and artificial intelligent method based on network have 
been progressed at Florida University and New Mexico University, etc. Florida Uni-
versity generated detection rules for features from training data based on TCP/IP 
protocol by using LERAD (Learning Rules for Anomaly Detection) that is a learning 
algorithm generating conditional rules [3]. In result of their experiment against 23 
extracted measures from the 1999 DARPA IDS Evaluation dataset, it showed high 
detection rate. However, in case of a training data including attacks, it showed low 
detection rate. 

New Mexico University detected each attack type using SVM (Support Vector Ma-
chine) method that classifies objects having two-class considering information such as 
session-based information on network packet and field characteristics of protocol 
header, etc [4]. Their research showed quick training and high accuracy for suggested 
measures from KDD-CUP 99, but the processing needed much time for collecting 
information and it was hard to block prior attacks. Because used measures include 
system logs as well as network packets. 

Artificial intelligent or data mining has been used as a method of analyzing an 
amount of data. Resent researches have progressed in an automatic generation of rules 
and detection of attacks. The represent of such researches was ARL:UT (the Applied 
Research Laboratories of University of Teas at Austin) applied decision tree and ge-
netic algorithm [5]. Genetic algorithm in this research was a logical platform to solve 
some problems occurring in intrusion detection, and decision tree algorithm was used 
to generate decisive rules. However, the rules have simple measures and could be 
extracted only after confirming attacks. 

3   Automatic Generation of Rules Using Tree Induction Algorithm 

3.1   The Selection of Algorithm 

The tree induction algorithm, which is one of the classification methods in data min-
ing, presents combinations of existing attributes among measures of a class and con-
verts a classification model into the form of a tree after analyzing the collected data. 
In case of having many unnecessary attributes for constructing trees, the algorithm 
can  select measures easily because the attributes automatically excepted do not affect  
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Fig. 1. Model for Automatic Generation of Rules and Detection of Attacks 

the classification. The tree structure can be quickly composed by reducing the loads 
consumed in the step of data conversion, because the algorithm processes continuous 
data as well as categorical data [6]. 

The C4.5 algorithm, which is the tree induction algorithm, automatically generates 
trees by calculating the IGs (Information Gains) according to the reducing values of 
entropy. The constructed tree shows the superior measure and what it means. If the 
algorithm is applied to detecting attacks, it is appropriate for the examination of the 
association between detection rules and attacks because it is easy to find how a com-
bination of the constituted variables affects the target variables which are added to 
previous combined variables. The algorithm is appropriate for being applied to net-
work data since it can classify data whose variables have the both continuous and 
categorical attributes. 

Figure 1 shows the model that generates rules and detects attacks using tree induc-
tion algorithm, and the algorithm is modified from the C4.5 to process network data 
based on TCP session. In order to generate detection rules, the first step is extracting 
and selecting information about each session from training data and the C4.5 con-
structs nodes by calculating IGs according to entropy reduction. The rules are gener-
ated by calculating errors of the leaf nodes for each tree. The errors are used for the 
process of detecting attacks after constructing trees by repeating these processes. 

3.2   Generation of Detection Rules According to Selected Measures 

3.2.1   Categorical Measures 
In order to construct the efficient tree for the categorical measures, the measure which 
gains the highest IG according to the reduction of the entropy must be constructed for 
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the upper node after calculating the entropy. The equation (1) calculates the entropy 
for all the classes (where, C: the number of classes, N: the number of total data, Ni: 
the number of data which is classified to the ith class). 

=

−=
C

i
ii NNNNIEntropy

1
2 )/(log)/()(  (1) 

The amount of the entropy reduction between measures is calculated after constituting 
each node of the tree. The amount which is calculated through the following i) ~ iv) 
steps is the easiest way to distinguish the classes. 

i) Let akj is the jth attribute of the kth rule set. According to akj, divide the popula-
tion with the level-1. 

ii) Let nkj is a population which is one of the divided branches and nkj(i) is the # of 
rules belonging to class i. The entropy for the branch belonging to class i is cal-
culated by equation (2). 
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After calculating the entropies of all branches, total entropy is calculated by 
equation (3). The total entropy is calculated by multiplying a probability of the 
rules on each branch and summing the result values. 
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iii) As in the equation (4), the amount of the entropy reduction is calculated by the 
amount difference between the total entropy and the entropy of the divided 
population with level-1. 

)()()( kt AEntropyIEntropyAEntropy −=Δ  (4) 

iv) Let h (h=1, 2, … , k, h≠h0) is each component of rules. The most upper node is 
selected by the value whose entropy reduction is the largest. That is, if ΔEh > 
ΔEh0, then the most upper node is constructed by ΔEh. 

v) After deciding the most upper node, a tree, which has level-1, is completely con-
structed. The steps, i) ~ iv), should be progressed iteratively until the entropy of 
the most upper node becomes 0. 

3.2.2   Continuous Measures 
A classification with continuous measures should use a threshold that is a criterion of 
dividing a set of variables in the direction of decreasing largely the entropy. However, 
it takes much time to search accurate threshold [7]. 

Calculating entropy for continuous measures needs to decide the limit values [8]. 
Partially continuous measures as (b) in the Fig. 2 make the trees generate differently 
according to the decision of limit value and detection performance decrease by the 
results. Therefore, a method properly dealing with partially continuous measures is 
required. We experiment with destination ports among continuous measures and 
evaluate the performance of converted measure. 
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Fig. 2. Distribution types of continuous measures 

3.2.3   Change of Selection for Network Measures 
The less important measures need the classifying time and have no effect on improv-
ing the detection performance. We used the method of selecting the high priority 
measures among network measures, because the more important measures should be 
chosen first. The measures (RG) are reflected next learning because they affect posi-
tively in generating of detection rules and have high frequencies. On the other hand, 
the negative measures (RB) are excluded. The selection rate of measures having high 
priority, GRR, is calculated by equation (5) (where, α is 0.01, as value in order to 
prevent calculating error which divided by 0). 

)R(R of # The

R of # The
  Rate) Rule GRR(Good

BG

G

++
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4   The Result and Analysis of Experiments 

4.1   Generation and Verification of Detection Rules 

For focusing the TCP information, we selected attacks against only TCP included in 
DARPA99 dataset. To select network measures, we modified TCP trace [10] and 
extracted 80 features from TCP session information as you see in Table 1. We used 
the Week 2 data among DARPA99 dataset as training data. The data consists of 
252,296 TCP sessions. It is used to generate detection rules by learning each attack in 
the data.  

Figure 3 shows a part of generated rules. Figure 4 shows the format of a generated 
rule. It consists of rule number, attack type, attack name respectively and many condi-
tions. Each condition part in a rule is connected by AND operation. As shown below 
column, the generated rules are converted into the form of detection rule. For exam-
ple, the detection rules (the rule number is 14) of satan attack is below column in 
Figure 4 as shown with bold string in Figure 3. When the construction of tree is com-
pleted, detection rules are decided. 
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LERAD for each attack. In the figure 5, we found that unknown attacks as well as 
attacks for training were detected, and we found the association among attacks having 
similar property. The reason why back, land, phf, and neptune attack were not de-
tected is that these attacks were not included in Week 2 data. The LERAD in Florida 
University is a learning algorithm to generate condition rules for features. When we 
compare our research with the LERAD in case of netcat attack (↓), the former de-
tected it but the latter not. However, in case of the other five attacks (↑), such as 
httptunnel attack, xsnoop attack, guest attack, etc., the detection rate of our research 
was totally higher than LERAD by about 10%. 

 

Fig. 5. Comparison of detection rate for Each Attack 

4.3   Experiments for Detection Rate and False Alarm Rate 

Figure 6 shows the improvement in detection rate and false alarm rate after converting 
continuous measures into categorical measures. It also shows that the detection rate 
increased about 20% and the false alarm rate decreased by15%. 

 

Fig. 6. The change of detection rate and false alarm rate after conversion 
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Table 2. The step of selecting the network measures 

Step0 Step1 Step2 Step3 No 
RG RB GRR RST SLT RG RB GRR RST SLT RG RB GRR RST SLT RG RB GRR RST 

1 0 0 0.00 I  3 1 0.75 G  11 1 0.92 G  11 1 0.92 G 
3 0 0 0.00 I  0 0 0.00 I  7 7 0.50 B X 0 0 0.00 I 
4 7 28 0.20 B X 0 0 0.00 I X 0 0 0.00 I X 0 0 0.00 I 
5 10 5 0.67 G  18 10 0.64 G  19 11 0.63 G  19 9 0.68 G 
6 6 7 0.46 B X 0 0 0.00 I X 0 0 0.00 I X 0 0 0.00 I 
8 0 0 0.00 I  30 20 0.60 G  38 14 0.73 G  38 12 0.76 G 

10 3 0 1.00 G  8 4 0.67 G  6 1 0.86 G  6 1 0.86 G 
13 0 0 0.00 I  0 0 0.00 I  61 15 0.80 G  61 13 0.82 G 
20 37 30 0.55 G  35 39 0.47 B X 0 0 0.00 I X 0 0 0.00 I 
21 0 0 0.00 I  2 0 1.00 G  10 0 1.00 G  10 0 1.00 G 
22 0 0 0.00 I  0 0 0.00 I  5 0 1.00 G  5 0 1.00 G 
24 0 0 0.00 I  5 1 0.83 G  55 14 0.80 G  55 12 0.82 G 
26 17 11 0.61 G  23 14 0.62 G  34 13 0.72 G  34 11 0.76 G 
27 10 5 0.67 G  20 10 0.67 G  34 13 0.72 G  34 11 0.76 G 
28 0 0 0.00 I  0 0 0.00 I  2 0 1.00 G  2 0 1.00 G 
38 4 0 1.00 G  3 1 0.75 G  3 2 0.60 G  3 2 0.60 G 
39 4 1 0.80 G  4 1 0.80 G  0 0 0.00 I X 0 0 0.00 I 
41 19 26 0.42 B X 0 0 0.00 I X 0 0 0.00 I X 0 0 0.00 I 
43 0 0 0.00 I  2 3 0.40 B X 0 0 0.00 I X 0 0 0.00 I 
45 21 18 0.54 G  2 0 1.00 G  13 0 1.00 G  13 0 1.00 G 
46 0 0 0.00 I  6 4 0.60 G  9 4 0.69 G  9 4 0.69 G 
47 10 5 0.67 G  20 10 0.67 G  22 11 0.67 G  22 9 0.71 G 
48 3 3 0.50 B X 0 0 0.00 I X 0 0 0.00 I X 0 0 0.00 I 
49 0 0 0.00 I  0 0 0.00 I  6 0 1.00 G  6 0 1.00 G 
50 27 26 0.51 G  20 37 0.35 B X 0 0 0.00 I X 0 0 0.00 I 
51 10 8 0.56 G  7 13 0.35 B X 0 0 0.00 I X 0 0 0.00 I 
52 0 0 0.00 I  2 0 1.00 G  0 0 0.00 I X 0 0 0.00 I 
53 0 0 0.00 I  0 0 0.00 I  26 12 0.68 G  26 10 0.72 G 
54 49 48 0.51 G  49 52 0.49 B X 0 0 0.00 I X 0 0 0.00 I 
55 11 4 0.73 G  21 9 0.70 G  12 1 0.92 G  12 1 0.92 G 
56 7 12 0.37 B X 0 0 0.00 I X 0 0 0.00 I X 0 0 0.00 I 
60 4 1 0.80 G  9 3 0.75 G  64 17 0.79 G  64 15 0.81 G 
61 3 0 1.00 G  0 0 0.00 I  8 5 0.61 G  8 5 0.61 G 
62 0 0 0.00 I  10 3 0.77 G  25 2 0.93 G  25 2 0.93 G 
63 0 0 0.00 I  2 0 1.00 G  5 0 1.00 G  5 0 1.00 G 
64 0 0 0.00 I  5 2 0.71 G  3 0 1.00 G  10 5 0.67 G 
65 12 12 0.50 B X 0 0 0.00 I X 0 0 0.00 I X 0 0 0.00 I 
66 6 5 0.54 G  8 17 0.32 B X 0 0 0.00 I X 0 0 0.00 I 
67 2 0 1.00 G  3 8 0.27 B X 0 0 0.00 I X 0 0 0.00 I 
68 18 29 0.38 B X 0 0 0.00 I X 0 0 0.00 I X 0 0 0.00 I 
75 1 2 0.33 B X 0 0 0.00 I X 0 0 0.00 I X 0 0 0.00 I 
76 4 1 0.80 G  46 51 0.47 B X 0 0 0.00 I X 0 0 0.00 I 
77 46 48 0.49 B X 0 0 0.00 I X 0 0 0.00 I X 0 0 0.00 I 
78 0 0 0.00 I  13 26 0.33 B X 0 0 0.00 I X 0 0 0.00 I 
79 17 11 0.61 G  25 14 0.64 G  32 13 0.71 G  32 11 0.74 G 
80 6 0 1.00 G  13 10 0.56 G  14 5 0.74 G  14 5 0.74 G 
Removed measure’s numbers: 2, 7, 9, 11-12, 14-19, 23, 25, 29-37, 40, 43-44, 57-59, 69-74 
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Table 2 shows the step of selecting the network measures according to GRR. In this 
table, ‘Step0’ means that all network measures were used. If GRR of a measure is the 
less than threshold (0.5), the measure is removed in measure set, and then the process 
of generating rules is continued again. Other ‘Step#’ in Table 2 means the process of 
selecting measures. Each ‘G’, ‘B’ and ‘I’ in Table 2 means ‘Good measure’, ‘Bad 
measure’ and ‘Ignorable measure’. ‘B’ or ‘I’, as GRR of the measure was less than 
the threshold, is marked with ‘X’ and is not used in the next step. After all, the re-
moved measure number is showed in the last row of Table 2. 

 

Fig. 7. ROC for Week 4 of the DARPA 99 dataset 

Figure 7 shows the ROC for Week 4 data of the DARPA99 dataset. It is noticed 
that the detection rate and false alarm rate for measures selected by GRR improved 
while selecting the good measures. In the Step 3, detection rate was the highest and 
false positive was the lowest. 

5   Conclusion 

As a tree induction algorithm offers an explanation of classification and prediction for 
given data, it is easy to understand generated rules and analyze which attributes criti-
cally affect each class. Also, this can process both continuous and categorical data so 
that construct quickly models by reducing time and load to convert data. 

In this paper, we studied the method that automatically generates detection rules us-
ing tree induction algorithm. A tree induction algorithm classifies the selected meas-
ures which are firstly obtained by calculating high information gain according to 
entropy reduction. This method made detection rules against various attacks were 
generated by extracting the 80 measures from network session data. These rules can 
detect attacks effectively and reduce a lot of costs and time because of automatic 
generation without support of experts. 

We found a problem in selection from continuous measures. To solve the problem, 
we presented the method that is converting the continuous measures into categorical 
measures. Therefore we verified the accuracy for the generated detection rules 
through experiments and selected measures according to the accuracy. As the results, 
detection rate gets increased and false alarm rate gets decreased. 
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Abstract. In this paper, we implement hand gesture recognition system using 
union of fuzzy algorithm and Relational Database Management System (hereaf-
ter, RDBMS) module for Post PC (the embedded-ubiquitous environment using 
blue-tooth module, embedded i.MX21 board and note-book computer for smart 
gate). The learning and recognition model due to the RDBMS is used with input 
variable of fuzzy algorithm (fuzzy max-min composition), and recognize user's 
dynamic gesture through efficient and rational fuzzy reasoning process. The 
proposed gesture recognition interface consists of three modules: 1) gesture in-
put module that processes motion of dynamic hand to input data, 2) RDBMS 
module to segment significant gestures from inputted data, and 3) fuzzy max-
min recognition module to recognize significant gesture of continuous, dynamic 
gestures and extensity of recognition. Experimental result shows the average 
recognition rate of 98.2% for significant dynamic gestures. 

1   Introduction 

The Post PC refers to a wearable PC that has the ability to process information and 
networking power. Post PC that integrates sensors and human interface technologies 
will provide human-centered services and excellent portability and convenience [1]. 
And also, the haptic technology can analyze user's intention distinctly, such as finding 
out about whether user gives instruction by some intention, judging and taking suit-
able response for the user intention [2][3]. In this paper, in order to exploit the ad-
vanced technology and react to the changed user requirements / environments appro-
priately, we enhance the traditional data entry pattern, which is limited to wired com-
munications, up to ubiquitous environment (based on the Post PC platform), using 
wireless communication interface between data acquisition devices and other mod-
ules. The propose gesture recognition system that is consisted of union by fuzzy max-
min composition and RDBMS can improve the efficiency in data acquisition, provide 
user with more convenience, and recognize significant dynamic gesture of user in 
real-time and anytime-anywhere manner. 
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2   Concepts of the Post PC 

For Post PC, we have two concepts. The first is wearable and the second is small & 
light for humanization. The wearable computers are full-function PC that is designed 
to be worn and operated on the body. The Post PC’s processors and input devices can 
be connected to wireless local area networks or other communications systems [1] [4]. 
The Post PC has two concepts as shown in Fig.1 [5]. 

 

 

Fig. 1. Concepts of the Post PC 

3   Gesture Input Module and Regulation of Hand Gesture  

In this paper, we use 5DT Company’s 5th Data Glove System (wireless) which is one 
of the most popular input devices in haptic application field. 5th Data Glove System is 
basic gesture recognition equipment that can capture the degree of finger stooping 
using fiber-optic flex sensor and acquires data through this [7]. In order to implement 
gesture recognition interface, this study choose 19 basis hand gestures through prior-
ity "Korean Standard Sign Language Dictionary [6]” analysis. And 4 overlapping 
gestures are classified as pitch and roll degree. Fig. 2 shows a classification of basis 
hand gesture used in this study.  

 

 
 

Fig. 2. Classification of basis hand gesture 
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Two main functions of gesture input module are 1) to input the significant hand 
gesture data (in analog format) of users, which is generated/delivered from (wireless) 
5th Data Glove System, and 2) to execute the calibration control function as a pre-
processing step. The captured dynamic gesture data of various users is transmitted to 
embedded i.MX21 board and server (Oracle 10g RDBMS) through notebook-
computer. The gesture data transmitted to server that is used to as a training data for 
gesture recognition model by Oracle 10g RDBMS's SQL Analytic Function. And, 
gesture data that is transmitted to embedded i.MX21 is used as the input to fuzzy 
recognition module for significant gesture recognition. The architecture of gesture 
input module is shown in Fig. 3.  

 

 

Fig. 3. The architecture of gesture input module 

4   Training and Recognition Model Using RDBMS 

The RDBMS is used to classify stored gesture document data from gesture input mod-
ule into valid and invalid gesture record set (that is, status transition record set) and to 
analyze valid record set efficiently. Fig. 4 shows the process of recognition model 
construction for validity gesture. 
 

 

Fig. 4. Process of recognition model construction using RDBMS 

The process of implementing training model is to analyze the input data from data 
glove system and to segment the data into valid gesture record set and status transition 
record set. A rule to segment valid and invalid gesture record set (changing gesture 
set) is as following. 
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 If the difference between preceding average (preceding 3 and 1) and current row 
value is over 5, the current value is regarded as transition gesture record. 

 If one of five finger's data value is over 5, current value data is also regarded as 
changing gesture record. 

5   Fuzzy Max-min Module for Hand Gesture Recognition 

The fuzzy logic is a powerful problem-solving methodology with a myriad of appli-
cations in embedded control and information processing. Fuzzy provides a re-
markably simple way to draw definite conclusions from vague, ambiguous or im-
precise information [8]. The fuzzy logic system consists of the fuzzy set, fuzzy rule 
base, fuzzy reasoning engine, fuzzifier, and defuzzifier. Because each fuzzy relation 
is a generalization of relation enemy ordinarily, the fuzzy relations can be com-
posed. The fuzzy max-min CRI for fuzzy relations that is proposed in this paper is 
defined in Fig. 5. The learning and recognition model by the RDBMS is used with 
input variable of fuzzy algorithm and recognizes user's dynamic gesture through 
efficient and rational fuzzy reasoning process. And, we decide to give a weight to 
each parameter and do fuzzy max-min reasoning through comparison with recogni-
tion model constructed using RDBMS module. The proposed membership function 
of fuzzy set is defined as in the following formula (1).  
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Fig. 5. Fuzzy Max-Min CRI (Direct Method) 

 

Fig. 6. Fuzzy membership functions 

6   Experiments and Results 

The overall process of recognition system consists of three major steps. In the first 
step, the user prescribes user’s hand gesture using 5th Data Glove System (wireless), 
and in the second step, the gesture input module captures user's data and change char-
acteristics of data by parameters, using RDBMS module to segment recognition 
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model. In the last step, it recognizes user's dynamic gesture through a fuzzy reasoning 
process and a union process in fuzzy min-max recognition module, and can react, 
based on the recognition result, to user via speech and graphics offer.  The process of 
automatic human gesture recognition is shown in Fig. 7. 

 

 

Fig. 7. Flow-chart of the recognition system 

Experimental set-up is as follows. The distance between server (Oracle 10g 
RDBMS) and smart-gate is about radius 10M's ellipse form. As the gesture, we move 
5th Data Glove System to prescribed position. For every 20 reagents, we repeat this 
action 10 times. Experimental result shows the average recognition rate of 98.2% for 
significantly dynamic gestures. Fig. 8 shows an example of fuzzy value's production 
and recognition results.  
 

 
 

Fig. 8. Fuzzy value's production and results of hand gesture recognition 
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7   Conclusions 

In this paper, we implemented hand gesture recognition system that analyzes user's 
intention more efficiently and more accurately can recognize 19 significant dynamic 
hand gestures in real time using fuzzy max-min recognition module in Post PC plat-
form. Also, the hand gesture recognition system by union of fuzzy algorithms (the 
fuzzy relation’s composition) and RDBMS module is the improvement of recognition 
efficiency and can be more powerful pattern recognition methods in the near future. 
The result of the experiment for hand gesture recognition was successful and satisfac-
tory. To more flexible and natural hand gesture recognition, artificial intelligence and 
pattern recognition algorithm such as fuzzy-neural network or fuzzy-control should be 
applied. And also we must encode human’s gesture to five senses fusion for the  
Post PC. 
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Abstract. In this paper, we present a novel method to find the right expert who 
matches a certain project well. The idea behind this method includes building 
domain ontologies to describe projects and experts and calculating similarities 
between projects and domain experts for matching. The developed system 
consists of four main components: ontology building, document formalization, 
similarity calculation and user interface. First, we utilize Protégé to develop the 
predetermined domain ontologies in which some related concepts are defined. 
Then, documents concerning experts and projects are formalized by means of 
concept trees with weights. This process can be done either automatically or 
manually. Finally, a new method that integrates node-based and edge-based 
approach is proposed to measure the semantic similarities between projects and 
experts with the help of the domain ontologies. The experimental results show 
that the developed information matching system can reach the satisfied recall 
and precision. 

1   Introduction 

The word “ontology” has gained a great popularity within the information retrieval 
community. There are a number of definitions about the ambiguous term “ontology” 
[1]. Different definitions have different level of detail and logic [9]. In our work, the 
ontology is a collection of concepts and their interrelationships, and serves as a 
conceptualized vocabulary to describe an application domain. So far ontology has 
been successfully developed to solve different kinds of real problems. In this work, 
we focus on the project and domain expert matching problem. 

For project reviewing problem, it is not easy to choose an appropriate domain 
expert for a certain project if experts’ research areas and the contents of the 
projects are not known ahead very well. It is also a hard work when the number of 
projects is much high. So there is a great need for the effective technology that 
can capture the knowledge involved in both domain experts and projects. 
Nowadays, the popular strategy for such problem is people choose proper experts for 
the given projects with the help of querying database through computer information 
systems. These kinds of systems can only provide keyword-based search. They cannot 
identify which expert is more suitable than the others. In addition, the effectiveness of 
keyword-based retrieval system is not good. 

To solve the above matching problem effectively, we propose an ontology-based 
method that presents knowledge related to both experts and projects by using a set of 
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concepts coming from the ontology library. The derived concept tree is much suitable 
for computing the semantic similarity between each pair of project and expert. Once 
the semantic similarity is obtained, the matching process can be done by selecting the 
expert with the highest similarity value who is thought to be the best choice for the 
given project. 

There are two main ways to calculating the semantic similarity for two concepts, 
they are node-based and edge-based approaches [8]. But these two approaches only 
discuss the similarity between two individual concepts without considering the 
similarities between two sets of concepts. However, a text document is usually 
represented by a set of concepts. When matching documents, it is necessary to 
compute the semantic similarities between two sets of concepts. Such kind of problem 
is solved in this paper by using a new integrated method whose main idea comes from 
the node-based and edge-based approaches. To apply the proposed method to our 
matching problem, we first select a domain of computer science and engineering, and 
then develop an ontology-based information matching prototype system. The 
experimental results show that our system can get better Recall and Precision. 

The advantage of our work lies in incorporating the statistical information with the 
semantic information embedded in the hierarchical structure of the ontology. The 
proposed integrated method can give more intelligent supports for projects and 
domain experts matching. 

 E x p e r t 
D o c u m e n t s 

Project
Documents

S i m i l a r i t y   Calculation

Ontology Library

D o c u m e n t s   Formalization

Ontologies Building

Database

U s e r   I n terface

E x p e r t 
C o n c e p t   T r e e s 

Project
Concept Trees

R e s u l t  List

I n t e r n e t 
Users  

Fig. 1. System architecture 

2   System Architecture 

Shown as in Figure 1, four main modules consist of our proposed ontology-based 
information matching system: Ontologies building, Documents formalization, 
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Similarity calculation and User interface. The brief descriptions about these four parts 
are given as follows. 

Ontology building: We adopt Protégé [11], developed by Stanford University, to build 
our domain ontologies. The concepts and relations are from the Chinese standard 
subject classification. 

Document formalization: Benefiting from the ontologies that we have built, we can 
use the concepts to formalize the documents containing information about domain 
experts and projects.  

Similarity calculation: By conducting the proposed integrated method to the concept 
trees corresponding to projects and domain experts respectively, we can calculate the 
similarities between them and rank the candidate domain experts afterwards. As a 
result, the most appropriate domain expert can be obtained. 

User interface: This matching system implements the typical client-server paradigm. 
End users can access and query the system from the Internet, while domain experts or 
system administrators can manipulate the formalization and ontology building 
process. 

2.1   Ontology Building 

In the first step, we use the Chinese standard subject classification to build the 
ontology prototype with Protégé. Before using the ontology to formalize the 
documents, we should carry out the disambiguation process to remove the polysemy 
phenomena. Our system performs this phase by assigning a central concept for its all 
synonyms.  

2.2   Document Formalization and Concept Extraction 

We propose two ways to formalizing the documents (See Figure 2): automatically or 
manually.  

In order to automatically process the unstructured documents like html, doc, txt, 
etc, we should firstly construct a Chinese domain word list for segmentation, which 
consists of concepts frequently used in the specified domain. When segmenting the 
Chinese documents into words, MM Method (Maximum Matching Method) is used. 
The outputs of segmentation are a list of words each of which is with a weight value. 
This value can be calculated by the frequency of each word. 

Below we give an example to show the automatic process. After segmentation, 
document A is represented by a word list, 

LA = { w1, w2 , …, wi, …, wn } , (1) 

where wi represents the ith ( 1  i  n ) word, n is the number of words in document A.  
The corresponding frequencies are  

FA = { f1 ,  f2 , …, fi, …,  fn } , (2) 

where fi represents the frequency value of the ith ( 1  i  n ) word.  
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fk = Max ( fi  ) , (3) 

' i

i

k

f
f

f
= , (4) 

' ' ' '

1 2
{ , , , }

A n
F f f f=  , (5) 

where '

A
F  is the frequency list and we call it the weight vector of the concepts. 

Therefore document A can be formalized by using the following weight vector. 

Weight(A) = { weight1 , weight2 , …, weightn } = { ' ' '

1 2
, , ,

n
f f f } , (6) 

where weighti  is the weight of the word wi. 
In manual way, we develop a tool, named Concept Filler, to process the document 

into words by assigning their weights manually in order to improve the precision of 
concept extraction (see also Figure 2). The Concept Filler is simply an interface to 
help the user assign proper concepts and weights by hand. The interface for 
specifying the concepts by the concept filler is shown in Figure 3. The concepts 
selected from the ontology hierarchy are finally stored into the database. The 
corresponding weight value ranging from 0 to 1 is assigned to each concept aiming to 
distinguish its importance, the bigger value the more importance. 

After document formalizing, the remaining task is to calculate the similarities 
between concepts for matching. In the following section, we will discuss the 
similarity calculation method in somewhat detail. 

Concept FillerConcept Extraction Agent

Documents

User

Database

Concept List Concept List

I II

 

Fig. 2. Document formalization 
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Fig. 3. The interface for specifying concepts by the concept filler 

3   Similarity Calculation and Matching Process 

As we have known, there are many kinds of interrelations between concepts in 
ontology construction, such as IS-A relation, Kind-of relation, Part-of relation, 
Substance-of relation, and so on. Calculating the similarity between concepts based 
on the complex interrelations is a challenging work. However, there unfortunately are 
not any methods that can deal with the above problem effectively up to now. From the 
other hand, IS-A (hyponym / hypernym) relation is the most common concern in 
ontology presentation. Some similarity calculation methods have been developed 
based on this simple relation [8]. So in this scenario, only IS-A relation is considered 
in our research. And we let the other relations be the future research topics. 

3.1   Node-Based Approach and Edge-Based Approach 

Here we want to discuss two classes of methods for calculating semantic similarities 
between concepts, they are node-based method and edge-based method [8]. 

Resnik used information content to measure the similarity [3] [7]. His point is that 
the more information content two concepts share, the more similarity two concepts 
have. The similarity of two concepts c1 and c2 is quantified as: 

1 2

1 2
( , )

( , ) max [ log ( )]
c Sup c c

sim c c p c
∈

= −  , (7) 

where Sup( c1 , c2 ) is the set of concepts whose child concepts contain c1 and c2, ( )p c  

is the probability of encountering an instance of concept c, and  
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( )
( )

freq c
p c

N
=  , (8) 

where ( )freq c  is simply the statistical frequency of concept c, and N is the total 

number of concepts contained in the given document. The frequency of concept c can 
be computed beforehand. Considering multiple inheritances where many words may 
have more than one concept sense, similarity calculation should be modified as: 

1 1 2 2
1 2 1 2( ), ( )

( , ) max [ ( , )]
c sen w c sen w

sim w w sim c c
∈ ∈

=  , (9) 

where ( )sen w  means the set of possible different concepts denoted by the same word. 

Another important method to quantify the similarity is the edge-based approach. 
Leacock and Chodorow summed up the shortest path length and converted this 
statistical distance to the similarity measure [4]: 

1 1 2 2
1 2( ), ( )

1 2

max

min ( , )
( , ) log[ ]

2

c sen w c sen w
len c c

sim w w
d

∈ ∈= −
×

 . (10) 

where 
1 2

( , )len c c  is the number of edges along the shortest path between concepts c1 

and c2, and dmax is the maximum depth of the ontology hierarchy. 

3.2   An Integrated and Improved Approach 

From the above section, we can see that there are three main shortcomings in the 
above two methods. By analyzing problems involved we suggest some improvements 
accordingly. 

1. Both node-based and edge-based methods only simply consider two concepts in 
the concept tree without expanding to two lists of concepts in different concept trees, 
whereas the documents are usually formalized into lists of concepts. To solve this 
problem, we have to propose a new method that can calculate the similarities between 
two lists of concepts, by which the quantified similarity value can show how similar 
the documents are. 

2. The node-based method does not concern the distance between concepts. In 
Figure 4 for example, if concepts B1, C1 and C6 have only one sense individually and 
the same frequency that determines the same information content, we may have the 
following result according to the node-based method: 

1 1 1 6
( , ) ( , )sim B C sim B C=  . (11) 

From Figure 4, it is easy to see that concepts B1 and C1 are more similar. 
3. The edge-based method does not consider the weight of each concept. For 

example, both concepts C1 and C2 in Figure 4 have only one edge with B1, we may get 
the same similarity value using the edge-base method: 

1 1 1 2
( , ) ( , )sim B C sim B C=  . (12) 
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But, if C1 has bigger weight than C2, C1 is usually more important and the similarity 
between B1 and C1 should be greater. 

B1

Layer1

Layer2

Layer3

Layer4

A1

B2 B3

C1 C2 C3 C4 C5 C6

D1 D2 D3 D4
 

Fig. 4. Concept tree with four hierarchies 

To overcome the shortcomings of both node-based and edge-based methods, a new 
integrated method is proposed in this paper to calculate the similarity between two 
documents. Before conducting the proposed method, the documents related to 
projects and domain experts should be formalized first that results in two vectors 
containing the concepts with their frequencies. Suppose a document Document(1) 
describing a project, and a document Document(2) describing a domain expert, the 
formalization results are: 

Document(1) = {c11, c22, …, c1m} , (13) 

Document(2) = {c21, c22, …, c2n} , (14) 

with their corresponding frequencies: 

Weight(1) = {weight11, weight12, …, weight1m} , (15) 

Weight(2) = { weight21, weight22, …, weight2n} . (16) 

For each pair of concepts (c1i, c2j) in the concept tree, there must be a concept c, for 
which both c1i and c2j are child concepts, and the path length is minimum. Concept c is 
the nearest parent concept for both c1i and c2j. The similarity between c1i and c2j can be 
calculated by 

21
1 2

1 2

( , ) log( )
( , ) 1 ( , ) 1

ji
i j

i j

weightweight
sim c c

len c c len c c
= − +

+ +
 , (17) 

where 1( , )ilen c c  is the path length between c and c1i. Considering multiple senses of 

the concepts, we improve the calculation equation as: 

1 1 2 2
1 2 1 2( ), ( )

( , ) max [ ( , )]
i i j j

i j i jc sen C c sen C
sim C C sim c c

∈ ∈
=  , (18) 
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where C1i is the sense representation. We calculate the maximum similarity value 
among all candidate concepts: 

1 2max[ ( , )]i jSIM sim C C=  . (19) 

Then, the similarity between two documents can be calculated by the following 
formula: 

1 2

1 1

( , )

( (1), (2))

m n
i j

i j

sim C C

SIMsim Document Document
m n

= ==
×

 . 
(20) 

4   Experimentation and Evaluation 

We carry out a series of experiments to compare and evaluate edge-based approach, 
node-based approach and our integrated approach. Normally we use two measures 
precision and recall to evaluate an information retrieval system. In our research, we 
also use these two measures to verify the efficiency of the developed information 
matching system. Let R be the set of relevant documents, and A be the answer set of 
documents. The precision and recall are defined as follows respectively: 

| |
100%

| |

A R
Precision

A
= × ,  (21) 

| |
100%

| |

A R
Recall

R
= × .  (22) 

In the experiment, we collect around 800 domain experts (including professors, 
engineers, researchers, etc) and over 500 projects within the domain of computer 
science and engineering. Table 1 shows the different precision and recall results using 
three different methods with different number of projects. Also the comparison charts 
are given in Figures 5 and 6 respectively. 

Table 1. Precision and recall comparison. E-based denotes edge-based approach, N-based 
denotes node-based approach, Integrated denotes integrated approach. 

Precision Recall 
 Projects 

E-based N-based Integrated E-based N-based Integrated 
1 100 20.65% 25.99% 30.71% 30.56% 32.28% 39.04% 
2 200 22.32% 25.85% 28.93% 31.00% 33.98% 34.73% 
3 300 27.55% 19.32% 32.79% 23.56% 30.46% 42.92% 
4 400 20.38% 27.61% 31.59% 30.87% 35.43% 32.96% 
5 500 23.40% 23.44% 29.63% 33.70% 43.75% 49.74% 
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Fig. 5. Precision comparison 

Recall Comparison Chart
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Fig. 6. Recall comparison  

5   Conclusions and Future Works 

In this paper, we present an ontology-based method to match projects and domain 
experts. The prototype system we developed contains four modules: Ontology 
building, Document formalization, Similarity calculation and User interface. 
Specifically, we discuss node-based and edge-based approaches to computing the 
semantic similarity, and propose an integrated and improved approach to calculating 
the semantic similarity between two documents. The experimental results show that 
our information matching system can reach better recall and precision. 

As mentioned previously, only the simplest relation “IS-A relation” is considered 
in our study. When dealing with the more complex ontology whose concepts are 
restricted by logic or axiom, our method is not powerful enough to describe the real 
semantic meaning by merely considering the hierarchical structure. So the future 
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work should focus on the other kinds of relations that are used in ontology 
construction. In other words, it will be an exciting and challenging work for us to 
compute the semantic similarity upon various relations in the future. 
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Abstract. Behavioral sequences of the medaka (Oryzias latipes) were continu-
ously investigated through an automatic image recognition system in increasing 
temperature from 25˚  to 35˚C. The observation of behavior through the 
movement tracking program showed many patterns of the medaka. After much 
observation, behavioral patterns could be divided into basically 4 patterns: ac-
tive-smooth, active-shaking, inactive-smooth, and inactive-shaking. The 
“smooth” and “shaking” patterns were shown as normal movement behavior, 
while the “smooth” pattern was more frequently observed in increasing tem-
perature (35˚ ) than the “shaking” pattern. Each pattern was classified using a 
devised decision tree after the feature choice. It provides a natural way to incor-
porate prior knowledge from human experts in fish behavior and contains the 
information in a logical expression tree. The main focus of this study was to de-
termine whether the decision tree could be useful in interpreting and classifying 
behavior patterns of the medaka.  

1   Introduction 

Ecological data are very complex, unbalanced, and contain missing values. Relation-
ships between variables may be strongly nonlinear and involve high-order interac-
tions. The commonly used exploratory and statistical modeling techniques often fail 
to find meaningful ecological patterns from such data [1], [2], [3]. The behavioral or 
ecological monitoring of water quality is important regarding bio-monitoring and risk 
assessment [4], [5]. An adaptive computational method was utilized to analyze behav-
ioral data in this study. Decision tree is modern statistical techniques ideally suited for 
both exploring and modeling such data. It is constructed by repeatedly splitting the 
data, defined by a simple rule based on a single explanatory variable.  

The observation of the movement tracks of small sized animals has been separately 
initiated in the field of search behavior in chemical ecology [6] and computational 
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behavior [7], [8]. For searching behavior, the servometer and other tools were used 
for investigating the continuous movement tracks of insects, including cockroaches, 
in characterizing the effects of wind [9], pheromone [10], [11], relative humidity [12], 
and sucrose feeding [13]. 

These computational methods convey useful mathematical information regarding 
similarities present in data of the movement tracks, for instance, correlation coeffi-
cients or fractal dimensions. By these methods, however, the parameters are obtained 
through mathematical transformations of the movement data, and information is in a 
general highly condensed state. These methods are usually not interpretable for 
uniquely and directly characterizing the actual shape of the movement tracks.  

In this paper, we utilized the decision tree for the classification of response behav-
iors and attempted to explain the shapes of the movement tracks through feature ex-
traction in increasing temperature. Realizing there is a limit to observing with the 
naked eye, computational methods were used to conduct our research more effec-
tively. First, statistical analysis in total moving distance, average speed, and in sec-
tional domination was conducted as a feature extraction. Furthermore, we devised a 
new analysis method for pattern isolation based on a decision tree to differentiate the 
patterns we thought were distinctive. This research can help the biosensor field in 
detecting defects in fish, or in finding out chemical toxicants that exist in the water by 
observing specific behavior patterns of fish.  

2   Experiment for Data Acquisition  

The specimens of medaka (Oryzias latipes) used in our experiment were obtained 
from the Toxicology Research Center, Korea Research Institute of Chemical Tech-
nology (KRICT; Taejon, Korea). Only the specimens six to twelve months from birth 
were used. The medaka is about 4cm in length and lives for about 1-2 years.  

Before the experiment, they were maintained in a glass tank and were reared with 
an artificial dry diet (TetraminTM, Tetra Werke, Germany) under the light regime of 
Light 10: Dark 14 at a temperature of 25 ± 0.5˚ . The water in the tank was continu-
ally oxygenated prior to experimenting. 

A day before experimentation, the medaka was put into the observation tank and 
was given approximately twelve hours to adjust. The specimen was kept in a tempera-
ture of 25˚  and was given sufficient amount of oxygen during these twelve hours 
prior to the experiment. The specimens used were male and about 4cm in length. In 
order to achieve image processing and pattern recognition effectively, stable condi-
tions were maintained in the monitoring system. Disturbances to observation tanks 
and changes in experimental conditions were minimized. Aeration, water exchange 
and food were not provided to test specimens during the observation period and the 
light regime was kept consistent.  

 The aquarium used was based on the experiments on fish behavior in KRICT. The 
observed aquarium size was 40cm×20cm×10cm. The temperature was adjusted by 
using the circulator. The heated water from the circulator flows into the tank and then 
flows back into the circulator. The rate of water flow was 16m/s. The analog data 
captured by the camera set in front of aquarium were digitized by using the video 
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overlay board every 0.25 seconds and were sent to the image recognition system to 
locate the target in spatial time domains. The spatial position of the medaka was re-
corded in two-dimensional x, y coordinate values.   

After giving the experimenting specimen approximately twelve hours to adjust to 
the observation aquarium, the experiment was started. The experiment was started at 
about 8:00~8:30 AM every day. The initial temperature was 25˚ . After 2 hours, the 
setting temperature was increased to 35˚  using the water circulatory system. De-
pending on the day and external temperature, the time it took for the aquarium to 
elevate to 35˚  varied. 90 minutes for the temperature of 25˚  and 35˚ , 30~60 min-
utes for the transition period were used as data. Each data from a movement pattern 
had an interval of one minute, and were overlapped every 30 seconds for analysis. 

3   Feature Extraction Process 

In this paper, the movement patterns of the medaka were classified into shaking and 
smooth patterns as shown in Fig. 1. The behavior of the medaka in a one minute pe-
riod of time was used to classify them into 5 patterns: active-smooth, active-shaking, 
inactive-smooth, inactive-shaking, and not determined in each case. “Not determined” 
are patterns that were not classified into any one of these four categories. By the ob-
servation of an expert in fish behavior to initiate pattern isolation, the features were 
observed and the following three feature variables could be defined: high-speed ratio, 
FFT (Fast Fourier transformation) to angle transition, and projection to x- and y-axes. 
Fig. 2 shows the schematic diagram in one minute of the movement analysis for the 
process of extracting three distinctive characteristics from the data we acquired and 
classifying 5 patterns based on this information. It is possible that for medaka treated 
with sub-lethal chemicals, there might be patterns that cannot be classified. However, 
for these cases, a new analysis can be done to add new patterns and update the deci-
sion tree.  

 
(a) Shaking patterns                                         (b) Smooth patterns 

Fig. 1. Examples of the shaking and smooth patterns in one minute (•: start, *: end) 

In order to know the activeness of a medaka, speed information was used to define 
high-speed ratio. Speed of the medaka shows that it is an active movement or inactive 
movement. The formula of speed is as the following: 

 ,3 ,2 ,1     )()( 2
1

2
1 =−+−= ++ nyyxxS nnnn

 (1) 
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Fig. 2. Schematic diagram for automatic pattern isolation  

Where, xn and yn are the position values of the medaka in a sampled time. The ratio 
that exceeded the calculated average speed of the overall 7 data sets, 21mm/sec, was 
used as the first feature variable. High-speed ratio is calculated as the following equa-
tion. 

(%)100
minute onein  samples ofNumber 

A2 above samples ofNumber ×=ratioS  (2) 

The change of direction in the movement track was observed to consider move-
ment of medaka. The change of direction is represented as an angle transition to clas-
sify the movement behavior of medaka. Angle transition between two sampled times 
denoted as H is calculated in the following equation. Where xn and yn shows the coor-
dinate value for the x and y axes.  
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Fourier transformation is used to transform signals in the time domain to signals in 
the frequency domain [20].  We apply the Fast Fourier transform (FFT) to the signal 
of angle transition to calculate energy. The FFT for a given discrete signal x[n] is 
calculated through the following equation: 
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After applying the FFT to angle transition, the power of FFT (PF) is calculated in 
the following equation for the amplitudes above a median. 
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Where xi  is the amplitudes above a median. We use all sets to find median in experi-
ments. We are used to FFT power because of the calculation in qualified angle transi-
tion. The PF is employed as a second feature variable for pattern isolation. Fig. 3 
shows a program that was devised by Matlab environment to analyze the data that 
was acquitted consecutively.  

Three
Features

 

Fig. 3. Movement tracking program  

4   Pattern Classification Based on Decision Tree 

4.1   Decision Tree  

A decision tree is a graph of decisions and their possible consequences, used to create 
a plan to reach a goal. Decision trees are constructed in order to help make decisions. 
It has interpretability in its own tree structure. Such interpretability has manifestations 
which can easily interpret the decision for any particular test pattern as the conjunc-
tion of decisions along the path to its corresponding leaf node. Another manifestation 
can occasionally get clear interpretations of the categories themselves, by creating 
logical descriptions using conjunctions and disjunctions [3], [19].  

Many people related to artificial intelligence research has developed a number of 
algorithms that automatically construct decision tree out of a given number of cases, 
e.g. CART [1], ID3 [14], [15], C4.5 [16], [17], [18]. The C4.5 algorithm, the succes-
sor and refinement of ID3, is the most popular in a series of “classification” tree 
methods. In it, real-valued variables are treated the same as in CART. 

A decision tree consists of nodes(N) and queries(T). The fundamental principle un-
derlying tree creation is that of simplicity. We prefer decisions that lead to a simple, 
compact tree with few nodes. During the process of building the decision tree, we 
seek a property query T at each node N that makes the data reaching the immediate 
descendent nodes as “pure” as possible. It turns out to be more convenient to define 
the impurity, rather than the purity of a node. Several different mathematical meas-
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ures of impurity have been proposed, i.e. entropy impurity (or occasionally informa-
tion impurity), variance impurity, Gini impurity, misclassification impurity in equa-
tion (6), (7), (8), (9), respectively.  

−=
j

jj PPNi )(log)()( 2 ωω  (6) 

Where i(N) denote the impurity of a node and P(wi) is the fraction of patterns at node 
N that are in category wj.  

)()()( 21 ωω PPNi =  (7) 

−==
≠ j

j
ji

ji PPPNi )(1)()()( 2 ωωω  (8) 

)(max1)( j
j

PNi ω−=  (9) 

All of them have basically the same behaviors. By the well-known properties of 
entropy, if all the patterns are of the same category, the entropy impurity is 0. A vari-
ance impurity is particularly useful in the two-category case. A generalization of the 
variance impurity, applicable to two or more categories, is the Gini impurity in equa-
tion (8). This is just the expected error rate at node N if the category label is selected 
randomly from the class distribution present at N. The misclassification impurity 
measures the minimum probability that a training pattern would be misclassified at N. 
Of the impurity measures typically considered, this measure is the most strongly 
peaked at equal probabilities.  

In order to drop in impurity, we used the equation (10) 

)()1()()()( RLLL NiPNiPNiNi −−−=Δ  (10) 

Where NL and NR are the left and right descendent nodes, i(NL) and i(NR) are their im-
purities, and PL is the fraction of patterns at node N that will go to NL when property 
query T is used. Then the “best” query value s is the choice for T that maximizes i(T). 

If we continue to grow the tree fully until each leaf node corresponds to the lowest 
impurity, then the data have been typically overfitted. Conversely, if splitting is 
stopped too early, then the error on the training data is not sufficiently low and hence 
performance may suffer. To search sufficient splitting value, we used cross-validation 
(hold-out method). In validation, the tree is trained using a subset of the data with the 
remaining kept as a validation set.  

4.2   Implementation of Decision Tree  

We analyzed movement tracks of the medaka using Matlab6.1. The decision tree is 
employed and programmed to express the classification in the form of a tree and as a 
set of IF-THEN rules.  

In order to classify the patterns into active smooth, active shaking, inactive smooth, 
and inactive shaking divided by experts in fish behavior, the following features were 
used: high speed ratio (HSR), power of FFT (PF), and area of projection product 
(APP). These 3 features were used as input variables to decision tree. The training 
data for the decision tree consisted of 30 data in each patterns. The decision tree gives 
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a rough picture of the relative importance of the features influencing movement tracks 
of the medaka. We continue splitting nodes in successive layers until the error on the 
validation data is minimized. The principal alternative approach to stopped splitting is 
pruning. Fig. 4 shows the decision tree applied to evaluated pruning. This benefit of 
this logic is that the reduced rule set may give improved interpretability. 

HSR<49.3776

APP<1214

PF<106.206 PF<124.389PF<109.974

APP<1375.5

PF<117.776

Not D Inactive
smooth

Not D
Inactive
shaking Not D

Active
shaking

Active
smooth

Not D

Not D

APP<1564.5

 

Fig. 4. The decision logic for pattern classification generated by decision tree applied to prun-
ing. (HSR: high-speed ratio, APP: area of projection product, PF: power of FFT). 

5   Behavior Analysis and Discussion 

5.1   Analysis of Movement Behavior  

Results were calculated for the decision logic for 90 minutes at a temperature of 25˚ . 
This was the same for the temperature at 35˚ . Also, a time period of 30~60 minutes 
was calculated for the transition period, in which the temperature was raised from 
25˚  to 35˚ . The total number of specimens used in the experiment was 7. The rec-
ognition is calculated by 4 patterns over 5 patterns that includes “not determined.” 
“Smooth” means that “active smooth” patterns and “inactive smooth” patterns ap-
peared in the decision tree logic. “Shaking” means that “active shaking” patterns and 
“inactive shaking” patterns appeared in the decision tree logic. “Not determined” 
means that neither “smooth” nor “shaking” appeared in the decision tree logic.  

Fig. 5 shows the ratio of smooth and shaking patterns. Each specimen is repre-
sented by 3 bar graphs. The first bar graph shows the ratio of smooth and shaking 
patterns in 25˚ , the second bar graph shows the ratio in the temperature elevation 
period from 25˚  to 35˚ , and the third bar graph shows the ratio in 35˚ . Most 
specimens showed an increase in smooth patterns detected by the decision tree logic 
in the temperature elevation period from 25˚  to 35˚ . In the temperature elevation 
period (25~35) there were significantly more smooth patterns compared to 25˚  but 
compared to 35˚ , 3sets (b, c, g) showed more smooth patterns, 2 sets showed less 
smooth patterns and the remaining 2 sets showed little difference. 



 Pattern Classification and Recognition of Movement Behavior 193 

 

0.0%

20.0%

40.0%

60.0%

80.0%

100.0%

a b c d e f g

Smooth ratio Shaking ratio

 

Fig. 5. Smooth ratio vs shaking ratio 

5.2   Discussion 

This study demonstrated that behavioral differences of animals in response to an in-
secticide could be detected by a decision tree with 3 features of behavior. One diffi-
culty of conducting this type of monitoring study is the necessity of handling a large 
amount of data. This produced a gigantic amount of data. The automatic pattern rec-
ognition system solved this time-consuming problem in detecting response behaviors. 
Besides time consumption in recognition, objectivity in judgments for classification 
has been another problem for manual recording. The application of machine intelli-
gence to behavioral data has the advantage of classifying the movement patterns on a 
more objective basis. In this regard the pattern recognition by a decision tree was 
demonstrated as an alternative for detecting the movement tracks of animals.  

Another problem that arouses from this experiment is that biological specimens 
such as the medaka show too many different types of movement patterns. This makes 
selecting certain characteristics for a certain pattern difficult. This is why so many 
artificial systems such as neural networks and fuzzy are being used [21], [22]. How-
ever, although neural networks are sufficiently able to differentiate patterns, it is im-
possible to interpret exactly how much a certain pattern the specimen shows.  

The results revealed that after differentiating smooth and shaking patterns through 
a decision tree, temperature increase caused the smooth ratio to increase. This can be 
seen as a pattern that appears in response to a new environment, such as temperature 
change, and is a process of adaptation. Shaking patterns show a lot of angle change 
and can be seen as a pattern right before adaptation, and it can be said that it appears 
the most frequently. Speed ratio of the medaka shows whether it is an active move-
ment or inactive movement as shown in Fig. 4. Also, the area of projection product 
interprets smooth or shaking pattern. Power of FFT distinguishes specific patterns 
from unknown patterns. 

Biologically, results showed that variable such as smooth ratio vs shaking ratio dis-
tinguished in the constant temperatures of 25˚  and 35˚  in Fig. 5. There was a sig-
nificant increase in those variables in the transition period from 25˚  to 35˚ . It can 
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be inferred from these results that the activity did increase as the temperature began to 
rise. Although this is a short period of time it may be seen as a case of fast acclima-
tion to temperature change by the medaka.  

6   Conclusions 

The complex movement data were used to construct a decision tree with 3 features 
that could represent movement tracks of medaka: speed ratio, power of FFT, and x- 
and y-axes projection product. As new input data were given to the decision logic, it 
was possible to recognize the changes of pattern in increasing temperature. It is possi-
ble that for medaka treated with sub-lethal chemicals, there might be patterns that 
cannot be classified. However, in these cases, a new analysis can be done to add new 
patterns and update the decision tree. The results of the decision tree revealed that 
medaka was interpretable in different temperature as speed, angle, area of projection 
to x- and y-axes. If this is applied to more sets of data, it is thought that more distinc-
tive and accurate methods of differentiating the behavior patterns can be created. 
Also, this research in differentiating patterns may help in the field of research for the 
special characteristics of living organisms. This research can help the biosensor field 
in detecting defects in fish, or in finding out chemical toxicants that exist in the water 
by observing specific behavior patterns of fish.  
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Abstract. The problem of computing the minimal enclosing sphere
(MES) of a set of points in the high dimensional kernel-induced feature
space is considered. In this paper we develop an entropy-based algorithm
that is suitable for any Mercer kernel mapping. The proposed algorithm
is based on maximum entropy principle and it is very simple to imple-
ment. The convergence of the novel algorithm is analyzed and the validity
of this algorithm is confirmed by preliminary numerical results.

1 Introduction

Given a set of l points in the n-dimensional Euclidean space, the minimal enclos-
ing sphere (MES) problem is to find the sphere of minimum radius that encloses
all given points. The MES problem arises in various application areas, such as
pattern recognition and location analysis, and it is itself of interest as a classi-
cal problem in computational geometry. More description of these applications
can be found in [1,2,3]. Many algorithms have been developed for the problem.
Megiddo [4] presented a deterministic O(l) algorithm for the case where n ≤ 3.
Welzl [5] developed a simple randomized algorithm with expected linear time
in l for the case where n is small, and Gärtner described a C++ implementa-
tion thereof in [6]. The existing algorithms, however, are not efficient for solving
problems in high-dimensional space.

In pattern recognition, the MES problem arises in VC-dimension estima-
tion [3,7] and support vector clustering [8,9]. In this case, the data points are
mapped by means of a inner product kernel to a high (or even infinite) dimension
feature space, and we search for the MES that encloses the image of the data
in kernel-induced feature space. This is in contrast to the cases arisen in other
application areas where the dimension number of space is small. Solving the
MES problem in feature space leads to a quadratic programming (QP) problem
with non-negative constraints and one normality condition. This type of opti-
mization problem can be solved via an off-the-shelf QP package to compute the
solution. However, the MES problem possesses features that set it apart from
general QPs, most notably the simplicity of the constraints. In fact, the MES
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QP problem can be solved by the SMO algorithm originally proposed for sup-
port vector machines training [10]. But some modifications are required to adapt
it to the MES QP. The goal of this paper is to present a simple and efficient
algorithm which takes advantage of these features. We derive an entropy-based
algorithm for the considered problem by means of Lagrangian duality and the
Jaynes’ maximum entropy principle. The research is motivated by the use of in-
formation entropy and maximum entropy formalism in the solution of nonlinear
programming problems [11,12].

The article is organized as follows. In the next section, we formulate the MES
problem in feature space as a convex quadratic programming and discuss some
properties of the MES problem. We propose an entropy-based algorithm for the
considered problem in section 3 and analyze the convergence of the algorithm
in section 4. In section 5, we present some preliminary numerical results for the
proposed algorithm. We give conclusions in section 6.

2 Problem Formulation

Let X = {x1,x2, ...,xl} be a set of l input vectors in Euclidean space Rn. Using
a nonlinear transformation Φ from the input space Rn to the feature space H .
We wish to compute the radius r of the smallest sphere in feature space H which
encloses the mapped training data. We formulate the problem as follows:{

min r2

s.t. ‖Φ(xi)− c‖2 ≤ r2, i = 1, 2, ..., l, (1)

where ‖·‖ is the Euclidean norm and c ∈ H is the position vector of the center of
the sphere. For very high-dimensional feature spaces it is not practical to solve
the problem in the present form. However, this problem can be translated into a
dual form that is solvable. To solve this problem, we introduce the Lagrangian

L(r, c, λ) = r2 −
l∑

i=1

λi(r2 − ‖Φ(xi)− c‖2), (2)

where λi ≥ 0, i = 1, 2, ..., l are Lagrange multipliers.

Differentiating L(r, c, λ) with respect to r and c, and setting the results equal
to zero, lead to

∂L

∂r
= 2r − 2r

l∑
i=1

λi = 0, (3)

and
∂L

∂c
= 2c− 2

l∑
i=1

λiΦ(xi) = 0. (4)

From (3) and (4), we can derive
l∑

i=1

λi = 1, (5)
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and

c =
l∑

i=1

λiΦ(xi). (6)

By substituting (5) and (6) into the Lagrangian (2) and taking into account
the non-negativity of the Lagrange multipliers, we can obtain the Wolfe dual⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

max L(λ) =
l∑

i=1
λiΦ

2(xi)−
l∑

i=1

l∑
j=1

λiλjΦ(xi) · Φ(xj)

s.t.
l∑

i=1
λi = 1

λi ≥ 0, i = 1, 2, ..., l.

(7)

We follow the support vector machines method and represent the dot prod-
ucts Φ(xi) · Φ(xj) by an appropriate Mercer kernel K(xi,xj). The optimization
problem (7) is now written as⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

max L(λ) =
l∑

i=1
λiK(xi,xi)−

l∑
i=1

l∑
j=1

λiλjK(xi,xj)

s.t.
l∑

i=1
λi = 1

λi ≥ 0, i = 1, 2, ..., l.

(8)

Note that the optimal solution λ∗, r∗ and c∗ must satisfy the KKT comple-
mentary conditions

λ∗i ((r
∗)2 − ‖Φ(xi)− c∗‖2) = 0, i = 1, 2, ..., l. (9)

The KKT complementary conditions state that any Lagrangian multiplier λi

is nonzero only if the corresponding data point Φ(xi) in feature space satisfies
the constraint of optimization problem (1) with equality. Equation (9) implies
that the data point Φ(xi) for which the Lagrangian multiplier λi is nonzero lies
on the surface of the sphere in feature space. Such a point will be referred to as
a support vector.

At each point x, we define the distance of its image in feature space from the
center of the sphere:

r2(x) = ‖Φ(x) − c‖2. (10)

In view of (6) and the definition of the kernel, we have

r2(x) = K(x,x)− 2
l∑

i=1

λiK(xi,x) +
l∑

i=1

l∑
j=1

λiλjK(xi,xj). (11)

The radius of the MES in feature space is

r∗ = {r(xi) | xi is a support vector}. (12)
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In view of equation (12), support vectors lie on the MES surface and the
other points lie inside the MES in feature space.

The following proposition gives an alterative approach to compute the radius
of the MES in feature space.

Proposition 1. Suppose that λ∗ is an optimal solution to optimization problem
(7) or (8), r∗ is the radius of the MES in feature space, then

(r∗)2 = L(λ∗). (13)

Proof. From the KKT complementary conditions (9), we have

l∑
i=1

λ∗i ((r
∗)2 − ‖Φ(xi)− c∗‖2) = 0, (14)

It follows from (14) that

l∑
i=1

λ∗i (r
∗)2 =

l∑
i=1

λ∗i ‖Φ(xi)− c∗‖2, (15)

By (5) and (6), we have

(r∗)2 =
l∑

i=1

λ∗iΦ
2(xi)−

l∑
i=1

l∑
j=1

λ∗i λ
∗
jΦ(xi) · Φ(xj) = L(λ∗). (16)

This completes the proof of Proposition 1.

3 Entropy-Based Approach

The last section has formulated a QP (8) for computing the MES problem in
kernel-induced feature space. From the constraints of optimization, we know
that the dual variables go into the range [0, 1] and sum to one, so they meet the
definition of probability. Our approach to the solution of (8) is based on a proba-
bilistic interpretation that the center c of the sphere represents the mean vector
of all points Φ(xi), i = 1, 2, ..., l and the Lagrangian multiplier λi represents the
probability that xi is support vector. Using this probabilistic point of view, we
may consider searching for the MES as a procedure of probability assignments
which should follow the Jaynes’ maximum entropy principle. Thus instead of QP
problem (8), we construct a composite maximization problem⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

max Lp(λ) = L(λ) +H(λ)/p

s.t.
l∑

i=1
λi = 1

λi ≥ 0, i = 1, 2, ..., l,

(17)

where p is a non-negative parameter, and
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H(λ) = −
l∑

i=1

λi ln λi. (18)

From information theory perspectives, H(λ) represents an information en-
tropy of the multipliers λi, i = 1, 2, ..., l. The additional term H(λ)/p is commen-
surate with the application of an extra criterion of maximizing the multipliers
entropy to the original MES QP problem (8).It is intuitively obvious that the
entropy term on the solution of (17) will diminish as p approaches infinity.

To solve this problem we introduce the Lagrangian

Lp(λ, α) = L(λ) +H(λ)/p + α(
l∑

i=1

λi − 1), (19)

where α is Lagrange multiplier. Setting to zero the derivative of Lp(λ, α) with
respect to λ and α, respectively, leads to

∂L

∂λi
− 1
p
(1 + lnλi) + α = 0, i = 1, 2, ..., l, (20)

and the normality condition (5). Solving (20) for λi, i = 1, 2, ..., l gives

λi = exp(p(
∂L

∂λi
+ α)− 1), i = 1, 2, ..., l. (21)

Substituting λ from (21) into (5) we obtain

exp(pα− 1)
l∑

i=1

exp(p
∂L

∂λi
) = 1. (22)

The term exp(pα− 1) may be eliminated between (21) and (22) to give

λi = exp(p
∂L

∂λi
)/

l∑
i=1

exp(p
∂L

∂λi
), i = 1, 2, ..., l, (23)

By optimization problem (8), we have

Lλi(λ) def=
∂L

∂λi
= K(xi,xi)− 2

l∑
j=1

λjK(xi,xj), i = 1, 2, ..., l. (24)

Thus we obtain the iterative formula

λ
(k+1)
i

def= gi(λ(k)) =
exp(p(k)Lλi(λ

(k)))∑l
i=1 exp(p(k)Lλi(λ(k)))

, i = 1, 2, ..., l. (25)

Based on formulas (23)-(25), we obtain the entropy-based iterative algorithm
for the solution of optimization problem (8) as follows:
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Step 1. Let p(0) = 0, from (23) we get λ(0)
i = 1/l, i = 1, 2, ..., l; Let Δp ∈

(0,+∞) and set k := 0 ;
Step 2. Based on formulas (24) and (25), computing λ

(k+1)
i , i = 1, 2, ..., l;

Let p(k+1) = p(k) +Δp ;
Step 3. If stop criterion satisfied, then stop; Otherwise, we set k := k + 1

then return to step 2.
In short, we start with rough estimates of Lagrange multipliers, calculate

improved estimates by iterative formula (25), and repeat until some convergence
criterion is met. The new algorithm for MES problem is similar to the generalized
expectation-maximization algorithm.

4 Convergence Analysis

In order to analyze the convergence of the iterative formula (25), the following
definition and lemma will be useful [13].

Definition 1. A function G from D ⊂ Rn into Rn has a fixed point at x∗ ∈ Rn

if G(x∗) = x∗.

Lemma 1. Let D = {x ∈ Rn | a ≤ x ≤ b} for some constants vector a and
b. Suppose G is a continuous function from D ⊂ Rn into Rn with the property
that G(x) ∈ D whenever x ∈ D. Then G has a fixed point in D. Suppose further
that G is continuously differentiable in the interior of D and that its Jacobian
matrix JG can be continuously extended to all of D such that the spectral radius
ρ(JG) < 1. Then the sequence x(k+1) = G(x(k)), k = 0, 1, 2, ..., converges for
each x(0) ∈ D to the unique fixed point x∗ ∈ D.

Denote G(λ) = (g1(λ), g2(λ), ..., gl(λ))T . For a fixed p, the Jacobian matrix
of iterative formula (25) is

JG = (∇g1(λ),∇g2(λ), ...,∇gl(λ))T , (26)

where

∇gi(λ) = pgi(λ)
l∑

j=1

gj(λ))(∇Lλi (λ) −∇Lλj (λ)), i = 1, 2, ..., l. (27)

From Lemma 1, we can obtain the following proposition.

Proposition 2. For a fixed p, the iterative formula (25) has a fixed point in
[0, 1]l. If the spectral radius ρ(JG) < 1, then the sequence generated by (25)
converges for each λ(0) ∈ [0, 1]l with

∑l
i=1 λ

(0)
i = 1 to the unique fixed point

λ∗p ∈ [0, 1]l.

Proposition 2 provides a sufficient condition for iterative formula (25) to
converge. Note that the convergence properties depend on the concrete Mercer
kernel functions.
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Proposition 3. Suppose that λ∗p is an optimal solution to optimization prob-
lem(17) with non-negative parameter p, then L(λ∗p) is increasing with respect to
p and H(λ∗p) is decreasing with respect to p.

Proof. For p2 ≥ p1 > 0, suppose that λ∗p2
and λ∗p1

are optimal solutions to
optimization problem (17) with non-negative parameter p2 and p1, respectively.
Then we have

L(λ∗p2
) +H(λ∗p2

)/p1 ≤ L(λ∗p1
) +H(λ∗p1

)/p1 (28)

and
L(λ∗p1

) +H(λ∗p1
)/p2 ≤ L(λ∗p2

) +H(λ∗p2
)/p2 (29)

From (28) and (29), we have

H(λ∗p2
) ≤ H(λ∗p1

), L(λ∗p2
) ≥ L(λ∗p1

) (30)

This completes the proof of Proposition 3.

5 Numerical Examples

In this section, we present some preliminary numerical results for the proposed
algorithm. The results were computed on a 500 MHz PC running Matlab, Version
6.1.

In the first example (Fig. 1) we illustrate the entropy-based iterative algo-
rithm for computing MES of 50 simulated data points in the plane. In this case,
we use the linear kernel K(xi, xj) = xi · xj . The parameters are chosen to be
p(0) = 0 and Δp = 0.2. The initial solution is selected to be λ(0)

i = 1/50. Fig. 1
shows some of the proposed algorithm iterations on the simulated data. Fig. 1(a)
shows the simulated data indicated by dots and the initial solution (i.e. k = 0)
for the MES problem. Fig. 1(b), (c) and (d) show the first, third and fifth it-
eration, respectively. We can see that Fig. 1(d) gives a solution that is nearly
the exact solution. The support vector is depicted by squares in Fig. 1(d). The
Lagrange multiplier λi represents the probability that xi is a support vector, so
clearly points located far from the MES center have the largest support values.

In the second example we test the proposed algorithm on the iris data,
which is a standard benchmark in the pattern recognition literature, and can
be obtained from [14]. The data set contains 150 instances each composed of
four measurements of an iris flower. In this case, we use the Gaussian kernel
K(xi, xj) = exp(−q‖xi−xj‖2). The parameters are chosen to be q = 10, p(0) = 0
and Δp is a control parameter. The initial solution is selected to be λ(0)

i = 1/150.
We compare the entropy-based algorithm to the Matlab QP(quadprog) algo-
rithm applied to optimization problem (8) for the second example. To com-
pare the computational efficiency, we run our algorithm until the approximating
square of radius is within the tolerance 0.01.

In Table 1, the comparison of CPU time and number of iteration between
the entropy-based algorithm and the Matlab QP(quadprog) algorithm on the
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Fig. 1. Successive iterations of the proposed algorithm on the 50 simulated data points

Table 1. Numerical results for the entropy-based algorithm on the iris data

Item Entropy-based algorithm QP in Matlab
Δp = 0.2 Δp = 0.1 Δp = 0.05

CPU time(seconds) 0.1210 0.1910 0.3600 7.1710
Number of iterations 9 17 33 44

iris data is reported. From the numerical results on the iris data reported in
Table 1, it is obvious that the entropy-based algorithm is more efficient than the
Matlab QP algorithm for the MES problem in feature space. The performance
of the proposed algorithm, however, is sensitive to the selection of the control
parameter Δp. The obvious question to ask is how the appropriate value of Δp is
chosen. Although no complete answer to this question is known for the entropy
algorithm, the adaptive feedback adjustment rule in [15] can be used to obtain
more robust and effective algorithms, which remains as a direction for future
research.

6 Conclusions

We have considered the problem of computing the MES of a set of points in
the high dimensional kernel-induced feature space. Based on maximum entropy
principle, we proposed a novel iterative algorithm for computing the minimal en-
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closing sphere in feature space. Due to non-negative constraints and the normal-
ity condition, we considered searching for the MES as a procedure of probability
assignments, and the solution follows from solving a set of entropy optimization
problems, instead of quadratic programming. The new algorithm is extremely
simple to code. The convergence of the novel algorithm is analyzed and the
validity of this algorithm is confirmed by preliminary numerical results.
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Abstract. The attribute oriented induction (AOI) is a kind of aggrega-
tion method. By generalizing the attributes of the alert, it creates several
clusters that includes a set of alerts having similar or the same cause.
However, if the attributes are excessively abstracted, the administrator
does not identify the root cause of the attack. In addition, deciding time
interval of clustering and deciding min size are one of the most critical
problems. In this paper, we describe about the over-generalization prob-
lem because of the unbalanced generalization hierarchy and discuss the
solution of the problem. We also discuss problem to decide time interval
and meaningful min size, and propose reasonable method to solve these
problems.

1 Introduction

Recently, various attacks using system vulnerability are considered as a serious
threat to e-business over the Internet. To control those threats properly, the most
system administrators employ Intrusion Detection System (IDS). If the system
detects the attacks, it generates a number of alerts. Periodically or continuously
the administrator analyzes those alerts, and he/she searches for the cause of the
alerts. According to the cause, he/she responds against the threat in order to
remove it. However, it is difficult and burden work since there are extremely many
alerts on a system. Moreover, the IDS reports extremely many alerts as compared
with the number of the real attack [1], [2]. To control this situation, there are
some researches on the efficient alerts handling method such as aggregation and
correlation [3]. The attribute oriented induction (AOI) method is a kind of the
aggregation method [4]. Since it uses all the alert attributes as the criteria, it
properly identifies and removes the most predominant root causes.

The classical AOI method has some issues to be solved such as deciding
time interval of clustering and over-generalization problem. Usually, this method
clusters the alerts using discrete time interval such as hour, a day, or a month.
� This study is supported by the National Security Research Institute in Korea and

the Brain Korea 21 project in 2004.
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However, if the clustering time interval is unreasonable, the classic AOI method
creates unreliable result. If the discrete time interval is too long (i.e., a month),
the alerts caused by different attacks can be merged into a cluster. On the other
hand, if the discrete time interval is too short (i.e., an hour), the alerts caused
by an attack are divided into different clusters. For example, if the DDoS attack
occurs from 2005-11-26 11:45:00 to 2005-11-27 01:11:11, and if the clustering
time interval is an hour or a day, the alerts caused by the same DDoS attack are
divided into different clusters. When system administrators analyze clustering
result, he/she get into trouble since these unreliable clustering results. Therefore,
clustering time interval of AOI algorithm should be decided more reasonably. In
addition, classical AOI method has over-generalization problem confuses the
administrator due to excessively abstracted attribute value. Although there is
an attempt to solve it by K. Julisch, it still has the problem because of the
unbalanced generalization hierarchy [5], [6].

In this paper, we will discuss about these problems of the classical AOI algo-
rithm and propose Y-AOI method to cope with these problems. The proposed
method adopts Y-means algorithm to solve clustering interval problem and en-
hances the classical AOI algorithm to solve the over-generalization problem of
it. Experimental result shows that the proposed method properly handles these
problems and generates more meaningful clusters.

This paper is organized as follows. We describe the Y-means algorithm and
discuss the over-generalization problem of the classical AOI algorithm in section
2. In section 3, we describe proposed algorithm in detail. This is followed by the
experimental result of the proposed method in section 4. Section 5 concludes.

2 Related Works

2.1 Y-Means Algorithm

The Y-means algorithm is proposed as anomaly detection method [7]. It is based
on the K-means algorithm and other related clustering algorithm. It overcomes
two disadvantages of the K-means; number of clusters dependency and degen-
eracy. Number of clusters dependency is that the value of k is very critical to
the clustering result. Obtaining the optimal k for a given data set is an NP-hard
problem [8]. Degeneracy means that the clustering may end with some empty
clusters. This is not what the system administrator expects since the classes of
the empty clusters are meaningless for the classification. To overcome these prob-
lems of the K-means algorithm, the Y-means algorithm automatically partitions
a data set into a reasonable number of clusters so as to classify the instances
into normal clusters and abnormal clusters.

In the Y-means algorithm, the first step is to partition the normalized data
into k cluster. The number of cluster, k, is an initialized integer between 1 and
n, where n is the total number of instances. The second step is to find whether
there are any empty clusters. If they exist, they are removed and new clusters
are created to replace these empty clusters; and then instances will be reassigned
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to existing clusters. This processing is iterated until there is no empty cluster.
Subsequently, the outliers of cluster will be removed to form a new cluster, in
which instances are more similar to each other; and overlapped adjacent cluster
will be merged into a new cluster. In this way, the value of k will be determined
automatically by splitting or merging clusters.

2.2 AOI Algorithm

Attribute Oriented Induction is operated on relational database tables and re-
peatedly replaces attribute values by more generalized values. The more general-
ized values are taken from user defined generalization hierarchy [4]. By the gen-
eralization, previous distinct alerts become identical, and then it can be merged
into single one. In this way, huge relational tables can be condensed into short
and highly comprehensible summary tables.

However, the classic AOI algorithm has over-generalization problem that is
important detail can be lost. K. Julisch modified classic AOI algorithm to prevent
this problem. It abandons the generalization threshold di. Instead, it search alerts
a ∈ T that have a count bigger than min size(i.e. a[count] > min size) where
min size ∈ N is a user defined constant.

Fig. 1. Sample alert table and generalization hierarchy

Table 1. Clustering result from classic AOI

Algorithm Src-IP Dest-IP Count

Classic AOI algorithm ANY-IP ExternalIPs 26
ExternalIPs ANY-IP 26

K. Julisch’s algorithm ip3 ExternalIPs 26
ExternalIPs ANY-IP 26

Fig. 1 represents an example generalization hierarchy and alert table having
the attributes Src-IP (the Source IP) and Dest-IP (the Destination IP). Ta-
ble 1 shows the clustering result of the classic AOI algorithm and K. Julisch’s
algorithm. Both algorithms clustered with example alerts and generalization hi-
erarchy in Fig. 1. The classical AOI algorithm use 2 as threshold di and K.
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Julisch’s algorithm use 10 as min size. In the result of classic AOI, the Src-IP
of first record is represented with ANY-IP. On the other hand, in the result of
K. Julisch’s, it is represented with ip3 that is more specific and informative.

Even though K. Julisch’s algorithm improve over-generalization of the tradi-
tional AOI, it does not properly handle the problem owing to the configuration
of generalization hierarchy. Note that, for the node MyCompanyIPs in the Fig. 1-
(b), the depths of sub trees are not equal. The depth of its left sub-tree DMZ 1

is 2 and another two (ip3 and ip4 ) are 1. We call this kind of node unbalanced
node. The unbalanced generalization hierarchy is a tree that has more than one
unbalanced node.

In the result of K. Julisch’s algorithm, the Dest-IP of the second record
is represented with ANY-IP. However, it is more reasonable and meaningful
that Dest-IP is represented with MyCompanyIPs. If Dest-IP is abstracted to
ANY-IP, system administrator can’t identify whether target of attack is home-
network or external-network. It is another over-generalization problem, caused
by the unbalanced node MyCompanyIPs. The solution of this problem will be
explained in the section 3.2.

3 The Y-AOI Method

The proposed method consists of two steps; time based clustering and attributes
oriented induction. In the first step, using Y-means algorithm, the alerts are di-
vided into several clusters based on its occurrence time. In the second step, using
enhanced AOI algorithm, the clusters generated in the first step are inducted
into short and highly comprehensible summary tables. Detail of the each step
will be explained in the next two sections.

3.1 Time Based Clustering

We adopt the Y-means algorithm to flexibly decide clustering time interval of
the AOI algorithm. In the proposed method, the alerts are divided into several
groups according to the density of the alerts in the specific time interval. If the
density is high in the specific interval such as interval B and D of the Fig. 2-(b),
the alerts make a dense alert group. On the other hand, if the density is low in
the specific interval such as interval A and C of the Fig. 2-(b), it makes a sparse
alert group. Fig. 2 shows the comparison between grouping result of discrete time
interval and flexible time interval. As represented in the figure, using the Y-mean
method, we can flexibly divide time interval based on the alert occurrence time
and its density.

The first advantage of flexible time interval is that it generates more mean-
ingful cluster. In the real situation, most of system administrators cluster alerts
based on discrete time interval such as an hour, a day, or a month. However, if

1 In this paper, when we refer a tree, we will use the name of its root node with the
term sub-tree.
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Fig. 2. Alert occurrence according to time

we uses discrete time interval, it is possible that the alerts caused by an attack
are divided into different clusters since attack does not occur in the fixed time
interval. For example, in the Fig. 2-(a), the alerts caused by the same attack
are divided into B and C due to discrete time interval. Furthermore, in some
cases, it cannot be a cluster because the alerts caused by an attack are divided
into several parts. In the previous example, if the number of alerts caused by
the same root cause in the time interval B is 50 and in the time interval C is 60
where the min size is 100, it does not become a cluster since the number of alerts
of each part are smaller than min size. On the other hand, if the time interval is
too long, different alerts can be inducted a cluster. For example, if the discrete
time interval is a day and two DDoS attacks occurred in 10:30:00 and 21:00:00,
these alerts generated by two DDoS attacks are inducted a cluster since these are
contained in a same time interval. Even though these are the same kind alerts
caused by DDoS attack, these are generated by different attacks. Thus, these
alerts should be divided into different clusters. If we use flexible time interval,
we can prevent these problems. In the proposed method, the alerts caused by
the same root cause are contained within a same time interval. In addition, the
alerts within a same time interval are strongly related. Therefore, using flexible
time interval, we can generate more meaningful cluster.

3.2 Enhanced Attribute Oriented Induction Algorithm

As we mentioned in section 2, classical AOI algorithm has over-generalization
problems. To solve the problem, we propose enhanced AOI algorithm that im-
prove two factors of classical AOI algorithm. First, proposed algorithm improves
deciding min size mechanism. The classical AOI algorithm used static min size.
However, determining min size is a critical issue of the AOI algorithm. If the
min size is two high, many real attacks can be ignored since the number of alerts
caused by it is lower than the min size. On the other hand, if the min size is
too low, the AOI algorithm creates too many unnecessary clusters. Thus, in the
proposed method, we use adaptive min size. According to the number of alerts
in the specific time interval, the min size is changed; if the number is high, the
min size is increased and if the number is low, the min size is reduced.

Second, to improve over-generalization problem we improve the classical AOI
algorithm. Fig. 3 shows the proposed algorithm to prevent over-generalization.



210 J. Kim et al.

To handle the unbalanced generalization hierarchy, the algorithm employs a
new attribute hold count in generalization hierarchy. This value means the num-
ber of the generalization until all the lower level nodes of the current node are
generalized to the current node. If the levels of sub trees are the same or the
number of sub tree is less one or zero, the hold count is initialized to zero. Oth-
erwise, it is initialized to maximum value among the differences between the
level of current node and the one of leaf nodes belonged to its sub tree. For
example, in the Fig. 1-(b), since the level of the sub-trees for the ExternalIPs
are equal, the hold count is set to zero. For the MyCompanyIPs, on the other
hand, the levels of sub-tree are not equal, thus the hold count is set to two,
which is the difference between level of MyCompanyIPs and ip1. Thus in our
proposed algorithm, each node of generalization hierarchy has two attributes
that are generalization attribute value (e.g., ExternalIPs, MyCompanyIPs) and
hold count. During the generalization procedure, the algorithm checks the hold
count. According to the values the algorithm determines whether to generalize
the attribute or not.

Fig. 3. Enhanced alert clustering algorithm

In more detail, the algorithm starts with the alert log L and repeatedly
generalize the alerts in L. Generalizing alerts is done by choosing an attribute
Ai of the alert and replacing the attribute values of all alerts in by their parents
in generalization hierarchy of Hi. At this point, the hold count of a node k in
Hi that is matched with the attribute value a[Ai] is must be zero. This process
continues until an alert has been found to which at least min size of the original
alerts can be generalize.



Y-AOI: Y-Means Based Attribute Oriented Induction 211

The algorithm considers hold count during the generalization step (line 6 12
in the Fig. 3). When a node is to be generalized in the hierarchy, it first needs
to check the hold count of the node. If the hold count of the node is not zero,
then it implies that there are several records that should be generalized to the
node. Therefore, it waits until no such node left. In other words, it should wait
until the generalization level of all sub trees is to the current node.

For example, in the Fig. 1-(b), ip1 and ip2 is generalized to DMZ and ip3 and
ip4 is generalized to MyCompanyIPs at the first generalizations. At the second
generalization, there exist records which attribute value belongs to the sub-tree
of MyCompanyIPs and it is not generalized to MyCompanyIPs in the alert table.
Thus, the records having MyCompanyIPs are waiting until DMZ is generalized to
MyCompanyIPs. It is the reason why we modify previous algorithm like described
above is that to prevent the rapid generalization to the upper level of the node
when the levels of sub-trees are different.

At every generalization step, the hold count is decreasing by one where it
is bigger than zero. As stated above hold count represents the number of the
generalization until all the lower level nodes of the current node are generalized
to the current node. Therefore, all generalization steps, it is decreased by one.
Table 2 shows the result of the clustering using the proposed algorithm with the
data in Fig. 1. In the result, generalization of the Dest-IP of the second record
is stopped at MyCompanyIPs.

Table 2. Clustering result from the proposed algorithm

Src-IP Dest-IP Count

ip3 ExternalIPs 26
ExternalIPs MyCompanyIPs 26

4 Experimental Results

To measure effectiveness of the proposed method, we used DARPA1998 data sets
[9]. The simulation network is configured as shown in Fig. 4-(a). Based on the
router, the network is divided into two parts; inside network and outside network.
The inside network consists of 7 sub-networks from subnetA to subnetG, while
the outside network represents theInternet.

As a network sensor, we used Snort. For the experiment, we choose a data set
among several data sets in the DARPA1998 data sets. Selected data set contains
various attacks done in a day. Using the data set, the Snort generates alerts
and these are logged into mySQL database. In the experiment, we used five
attributes of alerts for the clustering such as alert type, source IP, destination
IP, source port and destination port. Based on those attributes, the proposed
method created an initial set of the alerts from the raw alerts generated by the
sensor. For the attribute generalization, we used the generalization hierarchy as
shown in Fig. 4-(b) for the IP and the one in Fig. 4-(c) for the port number. Seven
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sub-networks from subnetA to subnetG are abstracted to inside host. However,
for more informative alert cluster, we didn’t generalize the type of the raw alerts.
Since the alert type is very critical information, if it is abstracted, it is difficult
that we find out what kind of attack occurred.

Fig. 4. Experimental network and generalization hierarchy

Fig. 5 shows the number of alerts according to time. As showed in the graph,
the alerts are drastically increased in three points; from 21:20 to 21:30, from
00:20 to 01:20, and from 02:10 to 03:20. Analyzing the raw alerts, we found out
that the experimental dataset contain three actual attacks and these attacks
occurred in three times; from 1998-07-09 21:27:03 to 1998-07-09 21:27:27, from
1998-07-10 00:17:48 to 1998-07-10 01:27:35, and from 1998-07-10 02:12:35 to
1998-07-10 03:15:07. These points are exactly matched with three points. As
shown in Fig. 5, at that points, the number of alerts increases drastically. The
almost of the other alerts were false positive.

Table 3 shows that the result of the clustering using the proposed method and
Table 4 shows that the result using the classical AOI algorithm. The proposed
method di-vides the alerts caused by two different attacks into two groups (2nd
4th and 5th 7th), while the classical AOI method merges these alerts into a
cluster. Even though two attacks are the same kind attack, if these occurred
in different time and originated from different source, these are considered as a
different attack. In addition, the gen-eralization level of the proposed method
is lower than the classical AOI method since proposed method used various
min size according to the number of alerts within the each time interval.

When we used only classical AOI method, the false positive is reported as
a cluster; the 5th cluster in the table 4 is not informative since it is too much
generalized. As mentioned above in the section 3.1, most of false positives are
generated continually and regularly. Thus, if clustering time interval is unrea-
sonable, a little number of false positives that are continually generated can be
a cluster. Therefore, for more informa-tive cluster, clustering method should not
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Fig. 5. Experimental network and generalization hierarchy

Table 3. Experimental result of the proposed algorithm

Alert Type Src-IP Dest-IP Src-Port Dest-PortCount
(Alert Occurence Time)

ICMP PING NMAP 205.231.28.163 Subnet B Unknown Unknown 165
(21:27:03 - 21:27:27)
SNMP request tcp 230.1.10.20 172.16.112.50Unprivileged 161 242

(00:17:48 - 01:27:35)
SNMP trap tcp 230.1.10.20 172.16.112.50Unprivileged 162 250

(00:17:48 - 01:27:35)
SNMP AgentX/tcp request 230.1.10.20 172.16.112.50Unprivileged 705 246

(00:17:48 - 01:27:35)
SNMP request tcp 210.107.195.50 172.16.112.50Unprivileged 161 200

(02:12:35 - 03:15:07)
SNMP trap tcp 210.107.195.50 172.16.112.50Unprivileged 162 200

(02:12:35 - 03:15:07)
SNMP AgentX/tcp request210.107.195.50 172.16.112.50Unprivileged 705 200

(02:12:35 - 03:15:07)

create these uninformative clusters. The proposed method ignores the time in-
terval if the alert density is too low. Thus, the result of the proposed method
did not create false positive alert cluster.

5 Conclusion

In this paper, we have made the following contributions. First, we set up a
scheme to flexibly decide AOI clustering interval. Second, we proposed an al-
gorithm that handles over-generalization problem of AOI algorithm owing to
unbalanced generalization hierarchy and proposed adaptive min size. From the
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Table 4. Experimental result of the proposed algorithm

Alert Type Src-IP Dest-IP Src-Port Dest-Port Count

ICMP PING NMAP 205.231.28.163 Subnet B Unknown Unknown 165
SNMP request tcp Outside hosts 172.16.112.50 Unprivileged 161 442
SNMP trap tcp Outside hosts 172.16.112.50 Unprivileged 162 450

SNMP AgentX/tcp Outside hosts 172.16.112.50 Unprivileged 705 446
reqeust

SCAN FIN Outside hosts Inside hosts Unprivileged Privileged 117

experimental results, the proposed method generates more informative cluster
than previous algorithm. Therefore, using the proposed method, system admin-
istrator identifies the root causes of the alert more easily and more effectively.
In the future work, we will try to evaluate the proposed method in more various
situations and enhance the proposed method for real time situation.

References

1. Valdes, A., Skinner, K.: Probabilistic Alert Correlation, Proceedings of Recent Ad-
vances in Intrusion Detection, LNCS 2212 (2001) 54-68

2. Axelsson, S.: The Base-Rate Fallacy and the Difficulty of Intrusion Detection, ACM
Transactions on Information and System Security, Vol. 3, No. 3 (2000) 186-205

3. Debar, H., Wespi, A.: Aggregation and Correlation of Intrusion-Detection Alerts,
Proceedings of Recent Advances in Intrusion Detection, LNCS 2212 (2001) 85-103

4. Han, J., Cai, Y.: Data-Driven Discovery of Quantitative Rules in Relational
Databases. IEEE Transactions on Knowledge and Data Engineering, Vol. 5, No.
1 (1993) 29-40

5. Julisch, K.: Clustering intrusion detection alarms to support root cause analysis,
ACM Transactions on Information and System Security, Vol. 6, No. 4 (2002) 443-
471

6. Julisch, K.: Mining Intrusion Detection Alarms for Actionable Knowledge, Proceed-
ings of the eighth ACM SIGKDD international conference on Knowledge discovery
and data mining (2002) 366-375

7. Guan, Y., Ali, A.: Y-MEANS: A Clustering Method for Intrusion Detection, Cana-
dian Conference on Electrical and Computer Engineering, (2003) 1083-1086

8. Hansen, P., Mladenovic, N.: J-means: a new local search heuristic for minimum
sum-of-squares clustering, Pattern Recognition, Vol. 34, No. 2 (2002) 405-413

9. DARPA data set, http://www.ll.mit.edu/IST/ideval/index.html



 

L. Wang and Y. Jin (Eds.): FSKD 2005, LNAI 3614, pp. 215 – 229, 2005. 
© Springer-Verlag Berlin Heidelberg 2005 

New Segmentation Algorithm for Individual Offline 
Handwritten Character Segmentation 

K.B.M.R. Batuwita1 and G.E.M.D.C. Bandara2  

1 Department of Statistics and Computer Science, Faculty of Science,  
University of Peradeniya,  

Peradeniya, SriLanka 
2 Department of Production Engineering, Faculty of Engineering,  

University of Peradeniya,  
Peradeniya, SriLanka 

rukshanbatuwita@yahoo.com, dcb@pdn.ac.lk 

Abstract. Handwritten character recognition has been an intensive research for 
last decade. A handwritten character recognition fuzzy system with an auto-
matically generated rule base possesses the features of flexibility, efficiency and 
online adaptability. A major requirement of such a fuzzy system for either 
online or offline handwritten character recognition is, the segmentation of indi-
vidual characters into meaningful segments. Then these segments can be used 
for the calculation of fuzzy features and the recognition process. This paper de-
scribes a new segmentation algorithm for offline handwritten character segmen-
tation, which segments the individual handwritten character skeletons into 
meaningful segments. Therefore, this algorithm is a good candidate for an off-
line handwritten character recognition fuzzy system. 

1   Introduction 

Handwritten character recognition is one of the benchmark problems of Artificial In-
telligence research. Recognizing characters is a problem that at first seems simple, but 
is an extremely difficult task to program a computer to do it. Automated character 
recognition is of vital importance in many industries, such as banking and shipping. 
Many methodologies have been developed for handwritten character recognition, 
such as connective learning based methods like neural networks [4], statistical meth-
ods like the Hidden Markov model [7], Fuzzy Logic [3][6] and Hybrid methods [1]. 

Fuzzy Logic plays a major role in the area of both online and offline handwritten 
character recognition since, a fuzzy system with an automatically generated rule base 
can posses the following features [6]. 

1. Flexibility 
2. Efficiency 
3. Online adaptability. 

A block diagram of a fuzzy system which can be used for offline handwritten char-
acter recognition is depicted in Figure 1. 
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Fig. 1. Block diagram of a fuzzy system for offline handwritten character recognition 

Compared to the method which was proposed in [2][8] for online handwritten 
character recognition, the method given by Figure 1 has three additional steps. They 
are the preprocessing phases of the image, namely, binarization, skeletonization and 
individual character isolation. Those are the steps that must be performed prior to the 
segmentation process. Since every scanned black and white image is a collection of 
pixels having intensities from 0% to 100%, the image should undergo a binarization 
process before it is subjected to the skeletonization. In the binarization process the 
image is processed pixelwise and each pixel is set to either black or white according 
to a particular threshold value. The binarized image is then subjected to the process of 
skeletonization, which involves getting the skeletons of the characters in the image. 
The individual character isolation is the process of isolating each character skeleton 
into a separate skeleton area that is defined in section 3. 

One of the major requirements of a fuzzy system for either offline (as depicted in 
Figure 1) or online [2][8] character recognition is, the individual character segmenta-
tion, which involves the segmentation of individual character patterns into meaningful 
segments. Online character segmentation is benefited from a time-ordered sequence 
of data and pen up and down movements [2][8], but offline character segmentation is 
not. Therefore, it is a quite tedious task to develop an algorithm to do the segmenta-
tion of offline handwritten characters. If we could develop an algorithm for offline 
character segmentation, a system which is depicted in Figure 1 could be implemented 
using the same methods used under online character recognition [2][8] for the calcula-
tion of fuzzy features, recognition and training processes. In the “Fuzzy Recognition 
of Chinese Characters“ [9], the dominant point method was used for the segmenta-
tion, but that method does not preserve the meaningful arc segments like “C Like”, 
“D Like” etc. The meaningful segments are described in section 2.  

This paper describes a new segmentation algorithm developed for offline handwrit-
ten character segmentation, which can be used with the system depicted in Figure1. 
The proposed segmentation algorithm traverses through the paths in an offline charac-
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ter skeleton, and segments it into a set of meaningful segments. The segmentation is 
done based on the abrupt change in the written direction of the character skeleton. 
The term, written direction is defined in section 7. 

This paper is organized as follows. The major requirements that should be satisfied 
by the outputs of the algorithm are described in section 2. In section 3, the require-
ments which should be satisfied by the input of the algorithm are described. Section 4 
outlines the main routing of the algorithm. The identification of major starter points is 
described in section 5 and section 6 outlines the traversal routing through the skeleton 
paths. Section 7 discusses how to determine the segmentation, while section 8 dis-
cusses how to remove the segments resulted due to the noises in the image. Section 9 
presents some experimental results, and the paper concludes with some conclusions 
and future work outlines, which are stated in section 10. 

2   Requirements of the Output 

The output of the proposed segmentation algorithm should be a set of segments, 
which a character skeleton is broken into. Once a skeleton is properly segmented, 
each of the resulted segments can be used to calculate a set of fuzzy features (MHP, 
MVP, etc.) as described in [2]. 

In order to calculate these fuzzy features more accurately, each resulted segment 
should be a meaningful segment. That is, each resulted segment should be a meaning-
ful straight line or a meaningful arc as described in Table 1, but not an arbitrary seg-
ment. As an example, the handwritten character skeleton ‘B’ (in Figure 2) should be 
segmented into two “Positive Slanted” lines and two “D Like” arcs. 

Table 1. Types of meaningful straight lines and meningful arcs that a character skeleton should 
be broken into 

Meaningful Straight Lines Meaningful Arcs 
Horizontal 
Line 

 C like 

 
 
Vertical Line 

 

D like 

 

Positive 
Slanted  

U like 
 

A like 
 

 
Negative 
Slanted 

 

 
O like 

 

The segmentation algorithm should be able to segment all the handwritten charac-
ter skeletons in a particular character set, into meaningful segments for it to be useful 
with the character recognition system proposed in Figure1. The task of segmenting 
every character in a particular character set into a set of meaningful segments gets 
harder since different individuals write the same character in many different ways. 
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Fig. 2. The expected segmentation of character skeleton ‘B’ 

3   Requirements of the Input 

Definition 1: A skeleton area is a rectangular area in the image, which contains a 
character skeleton to be segmented. A skeleton area can be represented, as depicted in 
Figure 3. 
 
The input for this segmentation algorithm is the skeleton area of a character skeleton. 
In order to get the expected segmentation results, the input character skeleton should 
be in one pixel thickness and it should not contain any spurious branches. It has been 
observed that the skeletonization algorithm proposed in [5] gave skeletonized results, 
which satisfies the above two conditions in most of the times. 

 

 

Fig. 3. The representation of the skeleton area of character skeleton ‘B’ 

4   The Algorithm 

This section outlines the main routine of the algorithm. Apart from that some defini-
tions are presented here. These definitions will be used through out this paper to de-
scribe the algorithm in detail.  
 
Definition 2: A starter point is a pixel point on the character skeleton with which the 
traversal through the skeleton could be started. Starter points are in twofold; major 
starter points and minor starter points  

Definition 3: A major starter point is a starter point, which is identified before start-
ing the traversal through the skeleton. The identification of major starter points is de-
scribed in Section 5. 
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Definition 4: A minor starter point is a starter point, which is identified during the 
traversal through the skeleton. The identification of minor starter points is described 
in Section 6.2. 
 

Two types of major data structures are used in this algorithm, namely, the Point, 
which holds the X and Y coordinate values of a pixel point and the Segment, which is 
a Point array. 

 
The main routing of the segmentation algorithm can be described as follows; 

Function Segmentation_algo (skeleton_area) returns all_Segments.  
Begin 
   major_starters = empty // a queue of Point to store major starter points. 
   m_Segments = empty // an array of Segment, to store the segments identified 
                                    by starting traversal with a particular major starter point. 
   all_Segments = empty // an array of Segment, to store all the identified 
                                           segments. 
   
   major_starters = find all major starter points (skeleton_area) // (Section 5) 
 
   for each of the major start points in major_starters do   
       m_Segments = traverse(major_starter_point)  // (Section 6) 
       add all the segments in the m_Segment to all_Segments 
   end for. 
   
   noice_removal(all_Segments).  // (Section 8) 
 
   return all_Segments 
End 

5   Identification of Major Starter Points 

The algorithm starts on finding all the major starter points in the given skeleton area. 
In order to find the major starter points, two techniques can be used. In both of these 
techniques, the pixels in the given skeleton area are processed rowwise. 

5.1   Technique 1 

In Technique 1, all the pixel points in the skeleton area, those having only one 
neighboring pixel are taken as major starter points. It is assumed here that the skele-
ton is in one pixel thickness. As an example, the skeleton pattern ‘B’ depicted in  
Figure 4(i) has three major starter points namely ‘a’, ‘b’ and ‘c’, which can be identi-
fied using Technique 1. 
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5.2   Technique 2 

The major starter points of some skeleton patterns (in the case of character ‘O’ and 
number zero) cannot be obtained by the Technique 1, since all the points in such a one 
pixel thickness, closed ‘O’ like curve (Figure 4(ii)) would have at least two neighbor-
ing pixels. In such a case, the first pixel which is found on the character skeleton is 
taken as its major starter point. This one and only major starter point would be the 
highest most pixel point in the skeleton (the pixel point ‘a’ in Figure 4(ii)), since the 
skeleton area is processed rowwise.  

 

 

Fig. 4. Major starter point of character skeletons ‘B’ and ‘O’ 

6   Traversal Through the Character Skeleton 

Definition 5: The current traversal direction is the direction from the current pixel to 
the next pixel to be visited during the traversal. The determination of current tra-
versal direction is described in Section 6.3. 

 
After finding all the major starter points, the algorithm starts traversing through 

the character skeleton, starting from the major starter point which was found first. 
While this traversal, the segments are identified in the traversal path. Moreover, the 
minor starter points are also identified at each junction of the skeleton and they are 
queued to a different queue, which is hereafter referred to as minor_starters. (The 
identification of minor starter points is discussed in section 6.2). Once the traversal 
reaches an end point, which a pixel point there is no neighboring pixel to visit next, 
the focus is shifted to the identified minor starter points in the minor_starters 
queue. Then the algorithm starts traversing the unvisited paths of the skeleton by 
starting with each minor starter point in the minor_starters queue. While in these 
traversals, the algorithm also segments the path being visited into meaningful  
segments.  

The above mentioned process is continued with all the unvisited major starter 
points in the major_starters queue, until all the unvisited paths in the skeleton area 
are visited. The risk of visiting the same pixel (hence the same path) more than once 
during traversals is eliminated by memorizing all the visited pixel points and only vis-
iting the unvisited pixels in the later traversals. Therefore it is guaranteed that a path 
in the skeleton is visited only once and hence the same segment is not identified 
twice. 
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The traversal routine is as follows.  
 
Function traverse(major_starter_point) return segments.      
Begin 
   minor_starters = empty // Point queue, to store minor starter points. 
   current_segment = empty // Segment, to store points of the current segment  
   current_direction = empty // String, to hold the current traversal direction. 
   current_point = empty // Point, refers to the current pixel point. 
   next_point = empty // Point, refers to the next pixel point to be visited. 
   neighbors = empty // Point array, to hold all the unvisited neighboring points of  

                        the current point. 
   segments = empty // Segment array, to hold the identified segments. 
 
   minor_starters.enque(major_starter_point) 

 
      while(there are more points in the minor_starters queue OR current_point is 
                nonempty) do 

 
           if(current_point = empty) then 

current_point = minor_starters.deque() 
Initialize the current_segment 
if(current_point is unvisited) then 
   current_segment.add(current_point) 
   mark the current_point as visited 
end if 

           end if 
     
 
           if(unvisited eight adjacent neighbors of current_point exist) then 
                  
                 neighbors = get all unvisited eight adjacent neighbors of current_point. 
    
                 if(# of points in current_segment > 1) then 
                     if(there is an unvisited neighbor in the current_direction) then  
                          next_point = get that neighbor in the current_direction.  
                          enque all other unvisited neighbors into the minor_starters  
                                                  queue. // Finding minor starter points (Section 6.2) 
                          current_segment.add(next_point) 
                          mark next_point as visited 
                           current_point = next_point 
                      else // if there is no unvisited neighbor in the current_direction. 
                               I.e. the traversal direction changes. 
                           tmp_segment = get next 5 pixels in the path. (Section 6.1) 
                           if(IsAbruptChange(current_segment, tmp_segment)) then 
                                                                                                // Section 7.  
                                 // start a new segment 
                                segments.add(current_segment) 
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                                current_segment = tmp_segment 
                            else  
                                 // the traversal can continue with the same segment. 
                                add all the points in the tmp_segment to current_segment 
                          end if  
                        end if 
                     end if 
                else // number of points in the current_segment is 1 
                    next_point = choose any neighbor of the current_point // (Section 6.5) 
                    current_segment.add(next_point) 
                    mark next_point as visited 
                    current_direction = get the current traversal direction // (Section 6.3) 
                    current_point = next_point 
                end if 
             
           else // if there are no unvisited neighbors to visit 
               segments.add(current_segment) 
               current_point = empty 
           end if 
                  
     end while 
 
     return segments 
End 

6.1   Getting Next 5 Pixel Points in the Path 

The intention of getting next 5 pixel points into a separate data structure refereed to as 
tmp_segment, is to find the new written direction as described in Section 7. Getting 
next 5 pixel points in the path is carried out as follows.  
 

tmp_segment = empty // array of Point. 
while(there are more unvisited adjacent neighbors of current_point exist and  
          the size of tmp_segment is < 5) do  
     neighbors = get all unvisited eight adjacent neighbors of current_point 
     if(there is an unvisited neighbor in the current_direction ) 
           next_point = get that neighbor in the current_direction. 
     else 
          if (there is an unvisited neighbor in the closest traversal direction to the  
              current_direction) then 
               next_point = get the neighbor in the closest direction to the 
                                                            current_direction   // (Section 6.4) 
          else  
               next_point = get a neighbor in any direction // (Section 6.5) 
          end if            
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          current_direction = get the new traversal direction // (Section 6.3) 
      end if. 
      enque other neighbors into the minor_starters queue. //Finding minor 
                                                                               starter points (Section 6.2)  
      mark next_point as visited 
      tmp_segment.add(next_point) 
      current_point = next_point 
end while 

6.2   Identification of Minor Starter Points 

Let us consider the traversal through the character skeleton ‘B’ in Figure 5. The tra-
versal starts with the major starter point ‘a’ and continues to the junction ‘J1’. At that 
junction, the current pixel point has two unvisited neighbors. Since there is a 
neighboring pixel in to the current traversal direction, the algorithm chooses that 
pixel (n1) between the two neighboring pixels as the next pixel point to visit. It is clear 
that the other neighboring pixel (n2) is a starter point of another path in the skeleton. 
Therefore the point n2 is identified as a minor starter point and inserted into the mi-
nor_starters queue for later consideration. In every junction in the skeleton, there may 
be one or more minor starter points identified. 

  

 

Fig. 5. The identification of minor starter points (Already visited pixels are depicted in black 
color and the unvisited pixels are depicted in ash color) 

6.3   Determination of Current Traversal Direction 

Let us consider all the eight adjacent neighbors of current pixel (i, j) in Figure 6. The 
current traversal direction can be defined as described in Table 2, according to the 
neighboring pixel, which is chosen as the next pixel to be visited. 

 

 

Fig. 6. Eight adjacent neighbors of the current pixel (i,j) 
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Table 2. Determination of the current traversal direction 

Neighboring pixel which is chosen as the 
next pixel point to be visited 

Current traversal direction 

(i,j-1) U (UP) 
(i+1, j) R (LEFT) 
(I, j+1) D (DOWN) 
(i-1, j) L (RIGHT) 
(i+1, j-1) RU (RIGHT_UP) 
(i+1, j+1) RD (RIGHT_DOWN) 
(i-1, j+1) LD (LEFT_DOWN) 
(i-1,j-1) LU (LEFT_UP) 

6.4   Determination of Closest Traversal Direction 

When the current traversal direction is given, the closest traversal directions to the 
current traversal direction can be determined as described in Table 3. 

Table 3. Determination of the closest traversal direction to the current traversal direction 

Current traversal direction Closest traversal directions 
U RU, LU 
R RU, RD 
D RD, LD 
L LD, LU 
RU U, R 
RD R, D 
LD D, L 
LU L, U 

In Table 3, for each current traversal direction, two closest traversal directions are 
mentioned. Therefore, to find a neighbor in the closest traversal direction to the cur-
rent traversal direction, the algorithm first checks the closest traversal direction 
which would be found first, when considering the directions clockwise starting from 
the direction U (Fig. 7). As an example, if the current traversal direction is U, the al-
gorithm first checks whether there is an unvisited neighbor in the direction RU. If it 
fails to find such a neighbor, then it checks whether there is an unvisited neighbor in 
the direction LU. 

 

Fig. 7. Consideration of the directions in clockwise, staring from the direction UP from the cur-
rent pixel point (i, j) 
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6.5   Choosing of an Unvisited Neighbor in Any Direction 

To choose an unvisited neighbor, which is in any direction from the current point, as 
the next point to be visited, the unvisited neighbors are processed starting with the di-
rection U and then in clockwise (Figure 7). That is, first, the algorithm checks 
whether there is an unvisited neighbor in the direction U to the current point (i, j). If it 
fails to find such a neighbor then it checks an unvisited neighbor in the RU direction 
to the current point and so on. Therefore the directions are considered in the order; U, 
RU, R, RD, D, LD, L, and finally LU. 

7   The Segmentation 

Definition 6: The written direction is the direction of a particular sequence of pixels 
to which they were written. 

 
The segmentation decision is based on the abrupt change in the written direction. Ac-
cording to this algorithm, as long as the current traversal direction remains un-
changed (if it can find an unvisited neighboring pixel in the current traversal direc-
tion), the algorithm considers the path, which is being visited belongs to the same 
segment. If the current traversal direction changes, then the algorithm goes and 
checks for an abrupt change in written direction. The calculation of written direction 
of a sequence of pixels is discussed in section 7.1. 

In this work, it was found that the written direction of a skeleton path could be 
changed after a sequence of 5 pixels. Therefore, to find out the previous written direc-
tion, the written direction of last 5 pixel points (which are stored in current_segment) 
in the path is considered. To find out the new written direction, the written direction 
of next 5 pixels in the path (which are stored in tmp_segment) is considered. The de-
termination of abrupt change in written direction can be carried out as follows. 

 
Function IsAbruptChange(current_segment, tmp_segment) returns Boolean. 
Begin 
   if(the size of tmp_segment < 5 OR size of current_segment < 5 ) 
        return false  
   else 
       prev_written_d = written direction of the last 5 pixel points in the 

                                                                      current_segment. 
       new_written_d = written direction of the tmp_segment. 
      difference = |prevs_written_d  –  new_written_d| 
      if (difference > 315) 
         if(prev_written_d > 315 OR curr_written_d > 315) 

    difference = 360 – difference 
         end if 
      end if 
 
      if (difference > threshold angle) 
           return true 



226 K.B.M.R. Batuwita and G.E.M.D.C. Bandara 

 

      else 
           return false  
   end if 
 
End. 
 
If there is an abrupt change in written direction, the corresponding change in cur-

rent traversal direction is considered as a starting point of a new segment. Otherwise 
the traversal is continued with the same segment.  

The suitable value for the threshold angle may vary according to the character set 
which is dealt with. We have used uppercase English handwritten characters to test 
the algorithm with various threshold angles and the results are depicted in Section 9. 

7.1   Calculation of Written Direction 

The written direction of a given sequence of pixel points equals to the angle between 
the x-axis and the straight line connecting the start and end points of the pixel se-
quence. Consider the sequence of points in Figure 8, where the start point is (xs, ys) 
and the end point is (xe, ye). 

 

 
Fig. 8. The calculation of the written direction 

After calculating the angle  (Equation 1), the written direction can be calculated 
as described in Table 4. 

 = tan-1( |( ys - ye)/( xs - xe)| )  (1) 

Table 4. Calculation of the written direction 

 written direction 
(xs < xe) and (ys <= ye)  
(xs > xe) and (ys <= ye) 180 –  
(xs > xe) and (ys > ye) 180 +  
(xs < xe) and (ys > ye) 360 –  
(xs = xe) and (ys <= ye) 90 
(xs = xe) and (ys > ye) 270 
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8   Noise Removal 

In the process of noise removal, the segments resulted due to the noises in the skele-
ton area are removed. The average size of the character skeletons considered in this 
research is 30*30 pixels. Accordingly, the minimum size of the segment was taken as 
5 pixel points. Therefore under the noise removal, the segments which contain less 
than 5 pixel points are discarded from the set of resulted segments. 

9   Experimental Results 

The algorithm was tested with the skeletons obtained by the skeletonization algorithm 
[5], of handwritten upper case English characters, under different threshold angles. 
Figure 9 shows the input character skeletons to the algorithm and their expected  
segmentations. 

 

 

Fig. 9. Input character skeletons and their expected segmentations 

 
By comparing the expected segmentations and the resulted segmentations, the 

following problems could be identified (Table 5). When the threshold angle was 
equal 40 degrees, the algorithm resulted over-segmentation of characters 
‘B’,‘G’,’J’,’O’,’Q’ and ‘S’. When the threshold angle was lesser than 40 degrees, 
more over-segmentations were observed. 

When the threshold angle was 60 degrees, the algorithm resulted under-
segmentation of characters ‘B’, ‘H’ and ‘L’ and when it was larger than 60 degrees, 
more under-segmentations were resulted. When the threshold angle was equal to an 
angle between 45 and 60 degrees (ex. 45 degrees), the problem of under-segmentation 
was eliminated, but still there were some over-segmentation of the characters ‘B’ ‘G’ 
‘J’ and ‘S’. Except for these problems, other characters were segmented as expected. 
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Table 5. Problems identified in the segmentation under different threshold angles. The 
segments are numbered acoording to the order in which they were identified 

Threshold angle Problems in Segmentation 
 
40 degrees 

 
 
60 degrees 

 
 
45 degrees 

 

10   Conclusion 

When comparing the resulted segments with original character skeletons, the prob-
lems of information lost or identification of the same segment twice were not found. 
Therefore it can be concluded that the above algorithm traverses through each and 
every path of the character skeleton only once, as it was supposed to do, whether the 
character skeleton is connected or not. The only problem was with the choice of the 
threshold angle. 

According to the observed results, it can be concluded that it is not possible to fix a 
single value as the value for the threshold angle, since different values have given the 
expected results for the different characters. As an example, under the threshold angle 
equaled to 60 degrees, the character patterns ‘J’, ‘G’ and ‘S’ were segmented as ex-
pected, but the character ‘H’ and ‘L’ suffered from the under-segmentation. On the 
other hand, under the threshold angle equaled to 45 degrees, the character pattern ‘H’ 
and ‘L’ were segmented as expected, but characters ‘J’, ‘G’ and ‘S’ were over-
segmented. 

As future works, two methods could be suggested to overcome the above problem. 
One of them would be to use the threshold angle as 45 degrees (which seems to be 
reasonable since it has given meaningful segments by eliminating the problem of un-
der-segmentation) and use a method to combine the over-segmented segments. The 
other solution would be to use different threshold angles for different situations. If the 
different situations those requiring different threshold angles could be identified sepa-
rately, then these different threshold angles could be used for different characters to 
segment them into meaningful segments. One way to do it may be the use of charac-
teristics of the pixels in the current_segment and the tmp_segment to differentiate the 
situations. 
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Abstract. As one kind of image having strong texture character, ridge distance 
is the important attribute of fingerprint image. It is important to estimate the 
ridge distance correctly for improving the performance of the automatic finger-
print identification system. The traditional Fourier transform spectral analysis 
method had the worse redundancy degree in estimating the ridge distance be-
cause it was based on the two-dimension discrete Fourier spectrum. The paper 
introduces the sampling theorem into the fingerprint image ridge distance esti-
mation method, transforms the discrete spectrum into two-dimension continu-
ous spectrum and obtains the ridge distance on the frequency field. The experi-
mental results indicate that the ridge distance obtained from this method is more 
accurate and has improved the rate of accuracy of the automatic fingerprint 
identification system to a certain extent.  

1   Introduction 

Fingerprint identification is the most popular biometric technology, which has drawn 
a substantial attention recently and the research of the recognition technology of 
automatic fingerprint becomes a research focus too [1,2]. In order to improve the 
precision of the automatic fingerprint recognition system and extent the range of 
application, it is the key to realize effective enhancement to the fingerprint image with 
the low quality. Forefathers have already researched on the fingerprint image 
enhancement method deeply and put forward some methods [3,4,5]. These methods 
can all realize to enhance the fingerprint images with low quality to a certain extent. 
In the most fingerprint image enhancement algorithms, the ridge distance (or called 
the ridge frequency) is one important parameter. It is important to accurately estimate 
the ridge distance for improving the performance of the automatic fingerprint 
identification system. 
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Generally, fingerprint ridge distance (also call ridge mode cycle) is defined as the 
distance between two adjacent ridges, which can be seen as the distance from the 
center of one ridge to the center of other adjacent 
ridge or the pieces of ridge width and valley width 
in close proximity [6]. Here, ridge and valley mean 
the dark color and light color ridge in the 
fingerprint image respectively. The definitions of 
the ridge, valley and ridge distance are showed as 
follows Fig.1. The larger the ridge distance is, 
indicate the sparser here the ridge is. On the 
contrary, indicate the more intensive here the ridge 
is. The ridge distance is determined by the 
following two factors: the fingerprint inherent 
structure and the image resolution.  

Up to now, the fingerprint ridge distance 
estimation methods can be sum up in two kinds: 
the ridge distance estimation methods based on the 
frequency field and the methods based on spatial field.  

L. Hong proposed the direction window method to estimate the ridge frequency 
[3]. This method estimated the ridge frequency reliably when the contrast of the fin-
gerprint image was good and the ridge orientation in the direction window was con-
sistent. But when the noise interference was serious or the ridge direction was not 
totally unanimous in the direction window, the performance of this method would be 
influenced seriously. Z. M. Kovace-Vajna brought out two kinds of ridge distance 
estimation methods: the geometry approach and the spectral analysis approach, which 
are both based on the block fingerprint image to estimate the ridge distance [7].  

O'Gorman and Nickerson used the ridge distance as a key parameter in the design 
of filters. It is one statistics mean value about the ridge distance [8]. Lin and Dubes 
attempted to count ridge number in one fingerprint image automatically and assumed 
the ridge distance is a constant value on the whole fingerprint image [9]. D. Douglas 
estimated the average distances of the all ridges on the whole fingerprint image [10]. 
Mario and Maltoni did mathematical characterization of the local frequency of sinu-
soidal signals and developed a 2Dmodel in order to approximate the ridge-line pat-
terns in his method for ridge-line density estimation in digital images [11]. 

In addition, Y. Yin proposed the ridge distance estimation method based on re-
gional level. The method divided the fingerprint image into several regions according 
to the consistency of the orientation information on the whole fingerprint image and 
calculates the ridge distance to every region respectively [12]. Y. Chen proposed two 
kinds of methods to estimate the ridge distance: the spectral analysis approach and the 
statistical window approach. The spectral analysis approach had the following re-
stricted conditions: the definition about the radial distributing function and the method 

to obtain the value of 'r  accurately. The statistical window approach was relatively 
harsh for quality of the fingerprint image [13]. 

This paper puts forward the ridge distance estimation method based on continuous 
spectrum in the frequency field. Firstly, the method transforms the fingerprint image 
expressed in the spatial field into the spectrum expressed in the frequency field adopt-
ing two-dimensional discrete Fourier transform. Secondly, the method expands the 

 ridge       valley 

ridge distance 

 
Fig. 1. Definitions of ridge, valley 
and ridge distance 
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image on this basis and transforms the two-dimensional discrete frequency spectrum 
into continuous frequency using the sampling theorem. Lastly, the method calculates 
two relatively symmetrical extremum points relative to the peak value in this contin-
ues frequency spectrum map. 

2   The Spectral Analysis Method of the Fingerprint Image 

Spectral analysis method that transforms the representation of fingerprint images from 
spatial field to frequency field is a typical method of signal processing in frequency 
field. It is a traditional method for ridge distance estimation in fingerprint images. 
Generally, if ),( yxg is the gray-scale value of the pixel (x, y) in an NN × image, the 

DFT of the ),( yxg is defined as follows: 
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Where j is the imaginary unit, },1{, Nvu ∈  and yvxuvuyx +>=< ),)(,(  is the vector 

pot product. Obviously ),( vuG  is complex. Then the periodic characteristics of the 

point (u, v) can be represented by the magnitude of ),( vuG . In order to illustrate 

accurately the viewpoint, the paper firstly analyzes the Fourier transform to the regu-
lar texture image. 

2.1   Spectral Analysis of the Texture Image 

The regular texture image has its peculiar good attribute. It is very meaningful to 
study and utilize the attribute of the texture image fully. Fig.2 (b) shows the spectrum 
after carrying the Fourier transform to the regular 
texture image (Fig.2 (a)). It has reflected the frequency 
information and the orientation information of the 
ridge in the regular image. The distance among the 
light spots is in direct proportion to ridge frequency 
and in inverse proportion to ridge distance. The direc-
tion of the line connecting two light spots is vertical 
with the ridge orientation and parallel with the direc-
tion of the normal line of the ridge. 

Fingerprint image is one regular texture image. The 
kind of character should be reflected after we carried 
the Fourier transform to the fingerprint image. Fig.3 
(b) shows the spectrum after carrying the Fourier transform to one block fingerprint 
image (Fig.3 (a)). Because of the influence of the noise and irregular ridge etc., some 
light spots are dispersed. For the model region in the fingerprint image, it is especially 
like this (as Fig.3 (c), (d) show). For the background region, there is not the clear light 
point (as Fig.3 (e), (f) show). We can obtain the ridge distance of each region in the 
fingerprint image by calculating the distance between the two light spots too. But, the 
position of the two light spots in the spectral image is not very obvious, now it is the 
key how to obtain the distance between two light spots accurately. 

 

  
(a) (b) 

Fig. 2. The regular texture 
image and the corresponding 
spectrum ((a) is the regular 
texture image and (b) is the 
corresponding spectrum.) 
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(a) (b) (c ) (d) (e) (f) 

Fig. 3. The fingerprint region, the model region and the background region and the correspond-
ing spectrum image (a), (c) and (e) are the fingerprint region, the model region and the back-
ground region; (b), (d) and (f) are the corresponding spectrum.) 

2.2   Calculate the Ridge Distance Based on the Discrete Spectrum 

Presently, the spectral analysis methods are based on the discrete spectrum mostly, 
such as the ridge distance estimation proposed in [13] by Y. Chen. Suppose y) g(x,  is 

the gray-scale value of the pixels with coordinates x, y ={0, …… ,N-1} in a NN×  
image, ),( yxg  is the gray value of the pixel y) (x,  in the image, we can obtain the 

discrete spectrum ),( vuG of the image in carrying on two-dimensional fast Fourier 

transform. A fingerprint image and its FFT at block level with window size of 32×32 
are shown in Fig. 4. 

After obtaining the spectrum, the next work is to search for the two light points that 
are symmetrical with the central lightest point. But it is a hard work. In order to illus-
trate the issue accurately and effectively, we choose two blocks image (showed in the 
Fig. 2 (a)  and  (e),  one  is the valid fingerprint region and the other is the background  

  
(a) (b) 

Fig. 4. A fingerprint image and the corresponding spectrum at block level with two-dimension 
discrete fast Fourier transform ((a) is a fingerprint image (b) is corresponding transform result at 
block level.) 
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region in one fingerprint image) and observe them in the three-dimension spatial 
(shows as Fig.5). The x-axis and the y-axis are the x-coordinate and the y-coordinate 
of the spectrum image respectively and the z-axis is the energy in the corresponding 
locality. 

  
(a)  (b) 

Fig. 5. The sketch map about the three-dimension spectrum ((a) and (b) are the correspond-
ing spectrum of the Fig.3 (b) and (f) respectively.) 

 
In the Fig.5, there are two sub-peak points corresponding to two sub-light points in 

the Fig.3 in the spectrum of the valid fingerprint image region if we observe the spec-
trum from the ridge direction. But there aren’t the obvious sub-peak points if we ob-
serve the spectrum of the background region. From the Fig.5, we can make out that 
the discrete spectrum is very fuzzy.  Perhaps in the area of light spots, that is to say 
two or three values are relatively high. It is difficult to obtain the position of the light 
point correctly and quickly. At the same time, the real local extremum is possibly not 
the discrete value.  

For obtaining the right ridge distance value, Y Yin et al. define the radial distribute 
function in [6] as follows: 
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Where 
rC is the set of the whole pixels that satisfy the function rvu =+ 22 , 

rC# is the number of the element of the set 
rC . Then define the )(rQ  as the distri-

bution intensity of the signal with the cycle rN / in the NN × image. The value of r 
corresponding to the peak of )(rQ  can be defined as the cycle number of the domi-

nant signal in the NN × image. Search for the value of 
0r that enables the value of 

)( 0rQ  is the local maximum. At this moment, the ridge distance of the block image 

can be estimated with 
0/rNd = . Because the ridge distance of fingerprint image is 

among 4-12 pieces of pixel, some minute errors in calculating the value of 
0r will 

cause heavy influences in estimating the ridge distance.  
In the course of analyzing the character of the discrete spectrum, we find that the 

discrete spectrum can be transformed in the continuous spectrum by the sampling 
theorem. This inspires us to acquire the ridge distance from the continuous spectrum.  



  A Method Based on the Continuous Spectrum Analysis 235 

 

3   Ridge Distance Estimation Method Based on the Continues 
     Spectrum 

The precision does not meet the requirement if we carry through the discrete Fourier 
transform. At the same time, the speed can’t meet the requirement of the real time 
disposal if we make the continuous Fourier transform. For these reasons, we make 
fast discrete Fourier transform firstly, then adopt the two-dimension sampling theo-
rem to transform the discrete spectrum into the continuous spectrum. Lastly, we ob-
tain the position where the energy maximum appears in the normal direction of the 
ridge. The sampling theorem plays a great role while dealing with the signal. It is also 
suit to the two-dimension image processing. It was the sample theorem of the two-
dimension signal that was adopted here, described it as follows: 

3.1   Analysis of the Continuous Spectrum  

Suppose the Fourier transform function ),( 21 ssF  about the function f (x1, x2) of L2 

(R2) is tight-supported set (namely that the function F is equal to zero except the 
boundary region D and the boundary region D can be defined as the rectangle region 

}||||),{( 2121 Ω≤Ω≤ sandsss  in the paper. Here, we firstly assume π=Ω in 

order to simplify the function. Then the Fourier transform function about the function 
)x,f(x 21  can be denoted as follows: 
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Then, we can acquire the following function as: 
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In this way, the discrete signal 
n2n1 ,C  can be recovered for the continuous signal 

)x,f(x 21  through the sampling theorem. Then, the discrete frequency spectrum  

of each block fingerprint image can be recovered for the continuous frequency spec-
trum. We can try to obtain accurately the local extreme value (that is the “light spot”  
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position we care about) in random small step in the continuous frequency spectrum. 
Thus we can calculate the ridge distance accurately. The following Fig.6 is the con-
tinuous frequency spectrum recovered from the Fig.5 in the step length as 0.1.  

 The local extremum point 

  

(a) (b) 

Fig. 6. The sketch map about the three-dimension continuous spectrum recovered from the Fig. 
5 in the step as 0.1 ((a) and (b) are the corresponding spectrum of the Fig.5 (a) and (b) respec-
tively.) 

From the Fig.6, we can find that the local peak value is obvious in the continuous 
frequency spectrum image. But it is a long period course that we search the con-
tinuous spectrum image that is recovered from one NN× point matrix in a small 
step for the local peak value. Thus we need to search the continuous spectrum pur-
posefully.  

3.2   Ridge Distance Estimation Method Based on the Continuous Spectrum 

After observing the Fig.5 and the Fig.6 carefully, we can find that the two light points, 
which are the local extreme point we care about, always appear in certain region. The 
direction between them must be vertical with the direction of the ridge and the radius 
is in relative ranges too. From the relation between the ridge distance and the ridge 
frequency we have the following function: dNr /= . Generally, the ridge distance is 
from 4 pixels to 12 pixels based on our experience. Thus, the radius that the extreme 
point appears is in N/12-N/4 by experience. Then we carry on more accurate search 
on this range. At present the orientation from the Rao [15] method proposed by Lin-
Hong is satisfied the requirement.  

Suppose that the ridge orientation is θ  in the Fig.3 (a), the normal orientation of 
the ridge is 2/πθ+ . We can obtain the position of the local extreme point in the con-
tinuous spectrum (as Fig.6 shows) if we search the region, which is confirmed by the 
radius: N/12-N/4 and the direction: 2/πθ+ , in the step length as 0.01. As Fig.7 shows, 
the local extreme points are 11.03, the corresponding radius is 4.71, and the ridge 
distance of the image is 32/4.71=6.79. 
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th e  lo cal ex trem u m

Valu e: 11 .0 3  

N /1 2 4 .7 1 N /4  
Fig. 7. The cutaway view of the three-dimension continuous spectrum in the normal orientation 

3.3   The Steps of Realization 

Step 1: Divide the fingerprint image into non-overlap block with the size NN× , the N 
is equal to 32 generally. 

Step 2: To each block fingerprint image ),( jig , carry on two-dimension fast Fourier 

transform and get the corresponding discrete spectrum ),( vuG . 

Step 3: To each discrete spectrum ),( vuG , apply the sampling theorem to get the con-

tinuous spectral function G(x,y). 

Step 4: Adopt Rao [15] method to obtain the ridge orientation θ . 

Step 5: Search the region confirmed by the radius N/12-N/4 and the direction 2/πθ+  
in a small step length L for finding the radius r corresponding the local extreme point. 
Generally, the value of L is 0.01. 

Step 6: If don’t find the local extreme point then think that the ridge distance of the 
fingerprint image region can’t be obtained. Else estimate the fingerprint image ridge 
distance from d =N/r. 

4   Experimental Result Analysis and Conclusion 

For illuminating the performance of the ridge distance estimation method proposed in 
the paper, we choose DB_B in the public data–BVC2004, which is considered the 
most hard fingerprint image database to process in common and disposed it. The 
following Fig.8 is the processing results of the two fingerprints from the DB_B in the 
public data_BVC2004.  

From the following Fig.8 we can find that the results are very reasonable and can 
represent the real ridge distance. Except these strong-noised regions, the ridge dis-
tance can be obtained accurately. At the same time, the value of ridge distance is a 
decimal fraction that has higher precession than the integer in the representation. 
Contrast the accurate value that obtained from the manual calculation, the result is 
very exact. 
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(a) 216_8 of FIDB3_B (b) 216_8 of FIDB4_B 

Fig. 8. The ridge distance estimation results of two representative fingerprint images being 
chosen from the DB_B in the public data–BVC2004 ((a), (b) are the No. 216_8 fingerprint 
image of FIDB3_B and FIDB4_B. In the results, no value represents the background region, -1 
represents these blocks where the ridge distance can not be obtained accurately, the other 
values is the ridge distance corresponding to the block fingerprint image.) 

In order to evaluate the performance of our method, we adopt the performance 
evaluation method that was put forward by Y. Yin in [6]. There, DER, EA and TC are 
the three indexes of the performance evaluation method. Where DER indicates the 
robustness of a method for ridge distance estimation in fingerprint images, EA is the 
degree of deviation between the estimation result and the actual value of the ridge 
distance and TC is the time needed for handing a fingerprint image. 

To evaluate the performance of the methods, we use 30 typical images (10 good 
quality, 10 fair quality, 10 poor quality) selected from NJU fingerprint database (1200 
live-scan images; 10 per individual) to estimate ridge distance with traditional spectral 
analysis method, statistical window method and our method, respectively. Here, we 
choose the NJU database because that the other two methods is tested based on the 
NJU database and the paper will use the correlative results of the other two methods. 
Sizes of block images are all 32×32 and the value of ridge distance of each block 
image is manually measured. The work is performed using the computer with PIV 
2.0G, 256M RAM.  

From the table 1 we can find that the traditional spectral analysis method has the 
lowest DER value and EA value with the middle TC value. For spectral analysis 
method, the biggest problem is how to acquire the value of r' accurately and reliably. 
The statistical method has the middle DER value and the EA value with the lowest TC 
value. The average performance of statistical window method is superior to that of the 
spectral analysis method. But the obvious disadvantage of statistical window method is 
that it doesn’t perform well in regions where there is acute variation of ridge directions. 
Our method has the higher DER value and the EA value with the higher TC value.  It 
shows that our method has higher performance except the processing time. The method 
can obtain the ridge distance of most regions in a fingerprint image except the pattern 
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region and the strong-disturbed region because the sub-peak is not obvious in these 
regions. In addition, the processing time of our method is more that the other two meth-
ods because our method is based on the two-dimension continuous spectrum.  

Our future research will focus on looking for some better method which can trans-
form the spatial fingerprint image into two-dimension continuous frequency spectrum 
and making certain the more appropriate step length in order to find the two sub-peak 
points faster and accurately. In addition, we can fulfill other fingerprint image proc-
essing in the two-dimension continuous spectrum, such as fingerprint image segmen-
tation processing, fingerprint image enhancement processing and ridge orientation 
extraction processing etc.  

Table 1. Performance of three methods 

Method DER EA TC 
Traditional spectral analysis 44.7% 84% 0.42 second 

Statistical window 63.8% 93% 0.31 second 
Our method 94.6% 95% 0.63 second 
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Abstract. As one key step of the automatic fingerprint identification system 
(AFIS), fingerprint image segmentation can decrease the affection of the noises in 
the background region and handing time of the subsequence algorithms and improve 
the performance of the AFIS. Markov Chain Monte Carlo (MCMC) method has 
been applied to medicine image segmentation for decade years. This paper intro-
duces the MCMC method into fingerprint image segmentation and brings forward 
the fingerprint image segmentation algorithm based on MCMC. Firstly, it generates 
a random sequence of closed curves as Markov Chain, which is regarded as the 
boundary between the fingerprint image region and the background image region 
and uses the boundary curve probability density function (BCPDF) as the index of 
convergence. Then, it is simulated by Monte Carlo method with BCPDF as parame-
ter, which is converged to the maximum. Lastly, the closed curve whose BCPDF 
value is maximal is regarded as the ideal boundary curve. The experimental results 
indicate that the method is robust to the low-quality finger images.  

1   Introduction 

In recent years, biometric identification represented by fingerprint has been a research 
focus [1-5]. Automatic Fingerprint Identification System (AFIS) mainly includes 
image segmentation, image enhancement, minutiae extraction, fingerprint matching, 
etc. As one of the key problems in fingerprint image processing, the purpose of fin-
gerprint image segmentation is to separate the valid fingerprint image region, with 
which all the posterior algorithms of AFIS will deal, from background image region. 
So, it is important for improving the performance of the AFIS to segment the valid 
fingerprint region from the background region.  

There are a lot of literatures that focus on the technology of the fingerprint image 
segmentation. The present methods of fingerprint image segmentation can be summed 
up two specials: one is based on block-level [2,3], the other is based on pixel-level 
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[4,5]. Both designed the algorithms according to the statistical character (e.g. Vari-
ance, Mean) of the gray fingerprint image. J. X. Chen used linear classifier to classify 
the blocks into foreground and background [6]. The resolution of this method only 
reached the block level, which made it difficult to judge the reliability of features 
extracted from the border. The other method is based on pixel level. A. M. Bazen and 
S. H. Gerez used linear classifier to classify the pixels into foreground and back-
ground through the analysis of the pixel features [7]. For different databases, this 
method provided different segmentation surface. In addition, the performance of lin-
ear classifier had certain limits, so it was difficult to reach the ideal segmentation 
results. Y.L Yin used the model of quadratic curve surface to carry out the fingerprint 
image segmentation, which regarded the gray variance, the gray mean and the orienta-
tion coherence as the parameters of the model [8]. 

Over the past 40 years, Markov Chain Monte Carlo (MCMC) method had pene-
trated many subjects, such as statistical physics, seismology, chemistry, biometrics 
and protein folding, as a general engine for inference and optimization [9]. In computer 
vision, S. C. Zhu did many works but not fingerprint image [10-12]. Y. L He regarded 
the fingerprint image as Markov Random Field and carried out the fingerprint image 
segmentation successfully [13]. But it can generated the boundary curve only where 
the edge contrast between fingerprint and background is stronger, and it is unsatisfied 
when the interference of background is stronger. 

The paper introduces the MCMC method into fingerprint image segmentation and 
puts forward the fingerprint image segmentation algorithm based on MCMC. The 
paper regards the closed curve as research object and generates a random sequence of 
closed curves as the Markov Chain firstly. Suppose one of these closed curves is the 
real boundary curve between the fingerprint image region and the background image 
region. Secondly, the paper defines the boundary curve probability density function 
(BCPDF) that is regarded as the index of convergence. Following, it is simulated by 
Monte Carlo method with BCPDF as parameter, which is converged to the maximum. 
Lastly, the closed curve whose BCPDF value is maximal is regarded as the ideal 
boundary curve. The experimental results indicate that the method can segment the 
valid fingerprint image region from the background quickly, exactly and reliably. The 
more crucial is that the algorithm is robust to the low-quality finger images.  

2   Algorithm of Fingerprint Boundary Curve Markov Chain 
     Monte Carlo 

2.1   The Model of Boundary Curve Probability 

Suppose that one fingerprint image will be segmented well if we can find one closed 
curve that can separate the valid fingerprint image region from background image 
region. In the paper, we call this closed curve as boundary curve. As Fig.1 showed, 
for the four curves A, B, C, D, the curve A separates the fingerprint image region 
from the background image region successfully and decrease the disturbance caused 
by the noise (the remainder image region and the peeling image region in the finger-
print image) at the same time. But the curves B, C, D can't accomplish it. Hence, the  
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curve A can be regarded as the right boundary curve in this fingerprint image and the 
curves B, C, D are all not the correct boundary curve. So, the process of fingerprint 
image segmentation is to looking for the boundary curve. If we can calculate the 
probability that a closed curve is the boundary curve of the fingerprint image accord-
ing to the gray level of the fingerprint image, the closed curve with the biggest prob-
ability can be regarded as the boundary curve, for example, curve A as fig.1 showed. 
Obviously, such boundary curve probability density function (BCPDF) is required to 
satisfy the following conditions: 

(1) The value of BCPDF of the closed curve in back-
ground image region (e.g. curve B) is less than that of the 
boundary curve (e.g. Curve A). 

(2) The value of BCPDF of the closed curve within 
fingerprint image region (e.g. curve C) is less than that of 
the boundary curve (e.g. Curve A). 

(3) The value of BCPDF of the closed curve that has 
crossed fingerprint image region and background image 
region (e.g. curve D) is less than that of the boundary 
curve (e.g. Curve A). 

If we define inward ring and outward ring of a closed 
curve as fig.2 showed, compared to B, C, D, the boundary curve like as curve A is 
required:  

(1) The outward ring of the boundary curve is in background image region exactly. 
(\\\ denotes the outward ring as fig.2 showed). 

(2) The inward ring of the boundary curve is within fingerprint image region ex-
actly. (/// denotes the outward ring as fig.2 showed). 

In this paper, we define the outward background probability density function of a 

closed curve Γ as )(ΓPout  and the inward 

fingerprint probability density function as 

)(ΓPin . Then, the value of )(ΓPout is the 

probability that the outward ring is in the back-

ground region and the value of )(ΓPin is the 

probability that the inward ring is in the finger-

print image region. So, if we denote BCPDF of 

Γ  as )(ΓPL , then, we have: 

)()()( PoutPinPL =  

The following key issue of fingerprint image segmentation is to find the closed 

curve Γ  whose BCPDF value )(ΓPL is the maximal. In order to obtain the value of 

)(ΓPL  of Γ , we should calculate the values of )(ΓPout  and )(ΓPin  of Γ  

firstly. And, the following task is to calculate the outward background probability 

)(ΓPout  and the inward fingerprint probability )(ΓPin . 

 

A A  
A

B

C

D 
 

Fig. 1. Fingerprint image 
and the boundary curve 

 
Fig. 2. Boundary curve and the 
inward ring 
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2.2   Calculation for the Values of )(ΓPout  and )(ΓPin  

Generally, fingerprint image can be segmented into two kinds of regions as back-
ground image region and fingerprint image region, which also can be labeled as ridge 
region and valley region. After studying the fingerprint image carefully, we find that 
the gray levels of pixels in ridge region are very close, and so as valley region and 
background region, as fig.3(a) showed. Moreover, gray levels of pixels in valley 
region or in background region are so close. Hence, the result is that the gray level 

would gather into two domains and there are two peaks in the histogram of finger-
print image, as fig.3 (b) showed. The gray level where pixels in background region or 
in valley region gathered is called as the mean of valley, so as the mean of ridge. 
Then, it can be considered that pixels in ridge region obey the normal distribution 
with the mean of ridge as the form: 
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where 
mg  denotes the gray level of the pixel i(x,y), 

lμ denotes the mean of ridge, 
2σ denotes variance.  
At the same time, pixels in background region or in valley region obey the normal 

distribution with the mean of valley as the form 
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where hμ  denotes the mean of valley. 

 

(a)  (b)  

Fig. 3. The fingerprint image and the gray histogram corresponding to the fingerprint image: (a)
is the original fingerprint image;(b) is the corresponding gray histogram. 
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To a closed curve Γ , if the outward ring of Γ is in the background image region 
then every pixel is in the background image region and obeys the normal distribution 
with the mean of valley. In whole, the probability the outward ring of Γ is in the 
background image region completely can be written as the form: 
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Π=                                  (3) 

where k denotes the sum of pixels in the outward ring, mg denotes gray level of the 

pixel i(x,y), hμ denotes the mean of valley. 

But to fingerprint image region, pixels in it are either in ridge region or in valley 
region. The gray distribution of valley region is same to that of background region. 

Hence, it is pixels in ridge region that we judge the inward ring of Γ  being in the 
fingerprint image region according to. We can see, ridge line and valley line are al-
ways appear by turn in the fingerprint image region. Hence, it can be considered that 
the sum of the pixels in ridge region is equal to that of pixels in valley region ap-
proximately. In other words, the sum of pixels in ridge region is equal to half of the 
sum of all pixels in fingerprint image region approximately. So, the inward finger-
print probability can be written as the form: 
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where N denotes the sum of all pixels in inward ring of Γ , k denotes the sum of 

pixels in ridge region, 
mg denotes the gray level of the pixel in ridge region, 

lμ de-

notes the mean gray value of ridge. The left coefficient has guaranteed that the value 
of )(ΓPL is the biggest only if the sum of pixels in ridge region is half of the sum of 

all pixels in fingerprint image region, which is also the peculiarity of fingerprint im-
age. 

Now, we can calculate BCPDF )(ΓPL  of any closed curve Γ  in fingerprint im-

age, through calculating the outward background probability )(ΓPout  and the in-

ward fingerprint probability )(ΓPin . 

)()()( PoutPinPL =                                (5) 

In fingerprint image, the closed curve with the biggest value of BCPDF is the op-
timum solution of the fingerprint image segmentation. So, it is required to find the 
closed curve with the biggest value of BCPDF. A simple thought is, looking for all 
closed curves in fingerprint image, and finding one with the biggest BCPDF value. 
But, it is impossible to look for all the closed curves. Hence, there must be some 
approximate methods to do it. Markov Chain Monte Carlo (MCMC) will solve this 
kind of problem well. Generally, it required two steps with MCMC: (1) generating 
Markov Chain according to the needs of problem; (2) solving it with Monte Carlo and 
looking for the approximate answer. 
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2.3   Markov Chain of Boundary Curve in Fingerprint Image 

Supposing the sequence },,{ 21 nΓΓΓ  of the boundary curve in fingerprint image is a 

random Markov Chain, it can be known by the property of Markov Chain that 

),,,|()|( 2111 iiii PP ΓΓΓΓ=ΓΓ ++ . In other words, the next state of the boundary 

curve 1+Γi  depends only on the current state iΓ , but not the history state 

},,,{ 121 −ΓΓΓ i . There are two basic requirements for designing Markov chain 

dynamics. Firstly, it should be ergodic and aperiodic. Given any two closed curve 

Γ , Γ′ , the Markov chain can travel from Γ  to Γ′  in finite steps. Secondly, it should 

observe the stationary equation. This requirement is often replaced by a stronger con-

dition: the so-called detailed balance equations. Brownian motion is a common sto-

chastic process. So we design Markov chain by Brownian motion method. 

Step 1: Supposing iΓ  is a set of the point k
ix , every point k

ix  does Brownian mo-

tion, )(1
k
i

k
i xBx =+ . 

Step 2: Connect points k
ix 1+  in turn. },,,,,{ 11

2
1

1
1

0
1

in
i

k
iiii xxxx +++++ =Γ . 

Step 3:Make up the collected curve and get rid of repeated loops, as fig.4 showed, 

)( 0
11 ++ Γ=Γ ii m . 

  
(a) (b) outward loop 

Fig. 4.  Two kinds of loops need to get rid of: (a) and (b) are the inward loop and the outward 
loop to get rid of respectively. 

2.4   Monte Carlo Simulation 

To the curve Markov chain, as 2.3 discussed, we should introduce some optimize 
solutions to obtain the value of BCPDF cause of the calculation speed. Monte Carlo is 
such method of simulation that can converge at the boundary curve quickly. The key 
of Monte Carlo method is the selection of the kernel. Here we apply the Metropolis-
Hastings scheme which has the following function: 

Γ
Γ=ΓΓ +

+ )(

)(
,1min)|( 1

1
i

i
ii PL

PL
P                                  (6) 
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To any state iΓ  and the next state 1+Γi  of Markov chain, we calculate the shell 

and decide if transform or not based on the value of the transform probability 
)|( 1 iiP ΓΓ +

. Now, we can summarize that we do it by MCMC method in the fol-

lowing steps. 

Step 1: Generate a potential Markov chain as 2.3 illustrated. 

Step 2: Supposing the current state is 
iΓ  and the next state is 

1+Γi
 in Markov chain 

as step1, calculate the shell )|( 1 iiP ΓΓ +  as formula (6). 

Step 3: Generate a random variance u with uniform distribution at domain [0,1]. 

Step 4: If uP ii ≥ΓΓ + )|( 1 , Markov chain go to the next state 1+Γi  and go to step 2. 

Step 5: If uP ii <ΓΓ+ )|( 1
, Markov chain refuse to transform, ii Γ=Γ +1 , and go to 

step2. 

Step 6: If the number of the continuous repeated transforms is more than 50, stop 

the process and consider the current answer is the optimum answer. 

3   Experiment Results and Conclusion 

To examine the effect of the algorithm proposed in the paper, we chose DB_B in the 
public data–FVC2004, which is considered the most hard fingerprint image database to 
segmented in common and disposed it. Fig.5 is the representative fingerprint images and 
the fingerprint image segmented results. Fig.5 (a) and (b) are the two fingerprint image 
that  have  been noised by the peeled region and the prior remainder region respectively.  

 
 

 (a)  (b)  

Fig. 5. Some fingerprint images and the segmentation results by our method: (a) and (b) are the 
peeled fingerprint image and the prior remainder fingerprint image respectively; (c) and (d) are 
the image segmentation results of (a) and (b) respectively. 
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(c)  (d)  

Fig. 5 (Continued) 

And the fig.5 (b) has some noise region where the gray level is lower than other high-
quality fingerprint image region. Fig.5(c) and (d) are the segmentation results with the 
algorithm in the paper. The initialize curve is the rectangle region curve. 

In order to illuminate the effect to the performance of AFIS about our method more 
accurately and concretely, the paper carries through the systemic test based on the 
DB_B in the public data–FVC2004 and gets the ROC curve of the performance. Here, 
suppose other algorithms are the same except the fingerprint image segmentation algo-
rithm for validate the performance of our method effectively.  The ROC curves of per-
formance about the AFIS with our method or not are showed as the following Fig.6. 

 

Fig. 6. The ROC curves about the performance with our method or not (where, the FNMR 
index is the False Not Match Rate and the FMR index is the False Match Rate, the black curve 
with the black rectangle is the ROC curve adopting the fingerprint segmentation method based 
on the statistical attribute and the other is the ROC curve adopting our method) 

. 
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From the Fig.6, we can obtain the following conclusion that the method in the pa-
per is effective and accurate for segmenting the valid fingerprint image region from 
the background region or the strong noise region. The result of Fig.6 shows that the 
performance of the AFIS adopting our method is higher than the performance of the 
AFIS adopting the method based on the statistical attribute (i.e. the gray mean value 
and the gray variance value) for fingerprint image segmentation. 

The paper brings forward the fingerprint image segmentation algorithm based on 
MCMC method. It takes the closed curve in fingerprint image as research object, 
randomly generates Markov chain of closed curves, then, it is simulated by Monte 
Carlo method to convergent to the boundary curve whose boundary curve probability 
function is the biggest. 

The experimental results indicate that the algorithm can segment the valid finger-
print image region from the background quickly, exactly and reliably. At the same 
time, the algorithm is robust to the fingerprint image with stronger disturbance of 
background, especially to the peeled fingerprint and the prior remainder fingerprint 
crucially. 
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Abstract. Since the speaker independent phoneme HMM based voice
dialing system uses only the phoneme transcription of the input sentence,
the storage space could be reduced greatly. However, the performance of
the system is worse than that of the speaker dependent system due to
the phoneme recognition errors generated when the speaker independent
models are used. In order to solve this problem, a new method that
jointly estimates the transformation vectors (bias) and transcriptions
for the speaker adaptation is presented. The biases and transcriptions
are estimated iteratively from the training data of each user with maxi-
mum likelihood approach to the stochastic matching using speaker inde-
pendent phoneme models. Experimental result shows that the proposed
method is superior to the conventional method using transcriptions only.

1 Introduction

Voice dialing, in which a spoken word or phrase can be used to dial a phone
number, has been successfully deployed in telephone and cellular networks and
is gaining user acceptance. As the popularity of this service increases, the re-
quirements of data storage and access for performing speech recognition become
crucial. To overcome this problem, methods that use the speaker-specific pho-
netic templates or phonetic base-form for each label were presented [1,2,3,4].
The advantage of these approaches are that the only information that need to
be stored for each speaker is the phonetic string associated with each speaker’s
words or phrase from speech in terms of speaker independent (SI) sub-word
acoustic units (phones), resulting in substantial data reduction. However, this
method has two drawbacks. The first one is that a large amount of phoneme
recognition errors are generated using SI phoneme HMMs. The other is that the
performance of the system is worse than that of the speaker dependent (SD)
system since SI models are used.

L. Wang and Y. Jin (Eds.): FSKD 2005, LNAI 3614, pp. 249–254, 2005.
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In this paper, a new method that jointly estimates the transformation func-
tion (bias) and transcriptions for the speaker adaptation from training utterances
is presented to improve the performance of the personal voice dialing system us-
ing SI phoneme HMMs. In training process, the biases and transcriptions are es-
timated iteratively from the training data of each user with maximum likelihood
approach to the stochastic matching using SI phoneme models and then saved
for recognition. In recognition process, after SI phoneme models are transformed
using speaker specific bias vectors, input sentence is recognized. Experimental
result shows that the proposed method is superior to the conventional method
using transcriptions only and the storage space for bias vectors for each user is
small.

2 Speaker Adaptation of Phonetic Transcription Based
Voice Dialing System

A new method that jointly estimates the transformation function (bias) and
transcriptions for the speaker adaptation from training utterances is presented to
improve the performance of the personal voice dialing system using SI phoneme
HMMs. The concept of the proposed system is shown in Fig. 1. There are two
kinds of sessions, enrollment and test. In an enrollment session, a user need to
repeat a name for two or three times, then input a telephone number associated
with the name. The joint estimation stage consists of two pass, recognizer and
adaptation. The first pass is standard decoding which produce the phoneme
transcription as well as the state segmentation necessary for the estimation of SI
phoneme model biases. During the second pass, model biases are estimated using
stochastic matching method to generate the new set of HMMs. This process is
iterated several times until achieving convergence and then final transcriptions
and biases of each user are saved into the database. In a test session, the user
just needs to utter the name. For telephone, the identity can be obtained from
caller ID or from user’s input. After SI phoneme HMMs are adapted using bias
vectors, decoder recognize the input speech with transcriptions and adapted SI
phoneme HMMs.

The maximum likelihood technique to the stochastic matching for speaker
adaptation can be applied as follows [5,6]. The mean μy of each mixture com-
ponent in adapted SI HMMs are derived by adding the bias μb to the mean μx

of the corresponding mixture components in SI HMMs , i.e.,

μy = μx + μb . (1)

The transformation vector or bias μb = {μ1, μ2, . . . , μD} can be obtained by
maximum likelihood estimate, such that

μbi =

∑T
t=1

∑N
n=1

∑M
m=1 γt(n,m)yt,i−μm,n,i

σ2
n,m,i∑T

t=1
∑N

n=1
∑M

m=1
γt(n,m)
σ2

n,m,i

, i = 1, . . . , D (2)
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5556666

1234567
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Dial 
5556666

Joint Estimation

Recognizer Adaptation

SI phone
HMM’sDatabase

bias
(B)

transcription
(A)

HMM Adaptationtranscription

bias

A

B

Decision

Fig. 1. Performance of the voice dialing system using speaker adaptation algorithm
(the number of transformation vector: 1, 2, 3, 9, 14, 42, 180)

and

γt(n,m) =

{
wn,mN [yt;μn,m,Cn,m]∑M

j=1 wn,mN [yt;μn,m,Cn,m] , if s = n

0, otherwise
(3)

where N and M are the number of state and mixtures of HMM, D is the di-
mension of the feature vector, μn,m, Cmn,m are the mean and variance vector
corresponding to mixture m in state n, wn,m is the probability of mixture m in
state n, N is the normal distribution and s is the state sequence corresponding
to the input utterance.

3 Experimental Results

3.1 Database and System Setup

The experimental database consists of 10 speakers, 5 males and 5 females speak-
ing 15 name entries repeated 13 times by each speaker over a period of several
weeks [7]. The database evaluation is on a worst-case situation where all the
names are ”Call ”, e.g. ”Call office”, ”Call home”, ”Call mom”, etc. This means
that about a half of the contents are the same. Many names are very short in
about 1 second, which makes the recognition even more difficult. This database
was collected over the telephone network using digital telephone interface. The
input speech was sampled at 6.67kHz and saved as 8bit μ-law PCM format. In
training, three utterances of each name recorded in one session were used to
train a name model. In testing, ten utterances from each speaker collected from
5 different sessions were used to evaluate the recognition performance.

The sampled input speech was pre-emphasized using a first-order filter with a
coefficient of 0.97, and the analysis frames were 30-ms width with 20-ms overlap.
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A 39-dimensional feature vector was extracted based on tenth order LPC analy-
sis. The feature corresponds to a 12-dimensional cepstrum vector, 12-dimensional
delta-cepstrum vector, 12-dimensional delta-delta-cepstrum vector, a normalized
log energy, a delta log energy and a delta-delta log energy.

The SI phoneme models were trained using the database collected over the
telephone network. SI phoneme HMMs consist of 41 phoneme HMMs and a
silence HMM. The phoneme HMM models are left-to-right HMMs and each
phoneme HMM have 3 or 5 states consisting of 10 continuous Gaussian mix-
ture components and a silence model has one state consisting of 256 continuous
Gaussian mixture components.

3.2 Performance of the Speaker Adaptation

We first conduct baseline experiments to study the effect of speaker adaptation.
The base line system is SD voice dialing system using speaker-specific phonetic
templates (transcription) and SI phoneme HMMs. Although this kind of system
can in substantially reduce storage space, a large amount of phoneme recognition
errors are generated using SI phoneme HMMs, especially at the front and end of
the input utterance. One way to reduce the phoneme recognition errors is to use
the end point detection method. Voice dialing experiment was conducted with
and without processing the end point detection method. As expected, using end
point detection method reduces percentage word error rates from 4.2% to 3.8%
since some of phoneme recognition errors are eliminated.

In order to evaluate the performance of proposed system, transformation vec-
tor (bias) and transcriptions for the speaker adaptation are estimated iteratively
by using the stochastic matching method. Fig. 2 shows the percentage word er-
ror rates and convergence speed of the algorithm according to the number of
transformation vector. When iteration number is zero, the recognition error rate
is the performance of baseline system. Multiple biases are used according to the
phonetic classes. The number of transformation vector is selected according to
the acoustic phonetic class, i.e. 1, 2, 3, 9, 14, 42, 180. When a bias is used, all of
phonemes have a common transformation vector. When two biases, one is for all
of phoneme models and the other is for a silence model. When three biases, the
phonetic classes consist of vowels, consonants and a silence. When nine biases,
the phonetic classes consist of silence, vowel, diphthongs, semivowels, stops, etc.
when 14 biases, the phonetic classes are silence, front vowel, mid vowel, back
vowel, diphthongs, liquids, glides, voiced stops, unvoiced stops, etc. When 42
biases, the phonetic classes are all phonemes and a silence. When 180 biases, it
is equal to the number of states of all phoneme HMMs. As seen in Figure 2, the
performance of proposed system did not enhanced when the number of transfor-
mation vector is fewer than 9. However, error reduction could be achieved when
the number of transformation vector is more than 14. When 42 transformation
vectors are used, the best performance (2.3% word error rate) could be achieved.
It corresponds to about a 40% reduction in word error rate as compared to the
performance of the baseline system.
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Fig. 2. Performance of the voice dialing system using speaker adaptation algorithm
(the number of transformation vector: 1, 2, 3, 9, 14, 42, 180)

Table 1 shows the performance comparison of the proposed method with
conventional methods. The error rate of baseline system is 3.8%. The error rate
of system adapted with the transformation vector only is 3.3%. This shows that
adaptation with the transformation vector only could reduce the error rate. The
error rate of proposed system in which the transformation vectors and the tran-
scriptions for the speaker adaptation are estimated iteratively is 2.3%. Finally,
the error rate of SD HMMs is 1.8%. Although this is the lowest, large amount
of storage space are required.

Table 1. Performance comparison of the proposed speaker adaptation method with
conventional ones

Type of system Baseline Baseline with bias Proposed system SD system

Error rate(%) 3.8 3.3 2.3 1.8

4 Conclusion

A new method that jointly estimates the transformation vectors and the tran-
scriptions for the speaker adaptation is presented in order to improves the per-
formance of the personal voice dialing system in which SI phoneme HMMs are
used. The biases and transcriptions are estimated iteratively from the training
data of each user with maximum likelihood approach to the stochastic matching
using SI phoneme models. Experimental result shows that the performance of
proposed system corresponds to about a 40% reduction in word error rate, when
compared to the performance of the baseline system.
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Jacquard Images Using Multi-start Fuzzy Optimization 

Strategy 

Zhilin Feng1,2, Jianwei Yin1, Hui Zhang1,2, and Jinxiang Dong1 

1 State Key Laboratory of CAD & CG, Zhejiang University, Hangzhou, 310027, P.R. China 
2 College of Zhijiang, Zhejiang University of Technology, Hangzhou, 310024, P.R. China 

Abstract. Phase field model has been well acknowledged as an important 
method for image segmentation. This paper discussed the problem of jacquard 
image segmentation by approaching the phase field paradigm from a numerical 
approximation perspective. For fuzzy theory provides flexible and efficient 
techniques for dealing with conflicting optimization probelms, a novel fuzzy 
optimization algorithm for numerical solving of the model was proposed. To 
achieve global minimum of the model, a multi-start fuzzy strategy which com-
bined a local minimization procedure with genetic algorithm was enforced. As 
the local minimization procedure does not guarantee optimality of search proc-
ess, several random starting points need to be generated and used as input into 
global search process. In order to construct powerful search procedure by guid-
ance of global exploration, genetic algorithm was applied to scatter the set of 
quasi-local mimizers into global positions. Experimental results show that the 
proposed algorithm is feasible, and reaches obvious effects in terms of jacquard 
image segmentation. 

1   Introduction 

Jacquard image segmentation heavily influences the performance of jacquard-pattern 
identification system. An accurate extraction of pattern features from jacquard images 
promises reliability for jacquard fabric CAD [1]. Most of pattern extraction algo-
rithms have difficulty in capturing complex structure of visual features, such as com-
plex contours of a jacquard pattern. In deed, poor image quality, low contrast, and the 
complex nature of the shape and appearance of some jacquard patterns may lead to 
poor accuracy or robustness of existing image segmentation algorithms. 

Many algorithms that deal with image processing using phase field models have 
been presented in the literatures [2,3,4]. The range of applications of phase field mod-
els in image processing includes noise removal, image segmentation and shape opti-
mization problems. Feng et al. [2] introduced the Allen-Cahn equation in phase tran-
sition theory to remove noise from jacquard images. For nonlocal Allen-Cahn equa-
tion can generate an area-preserving motion by mean curvature flow, it can perfectly 
preserve shapes of the fabric texture while in the process of denoising. Benes et al. [3] 
presented an algorithm of image segmentation based on the level set solution of phase 
field equation. The approach can be understood as a regularization of the level set 
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motion by means of curvature, where a special forcing term is imposed to enforce the 
initial level set closely surrounding the curves of patterns with different shapes. The 
phase field method is also a  robust and rigorous framework for topology optimization 
problems. Burger et al. [4] introduced a relaxation scheme for shape optimization 
based on a phase field model. This approach is similar in spirit to the diffused-
interface approximations of sharp-interface models in phases transition, such as Al-
len-Cahn and Cahn-Hilliard equation. 

However, from a numerical point of view, it is not easy to compute a minimizer for 
the non-convex functional of the phase field. Barrett  et al. [5] presented a fully prac-
tical finite element approximation of a phase field system with a degenerate mobility 
and a logarithmic free energy. Provatas et al. [6] developed a large-scale parallel 
adaptive mesh code for solving phase-field type equations in two and three dimen-
sions. Han et al. [7] implemented a numerical solving of the phase field model with 
the highly efficient Chebyshev spectral method. For the minimization of phase field 
model can be defined as an optimization process, we consider the model as an uncon-
strained optimization problem, and apply the fuzzy set theory to solve it. Since the 
introduction of the theory of fuzzy logic by Zadeh [8], many different applications of 
this fuzzy theory have been developed [9,10,11]. The earliest studies of fuzzy tech-
niques are due to Zadeh, who first developed a suitable framework for handling un-
certainties. His work was extended by Rosenfeld to image segmentation and pattern 
recognition systems [9]. Devi and Sarma [10] presented an adaptive scheme based on 
a fuzzy gradient descent approach for training a classification system. The system 
uses the classification results for already classified data and a training process to clas-
sify each new datum. Rao [11] applied fuzzy concepts to a static finite element analy-
sis, and proposed a methodology using the fuzzy finite element method for vibration 
analysis of imprecisely defined systems. In this paper, we propose a fuzzy-based 
optimization algorithm to solve the phase field model on piecewise linear finite ele-
ment spaces. The proposed algorithm involves two coordinate steps: refining and 
reorganizing an adaptive triangular mesh to characterize the essential contour struc-
ture of a pattern, and minimizing the discrete phase field model by multi-start fuzzy 
optimization strategy. 

The multi-start strategy for fuzzy optimization method is a global optimization 
strategy which combines a local minimization algorithm with random sampling [12]. 
Each randomly sampled point is a starting point from which one seeks a local mini-
mizer via a local minimization algorithm. At the end, the local minimizer with lowest 
function value is taken as an approximation to the global minimizer. The adaptive 
multi-start strategy proposed by Boese et al.[13] consists of two steps: 

(1) Generate a set of random starting points and call iterative algorithm on each 
starting point, thus determining a set of (local minimum) solutions;  

(2) Construct adaptive starting points from the best local minimum solutions found 
so far, and run the iterative algorithm on these points to yield corresponding new 
solutions. 

Multi-start strategies have been successfully applied to both nonlinear global opti-
mization and combinatorial problems. By combining genetic algorithm with a local 
search strategy in step (1), Burger et al. [4] showed that the improved strategy was 
able to solve the shape optimization problem.  
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2   Phase Field Model 

The goal of image segmentation is to extract meaningful objects from an input image. 
Image segmentation, with wide recognized significance, is one of the most difficult 
low-level image analysis tasks, as well as the bottle-neck of the development of image 
processing technology. Recently, the phase field methodology has achieved consider-
able importance in modeling and numerically simulating a range of phase transitions 
and complex pattern structures that occur during image recovery [14]. The main ad-
vantage of the phase field methods is that the location of the different medium inter-
face is given implicitly by the phase field, which greatly simplifies the handling of 
merging interfaces. Traditionally, phase transitions have been expressed by free 
boundary problems, where the interface between regions of different phases is repre-
sented by a sharp surface of zero thickness. When the transition width approaches 
zero, the phase field model with diffuse-interface becomes identical to a sharp-
interface level set formulation, and it can also be reduced properly to the classical 
sharp-interface model. 

Let 2⊂ RΩ  be a bounded open set and ( )g L∞∈ Ω  represent the original image in-
tensity. The function g  has discontinuities that represent the contours of objects in 
the image. Let ( , )u u x t R= ∈  be a image field, which stands for the state of the image 
system at the position x ∈ Ω  and the time 0t ≥ , and K  be the set of discontinuity 
points of u . Here, we assume that the image field has two stable states corresponding 
to 1u = +  and 1u = − . In this case, the phase-field energy of the image system is often 
given as follows: 

( )2

\

1( , ) ( ( )) ( ( ))
2K

E u K u x F u x dxε
ε

εΩ
= ∇ +                      (1) 

where 2 2( ) ( 1) / 4F u u= −  is a double well potential with wells at 1−  and 1+ (i.e., a non-
negative function vanishing only at 1−  and 1+ ). Here, the value ( )u x  can be inter-
preted as a phase field (or order parameter), which is related to the structure of the 
pixel in such a way that ( ) 1u x = +  corresponds to one of the two phases and ( ) 1u x = −  
corresponds to the other. The set of discontinuity points of u  parameterizes the inter-
face between the two phases in the corresponding configuration and is denoted by a 
closed set K . The first term in ( , )E u Kε  represents the interfacial energy, which pe-

nalizes high derivatives of the function u  and therefore constrains the number of 
interfaces separating the two phases. The second term represents the double-well 
potential that tries to force the values of image pixels into one phase or the other. The 
small parameter ε  links to the width of transition layer, which controls a ratio of the 
contribution from the interfacial energy and the double-well potential. 

Heuristically, we expect solutions to Eq. (1) to be smooth and close to the image 
g  at places x K∉ , and K  constitutes edges of the image. To show existence of solu-
tions to Eq. (1), a weak formulation was proposed by De Giorgi et al. [15] by setting 

uK S= (the jumps set of u ) and minimizing only over u SBV∈ , the space of functions 

of bounded variation. We recall some definitions and properties concerning functions 
with bounded variation. 



258 Z. Feng et al. 

 

Definition 1. Let 1 2( ; )u L R∈ Ω . We say that u  is a function with bounded variation in 

Ω , and we write 2( ; )u BV R∈ Ω , if the distributional derivative Du  of u  is a vector-
valued measure on Ω  with finite total variation.  

Definition 2. Let 1 2( ; )u L R∈ Ω . We denote by 
u

S the complement of the Lebesgue 

set of u , i.e., 
u

x S∉  if and only if 
( )0

lim | ( ) | 0n

B x
u y z dy

ρρ
ρ −

→
− =  for some 2z R∈ , 

where 2( ) { :| | }B x y R y xρ ρ= ∈ − <  

Definition 3. Let ( )u BV∈ Ω . We define three measures aD u , jD u  and cD u  as fol-

lows. By the Radon-Nikodym theorem we set a sDu D u D u= +  where aD u  is the abso-
lutely continuous part of Du , sD u  is the singular part of Du . sD u  can be further 
decomposed into the part supported on uS (the jump part jD u ) and the rest (the Can-

tor part cD u ): |
u

j s
SD u D u=  and \|

u

c s
SD u D u Ω= . Thus, we can then write 

a j cDu D u D u D u= + + . 

Definition 4. Let ( )u BV∈ Ω . We say that u  is a special function of bounded varia-

tion, and we write ( )u SBV∈ Ω , if 0cD u = . 

De Giorgi et al. [15] gave the weak formulation of the original problem (1) as  
follows: 

( , ) ( , )uE u K E u S=             (2) 

They also proved that minimizers of the weak problem (2) are minimizers of the 
original problem (1). However, from a numerical point of view, it is not easy to com-
pute a minimizer for Eq. (2), due to the term 1( )uH S , and to the fact that this func-

tional is not lower-semicontinuous with respect to uS . It is natural to try to approxi-

mate Eq. (2) by simpler functionals defined on SBV spaces. Ambrosio and Tortorelli 
[16] showed that Eq. (2) can be approximated by a sequence of elliptic functionals 
which are numerically more tractable. The approximation takes place in the sense of 
the -Γ convergence. 

To approximate and compute solutions to Eq. (2), the most popular and successful 
approach is to use the theory of -Γ convergence. This theory, introduced by De Giorgi 
et al. [15], is designed to approximate a variational problem by a sequence of regular-
ized variational problems which can be solved numerically by finite difference/finite 
element methods.  

Let (0,1) (0,1)Ω = × , let ( )Tε Ω  be the triangulations and let ε  denote the greatest 

length of the edges in the triangulations. Moreover let ( )Vε Ω  be the finite element 

space of piecewise affine functions on the mesh ( )Tε Ω  and let { }
j

Tε  be a sequence of 

triangulations with 0jε → . 

Modica [17] proved that 
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Theorem 1. Let ( ) { ( ) : ( ) { 1, 1}}BVC BVψ ψΩ = ∈ Ω Ω ⊂ − + , and let : [0, )W R → +∞ be a 
continuous function such that { : ( ) 0} { 1, 1}z R W z∈ = = − + , 

and 1 2(| | 1) ( ) (| |c z W z c zγ γ− ≤ ≤ 1)+  for every z R∈ , with 2γ ≥ . 

Then, the discrete functionals  

( )2

\

1( ( )) ( ( )) , ( ), ( )
2( , ) T TK

u x F u x dx u V T T
E u T

otherwise

ε ε
ε

ε
εΩ

∇ +    ∈ Ω ∈ Ω
=

+∞                                                   
           (3) 

-Γ converge as 0ε →  to the functional 0( ) ( )E u c u dx
Ω

= Φ   for every Lipschitz set 

Ω  and every function 1 2( )locu L R∈ , where 
1

0 1
( )c F u du

−
= , and  

      
1( ) ( ))

( ) uH S if u BVC
u

otherwise

           ∈ Ω
Φ =

+∞                
                          (4) 

3   Multi-start Fuzzy Optimization Strategy for Numerical Solving  

In order to arrive at the joint minimum ( , )u T  of Eq. (3), we propose a fuzzy optimiza-
tion algorithm to implement the numerical solving of Eq. (3). The main idea of the 
proposed algorithm is as follows: alternating back and forth between minimizing Eq. 
(3) holding T  constant and adapting triangulation T  holding u  constant. The intui-
tive idea behind the algorithm is that if the triangulation T  were known and held 
constantly, it would be straightforward to calculate the variable u , and if the variable 
u  were known, it would be straightforward to calculate the triangulation T . The 
segmentation algorithm is summarized as follows: 

Step 1. Initialize iteration index: 0j ← . 
Step 2. Set initial jε  and ju . 

Step 3. Generate the adapted triangulation 
j

Tε  by the mesh adaptation algorithm, ac-

cording to ju . 

Step 4. Minimize ( )
j jE uε  on the triangulation 

j
Tε  by the multi-start fuzzy optimiza-

tion strategy. 
Step 5. Update the current index: 1j j← + . 
Step 6. Generate a new jε . 

Step 7. If 1| |j jε ε μ−−  > , return to Step 3. Otherwise, goto Step 8. 

Step 8. Stop. 

In the above algorithm, a scheme for the mesh adaptation is first enforced to refine 
and reorganize a triangular mesh to characterize the essential contour structure. Then, 
the multi-start fuzzy optimization strategy is applied to find the absolute minimum of 
the discrete version of the model at each iteration.  
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For the minimization of the functional ( )F uε  can be defined as an optimization 

process, we consider the minimization as an optimization problem. In the area of opti-
mization, there are two kinds of optimization methods: global optimizers and local 
optimizers. Global optimizers are useful when the search space is likely to have many 
minima. Local optimizers can quickly find the exact local optimum of a small region of 
the search space, but they are typically poor global searchers.  

Fuzzy theory provides flexible and efficient techniques for handling different and 
conflicting optimization criteria of the search process. Fuzzy Optimization Method 
(FOM) is a modified version of the steepest descent method (SDM), in which search-
ing direction vector at nth step is constructed by use of convex conjugation between (n-
1)th searching direction vector and nth searching direction vector used in SDM [18, 
19]. The coefficient of convex conjugation is computed by use of stochastic fuzzy 
estimation based on data resulting from (n-1)th and (n-2)th searching direction vectors. 
Note that FOM was originally invented as a local minimizer search algorithm.  

A variety of deterministic and stochastic search methods for finding global optimi-
zation solutions have been developed in the past two decades [12, 13]. Both of single-
start search and multi-start search are widely used stochastic search algorithms. They 
use a local search method to obtain the exact local optima and a random sampling 
process for global search. The advantages of these method are simplicity and low 
sampling overhead. Both of them can be developed even if deep mathematical proper-
ties of the problem domain are not at hand, and still can provide reasonably good 
solutions [12]. 

The single-start search starts from an initial solution x and repeats replacing x with 
a better solution in its neighborhood N until no better solution is found in N. For local 
procedures do not guarantee optimality of the search process, in practice, several 
random starting points may be generated and used as input into the local search tech-
nique. One way to solve this problem is to restart the search from a new solution once 
a seach region has been extensively explored. Multi-start strategy can be used to 
guide the construction of new solutions in a long term horizon of such search process. 
The multi-start search applies the single-start search to a number of randomly gener-
ated initial solutions and outputs the best solution found during the entire search [13]. 
The multi-start algorithm consists of two nested loops. At each iteration of the exter-
nal loop we simply generate a random feasible solution, which is improved by the 
operations performed in the internal loop. The most common criteria used to stop the 
algorithm is to give a global time limit, or fix the number of iterations of the external 
loop. The main idea of the multi-start algorithm is as follows:  

Step 1. Initialize iteration index: 0i ← . 
Step 2. If  stopping conditon is satisfied, Stop. Otherwise, Goto Step3. 
Step 3. Generation process. Construct solution xi  
Step 4. Search process. Apply a search method to improve xi . Let xi’ be the solu-

tion obtained, if xi’ improves the best, Update the best. Otherwise, Goto 
Step 5. 

Step 5. Update the current index: 1i i← + , return to Step 2. 

In the above algorithm, Step 1 is enforced to construct a solution xi at iteration i and 
Step 2 is devoted to improving this solution to obtain a new solution xi’. The algorithm 
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returns the best solution identified during the whole search. The procedure which is 
applied to generate the random feasible solutions is an implementation of genetic algo-
rithm. 

The genetic algorithm proposed by Holland is an adaptive procedure that searches 
for good solutions by using a collection of search points known as a population in 
order to maximize some desirable criterion [20]. Basically it consists of making a 
population of solutions evolve by mutation and reproduction processes. The fittest 
solutions of the population shall survive and perpetuate their information, while the 
worse ones will be replaced. After a large number of generations, it is expected that 
the final population would be composed of highly adapted individuals, or in an optimi-
zation application, high-quality solutions of the problem at hand. 

The genetic algorithm is used to scatter the set of quasi-local minimizers, i.e., re-
starting points to the next down-hill procedure, into much higher positions and to let 
the set of quasi-local minimizers escape completely from the bad region. The three 
fundamental functions in GAs play an important role in the following way: the selec-
tion operation in GAs aids the complete climb up to the summits of the target mani-
fold or cross the ridge. The cross over and mutation operations contribute to the opti-
mal rearrangement of the set of restarting initial points. Let us define operators F, M 
and R as follows. 

1) F  : Algorithm due to Fuzzy Optimization Method. This procedure is a down-
hill process on the cost manifold. 

2) M  : Mountain crossing algorithm. This procedure is a up-hill process on the 
cost manifold.  

3) R  : Rearrangement algorithm by GAs. In this procedure, starting points for 
the next down-hill process are rearranged by use of GAs. 

Thus, the completed algorithm for multi-start fuzzy optimization strategy is sum-
marized as follows: 

Step 1 Generate an initial population 0W  of ( )E uε  (the set of searchers). 

Step 2 Evaluate 0W , and compute :n nU FW=  (the set of local minimizers obtained). 
Step 3 Compute :n nV MU=  (the set of quasi-local maximizers obtained). 
Step 4 Compute :n nW RV=  (the set of rearranged searchers). 
Step 5 Increase generation number : 1n n= +  and repeat Steps from 2 to 4 until the 

generation number n is beyond the present one. 

4   Experiments 

In order to demonstrate the effciency of the proposed method, some experiments were 
carried out on different types of images. Firstly the four synthetic image shown in 
Figure 1 was processed. Four synthetic images with different shapes were given in 
Figure 1(a)-(d), respectively. After 8 mesh adaptation processes, the final foreground 
meshes of Figure 1(a)-(d) were shown in Figure 1(e)-(h). 

The order of accuracy for the proposed segmentation algorithm was measured by 
comparing the length and area error of the four shapes in Figure 1(a)-(d) between the 
analytical solution and numerical solution. Detailed accuracy measurements was pro-
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vided in Table 1, which indicated how the length and area error depend on the width 
of interface ε . As the width ε  decreased, the adaptive triangular meshes would ap-
proach closer and closer to the boundary of the two shapes in Figure 1(a)-(b) respec-
tively. 

Table 1. Number of length and area error changes 

Width of interface ( ε )   
0.004 0.002 0.001 0. 0005 0.00025 0.000125 0.0000625 

Length Fig.1a 
Area 

0.0583 
0.0735 

0.0435 
0.0657 

0.0384 
0.0593 

0.0296 
0.0471 

0.0172 
0.0398 

0.0115 
0.0316 

0.0092 
0.0280 

Length Fig.1b 
Area 

0.0462 
0.0696 

0.0419 
0.0552 

0.0392 
0.0519 

0.0318 
0.0383 

0.0278 
0.0312 

0.0196 
0.0271 

0.0127 
0.0102 

Length Fig.1c 
Area 

0.0519 
0.0744 

0.0478 
0.0603 

0.0365 
0.0598 

0.0318 
0.0471 

0.0259 
0.0399 

0.0211 
0.0311 

0.0188 
0.0273 

Length Fig.1d 
Area 

0.0871 
0.0928 

0.0711 
0.0855 

0.0659 
0.0792 

0.0582 
0.0623 

0.0479 
0.0545 

0.0332 
0.0426 

0.0211 
0.0321 

 

    
(a) (b) (c) (d) 

    
(e) (f) (g) (h) 

Fig. 1. Segmentation of synthetic images. (a)-(d): Original images. (e)-(h): Final foreground 
meshes. 

Then a second experiment was carried out on several real jacquard images. Figure 
2 illustrates the segmentation results of three jacquard images using our algorithm. 
Figure 2(a)-(c) gives original jacquard images. Figure 2(d)-(f) and Figure 2(g)-(i) 
show nodes of Delaunay triangulation and the structure meshes of Figure 2(a)-(c). 
The segmented edge sets of Figure 2(a)-(c) are shown in Figure 2(j)-(l). 

The following experiments are designed for comparing efficiency of the proposed 
algorithm with a numerical solving method for phase field model, i.e., Benes’s algo-
rithm [3]. Table 2 shows comparisons of the iteration times(ITs) and the average 
iteration time(AIT) between the two algorithms. We can see that the two algorithms 
spend the same iteration time to accomplish the segmentation process, but the pro-
posed algorithm consumes much less time than Benes’s algorithm at each iteration. 
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Table 2. Computational time comparison between the Benes’s algorithm and the proposed 
algorithm 

Benes’s algorithm Proposed algorithm  
ITs AIT ITs AIT 

Fig.2 (a) 
Fig.2 (b) 

10 
20 

0.348 
0.446 

10 
20 

0.319 
0.412 

Fig.2 (c) 30 0.552 30 0.510 

   
(a) (b) (c) 

   
(d) (e) (f) 

   
(g) (h) (i) 

   
(j) (k) (l) 

Fig. 2. Segmentation results of three jacquard images. (a)-(c) are original images, (d)-(f) are 
nodes of Delaunay triangulation, (g)-(i) are the final foreground meshes, (j)-(l) are the seg-
mented edge sets. 

5   Conclusions 

In this paper, we have proposed and analyzed a phase-field based segmentation algo-
rithm for jacquard images. For solving the corresponding minimization problem of the 
phase field model, a global optimization method is presented by deploying the multi-
start searching strategy. The proposed segmentation algorithm is applied to segment 
synthetic and jacquard images, and shows its capability of accurate segmentation.  
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Abstract. This paper is concerned with dynamic modeling, prediction
and analysis of cell cytotoxicity. A real-time cell electronic sensing (RT-
CES) system has been used for label-free, dynamic measurements of cell
responses to toxicant. Cells were grown onto the surfaces of the microelec-
tronic sensors. Changes in cell number expressed as cell index (CI) have
been recorded on-line as time series. The CI data are used for dynamic
modeling in this paper. The developed models are verified using data that
do not participate in the modeling. Optimal multi-step ahead predictions
are calculated and compared with the actual CI. A new framework for
dynamic cytotoxicity system analysis is established. Through the anal-
ysis of the system impulse response, we have observed that there are
considerably similarities between the impulse response curves and the
raw dynamic data, but there are also some striking differences between
the two, particularly in terms of the initial and final cell killing effects. It
is shown that dynamic modeling has great potential in modeling cell dy-
namics in the presence of toxicant and predicting the response of the cells.

1 Introduction

Time series expression experiments are an increasingly popular method for
studying a wide range of biological systems. Time series analysis of biological
system may be classified into a hierarchy of four analysis levels: experimental
design, data analysis, pattern recognition and networks[1]. This paper will focus
on the data analysis aspect.

Cytotoxicity experiments performed by Xing et al.(2005)[6] will be considered
in this paper. When exposing to toxic compounds, cells undergo physiological
and pathological changes, including morphological dynamics, an increase or de-
crease in cell adherence to the extracellular matrix, cell cycle arrest, apoptosis
due to DNA damage, and necrosis[6]. Such cellular changes are dynamic and
depend largely on cell types, the nature of a chemical compound, compound
concentration, and compound exposure duration. In addition, certain cellular
changes, such as morphological dynamics and adhesive changes, which may not
lead to ultimate cell death, are transient and occur only at early or late stages
of toxicant exposure. Modeling such diverse information sets is difficult at the
analytical level. An experimental approach has to be resorted to.

L. Wang and Y. Jin (Eds.): FSKD 2005, LNAI 3614, pp. 265–274, 2005.
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Dynamic information of cells adds an additional dimension and insight into
explanation of cell behavior such as cytotoxicity comparing with conventional
fixed point observations method such as cell viability. Dynamic responses are
typically described by dynamic models. These models can take many different
forms, such as state space model, transfer function, neural net, fuzzy logic etc. To
obtain the dynamic model, one usually has to perform dynamic experiments, de-
termine model structure, estimate model parameters, and validate the model[5].
This complete procedure is known as system identification in systems and control
literature[3].

To performance system identification, the dynamic experiment is the first
step and also the most important step to ensure the quality of the modeling.
The dynamic monitoring is difficult to achieve in most of conventional cell based
assays because they need chemical or radiation indicators that may kill or dis-
turb target cells. For dynamic detection of a broad range of physiological and
pathological responses to toxic agents in living cells, Xing et al (2005)[6] has
developed an automatic, real-time cell electronic sensing (RT-CES) system that
is used for cell-based assay.

The Cell Index data obtained from [6] will be analyzed in this paper. Dynamic
models will be built and verified. A new system analysis framework for the
dynamic cytotoxicity will be established. It will be shown in this paper that the
dynamic model can play an important role in analyzing intrinsic cell behavior
and predict the trajectory of its progress (growth or death) over considerable
time horizon. The remainder of this paper is organized as follows: Section 2 starts
from discussion of dynamic model expression, followed by introduction of time
series modeling and optimal multi-step prediction expression. A novel analysis
framework for the dynamic cytotoxicity is discussed in the same section. The
experiment setup is discussed in Section 3. In Section 4, modeling, prediction and
analysis of cytotoxicity is reported, followed by concluding remarks in Section 5.

2 Dynamic Systems

2.1 Dynamic Representation of Systems

To perform analytical operations such as differentiation and integration, numer-
ical approximations must be utilized. One way of converting continuous-time
models to discrete-time form is to use finite difference techniques[4]. In general,
a differential equation,

dy(t)
dt

= f(y, u) (1)

where y is the output variable and u is the input variable, can be numerically
integrated (although with some error) by introducing a finite difference approx-
imation for the derivative. For example, the first-order, backward difference ap-
proximation to the derivative at time t = nΔt is

dy(t)
dt

≈ yn − yn−1

Δt
(2)
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where Δt is the integration interval that is specified by the user, yn is the value
of y(t) at t = nΔt and yn−1 denotes the value at the previous sampling instant
t = (n − 1)Δt. Substituting (2) into (1) and evaluating function f(y, u) at the
previous values of y and u (i.e., yn−1 and un−1) gives

yn − yn−1

Δt
≈ f(yn−1, un−1) (3)

or
yn = yn−1 +Δtf(yn−1, un−1) (4)

Equation (4) is a first-order difference equation that can be used to predict the
value of y at time step n based on information at the previous time step (n−1),
namely, yn−1 and f(yn−1, un−1). This type of expression is called a recurrence
relation. It can be used to numerically integrate Equation (1) by calculating
yn for n = 0, 1, 2, · · · starting from known initial conditions, y(0) and u(0). In
general, the resulting numerical solution, {yn, n = 1, 2, 3, · · ·} becomes more
accurate and approaches the correct solution yn as Δt decreases. There exist
other methods that can exactly convert a differential equation into a difference
equation under certain assumption on the input [4].

The backshift operator q−1 is an operator which moves a signal one step
back, i.e. q−1yn = yn−1. Similarly, q−2yn = q−1yn−1 = yn−2 and qyn = yn+1.
It is convenient to use the backshift operator to write a difference equation. For
example, a difference equation

yn = 1.5yn−1 − 0.5yn−2 + 0.5un−1 (5)

can be represented as

yn = 1.5q−1yn − 0.5q−2yn + 0.5q−1un

This can be written as

yn

un
=

0.5q−1

1− 1.5q−1 + 0.5q−2 (6)

This equation is also regarded as a discrete transfer function. In general, a dis-
crete transfer function can be written as

yn

un
= Gp(q−1)

where, in this paper, un represents a signal that can be manipulated.

2.2 Optimal Predictions

In general, a time series yn may be expressed as

yn = H(q−1)en =
D(q−1)
C(q−1)

en
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where

D(q−1) = 1 + d1q
−1 + . . .+ dqq

−m

C(q−1) = 1 + c1q
−1 + . . .+ cpq

−p

For a general dynamic model with exogenous input un

yn = Gp(q−1)un +H(q−1)en

where un can be manipulated and en is disturbance that can not be manipulated,
the optimal one-step prediction is given by [3]:

ŷn|n−1 = H−1(q−1)Gp(q−1)un + [I −H−1(q−1)]yn

As an example, consider the following model:

yn =
bq−1

1 + aq−1un +
1 + cq−1

1 + aq−1 en

The optimal prediction of yn is given by

ŷn|n−1 =
bq−1

1 + cq−1un +
(c− a)q−1

1 + cq−1 yn

The k-step ahead predictor is given by [3,2]

ŷn|n−k = Wk(q−1)G(q−1)un + (1−Wk(q−1))yn (7)

where
Wk(q−1) = Fk(q−1)H(q−1)

−1
(8)

and

Fk(q−1) =
k−1∑
i=0

g(i)q−i (9)

where g(i) is the impulse response coefficient of H(q−1).

2.3 System Analysis

Once the system model is obtained, one will be able to analyze the properties
of the system. Typical examples of the system properties include system poles,
stability, damping coefficients, rate of response, settling time, steady state be-
havior, correlation/autocorrelation, power spectrum, system bandwidth, etc. In
this paper, we will consider a specific property of the system, namely impulse
response.

Let the time series model be written as

yn = H(q−1)en (10)
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where en is white noise. The prediction of yn from this equation should match
closely with the actual data with the error of en. The output yn is therefore driven
by the white noise en. This is the stochastic interpretation of Eq.(10). On the
other hand, Eq.(10) may also be interpreted in the deterministic manner. Let’s
assume that en = 1 at time n = 0; otherwise en = 0. This may be interpreted as
a shock on the system at time zero. The response of the system to this shock is
the response without further shock and/or noise. Thus this response represents
a purified system behavior, and is also known as impulse response in systems
and control literature. By visualizing the impulse response trajectory, one can
obtain a variety of information about the system, such as stability, response
speed, steady state behavior, settling time etc. Thus impulse response curve is a
powerful tool for the interpretation and prediction of the system dynamics. The
further interpretation of impulse response will be elaborated in the application
section.

3 Experiment Setup

The experimental procedure has been described in Xing et al.(2005)[6]. A pa-
rameter termed CI is derived to represent cell status based on the measured
electrical impedance. The frequency dependent electrode impedance (resistance)
without or with cells present in the wells is represented as Rb(f) and Rcell(f),
respectively. The CI is calculated by

CI = max
i=1,...,N

[
Rcell(fi)
Rb(fi)

− 1]

where N is the number of the frequency points at which the impedance is mea-
sured. Several features of the CI can be derived: (i) Under the same physiological
conditions, if more cells attach onto the electrodes, the larger impedance value
leading to a larger CI value will be detected. If no cells are present on the elec-
trodes or if the cells are not well-attached onto the electrodes, Rcell(f) is the
same as Rb(f), leading to CI = 0. (ii) A large Rcell(f) value leads to a larger
CI. Thus, CI is a quantitative measure of the number of cells attached to the
sensors. (iii) For the same number of cells attached to the sensors, changes in
cell status will lead to a change in CI.

Three environmental toxicants, As(III), mercury(II) chloride, and chromium
(VI), were used for cytotoxicity assessment on the 16 sensor device. Three cell
lines, namely, NIH 3T3, BALB/c 3T3, and CHO-K1, were tested. The starting
cell numbers were 10000, 10000, and 15000 cells per sensor wells, respectively,
for NIH 3T3, BALB/c 3T3, and CHO-K1 cells. The cell growth on the sensor
device was monitored in real time by the RT-CES system. When the CI val-
ues reached a range between 1.0 and 1.2, the cells were then exposed to either
As(III), mercury(II) chloride, or chromium(VI) at different concentrations. After
compound addition, the cell responses to the compounds were continuously and
automatically monitored every hour by the RT-CES system.
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4 Dynamic Modeling, Prediction and Analysis

4.1 Dynamic Growth with Toxicity

To test whether the RT-CES system can detect dynamic cell responses to dif-
ferent toxicants, the NIH 3T3 cells were treated with As(III), mercury(II) chlo-
ride, or chromium(VI) at different concentrations. After treatment, the CI was
recorded in real time every hour for up to 24 h. Notably, the dynamic CI patterns
of the NIH 3T3 cells in response to three toxicants are distinct.

Fig 1 shows dynamic cytotoxic response to different doses of As(III): 1.25,
4.06, 6.21, 9.20, 13.58, 20.01, and 29.64 μM , respectively. In the figure, higher
dose toxicant yields smaller CI at the end of the curve as expected. It appears
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Fig. 1. Dynamic model of cytotoxicity due to As(III) toxicant (comparison based 1 on
hr prediction). First 12 hr data for modeling and remaining 12 hr data for validation.
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Fig. 2. Dynamic model of cytotoxicity due to As(III) toxicant (comparison based on 1
hr prediction). First 15 hr data for modeling and remaining 9 hr data for validation.
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Fig. 3. Dynamic model of cytotoxicity due to As(III) toxicant (3 hr ahead prediction).
First 15 hr data for modeling and remaining 9 hr data for validation.
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that As(III) actually facilitates the growth of the cells at the beginning. The
cell killing effects are only observed after the initial sharp growth. For modeling
purpose, the first 12 hr data are used to fit dynamic data and the remaining 12
hr data for validation. The one step ahead predictions are shown in the figure.
With reasonable fits overall, one can see that better models and predictions are
obtained for larger dose of AS(III).

Fig 2 shows the result when the first 15 hr data are used for modeling and
remaining 9 hr data for validation instead. Better fits are observed. To see com-
parison based on 3 hr ahead prediction, Fig. 3 shows the results in both model
fitting and validation sections. The capability of the fitted dynamic models in
prediction of longer term is observed from this figure.
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Fig. 4. Dynamic model of cytotoxicity due to mercury toxicant (comparison based on
1 hr prediction). First 15 hr data for modeling and remaining 9 hr data for validation.
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Fig. 5. Dynamic model of cytotoxicity due to mercury toxicant (based on 3 hr predic-
tion). First 15 hr data for modeling and remaining 9 hr data for validation.
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Fig. 6. Dynamic model of cytotoxicity due to chromium toxicant (comparison based on
1 hr prediction). First 15 hr data for modeling and remaining 9 hr data for validation.
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Fig. 7. Dynamic model of cytotoxicity due to chromium toxicant (based on 3 hr pre-
diction). First 15 hr data for modeling and remaining 9 hr data for validation.

The two figures of dynamic cytotoxic response to different doses of mercury
are shown in Fig. 4 and 5. The injected mercury consists of the following doses:
10.43, 15.2, 22.35, 32.8, 48.3, and 71 μM . Comparing to As(III), mercury seems
to have quick toxic effect at beginning but poorer longer term effect. Better
dynamic models and predictions have also obtained, indicating better dynamic
models have been achieved.

The following doses of chromium were injected: 0.62, 0.91, 1.97, 2.89, 4.25,
and 5.78 μM . The two counterpart figures are shown Fig 6 and 7. It is observed
that chromium has slower toxic effect on the cells than Mercury at the beginning.
The longer term toxic effect is similar to that of AS(III) but the initial growth is
not as sharp as As(III). However, the dynamic models appear to be the best ones.

4.2 Dynamic Cytotoxicity Analysis

The modeling and prediction presented in the previous sections are more or less
targeting at matching the data. The intrinsic effects of the toxicant can not be
observed from the raw data due to the effect of disturbances/noise. The impulse
response curve represents a purified dynamic behavior of the cell in the presence
of toxicant.

The impulse responses of the cells to the three toxicants are shown in Fig 8,
9, 10, respectively. For the AS(III) toxicant, by comparing Fig 8 with Fig 2, one
can clearly see a smoother response curve has been obtained. Most importantly,
all doses of As(III) but 1.25 μM seem to give a stable response, i.e. they possess
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Fig. 8. Impulse response of dynamic model due to As(III) toxicant
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Fig. 9. Impulse response of dynamic model due to mercury toxicant
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Fig. 10. Impulse response of dynamic model due to chromium toxicant

the property of completely killing the cell at the end, while according to Fig 2,
about half of the doses do not have the complete cell killing effect. This result
challenges the conclusion that may be drawn from raw data such as the one
shown in Fig 2. Is this disagreement due to the disturbance or due to some
other reasons? This question posts an interesting topic for further work. Other
than this, other dynamic behaviors of the cells are quite similar between the two
figures, i.e. they all have fast initial growth of the cells.

For the mercury toxicant, by comparing Fig 9 with Fig 4, one can see that
both have good agreement in terms of final cell killing. The dynamic responses
are overall similar except for one. However, the initial toxicant effects are quite
different between the two figures. The fast initial cell killing effect observed from
the raw data in Fig 4 is not consistent with the one observed from the impulse
response, challenging the fast initial toxicant effect of mercury.

For the chromium toxicant, by comparing Fig 10 with Fig 6, one can surpris-
ingly find similar results except for one.

To summarize the analysis, we have found that impulse response curves pro-
vide an additional insight into the cytotoxicity. There are considerably similari-
ties between the impulse response curves and the raw dynamic data, but there
are also some striking differences between the two, particularly in terms of the
initial and final cell killing effects. More work is needed to study the impulse
response curve as an important tool to explain cytotoxicity.

5 Conclusion

In this paper, we have considered dynamic modeling, prediction and analysis
of cytotoxicity. The CI data from a real-time cell electronic sensing (RT-CES)
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system have been used for dynamic modeling. The developed models are verified
using data that do not participate in the modeling. Optimal multi-step ahead
predictions are calculated and compared with the actual CI. The dynamic be-
havior of cytotoxicity has been studied under a novel framework, namely impulse
response of the system. It has been shown that dynamic time series models have
great potential in modeling cell dynamics in the presence of toxicant and pre-
dicting the response of the cells. Through the analysis of the system impulse
response, we have observed that there are considerably similarities between the
impulse response curves and the raw dynamic data, but there are also some strik-
ing differences between the two, particularly in terms of the initial and final cell
killing effects. The results in this paper presented the initial step in our effort
towards dynamic modeling, prediction and analysis of cell cytotoxicity. Work
is in progress towards dynamic experiment design, nonlinear modeling, pattern
recognition and control of cytotoxicity.
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Abstract. The adjunction in lattice theory is an important technique in
lattice-based mathematical morphology and fuzzy logical operators are
indispensable implements in fuzzy morphology. This paper introduces a
set-valued mapping that is compatible with the infimum in a complete
lattice and with a conjunction in fuzzy logic. According to the general-
ized operator, a concept of a fuzzy adjunction is developed to generate
fuzzy morphological dilation and erosion. Fundamental properties of the
generalized fuzzy morphological operators have been investigated.

1 Introduction

A seminal book [5] by G. Matheron in 1975 laid down the foundations of a novel
technique for shape analysis known as mathematical morphology. Mathematical
morphology was enriched and subsequently popularized by the highly inspiring
publications [8,10,11] in image analysis for binary images, grey-scale images and
multi-valued images. In the study of mathematical morphology on complete lat-
tices, the concept of an adjunction shows an important link between a dilation
and an erosion, and implies many interesting algebraic properties of basic mor-
phological operators. With the adjunction theory, T.-Q. Deng and H. Heijmans
studied a broad class of grey-scale morphology [4] based on fuzzy logic.

On the other hand, many researchers interpreted grey-scale images as fuzzy
sets and established frameworks of fuzzy mathematical morphology, where the
frequently used models are devoted to D. Sinha and E. Dougherty [9], I. Bloch
and H. Maitre [1], and M. Nachtegael and E. Kerre [6]. V. Chatzis and I. Pitas [2]
also studied generalized fuzzy morphology and its applications by means of in-
troducing a new inclusion indicator of fuzzy sets. In fuzzy morphology and grey-
scale morphology based on fuzzy logic, a t-norm, a t-conorm, and the duality
principle in fuzzy logic are indispensable implements in the construction of fuzzy
morphological operators.

It is well known that a t-norm, or generally, a conjunction in fuzzy logic
plays the role similar to that of the infimum in a complete lattice. This paper
introduces a set-valued operator by means of integrating the concepts of the
conjunction and the infimum, and fuzzify the concept of the adjunction [4].
According to the fuzzy adjunction, generalized fuzzy morphological operators
are able to be derived and many interesting properties of such the operators will
be investigated.
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2 Extended Fuzzy Logical Operators

2.1 Fuzzy Logical Operators

Suppose that L is a complete lattice with its least element 0 and greatest element
1. The prototype of such a lattice is the unit interval [0 , 1] or a complete chain.

Definition 1. An operator C : L × L → L is called a fuzzy conjunction if
it is non-decreasing in both arguments satisfying C(0 ,1) = C(1 ,0) = 0 and
C(1 ,1) = 1. A fuzzy implication I : L × L → L is an operator being non-
increasing in its first argument, non-decreasing in its second, and satisfying
I(0 ,0) = I(1 ,1) = 1 and I(1 ,0) = 0. A t-norm C is a commutative and
associative fuzzy conjunction satisfying the boundary condition C(1 , s) = s for
any s ∈ L.

For short, a fuzzy conjunction is called a conjunction and a fuzzy implication
is called an implication if there are no confusions happened. If C is a conjunction
and I is an implication on L, then C(s ,0) = C(0 , s) = 0 and I(0 , s) = I(s ,1) =
1 for all s ∈ L.

Definition 2. An implication I and a conjunction C on L are said to form an
adjunction if

C(a , s) ≤ t ⇐⇒ s ≤ I(a , t) (1)

for each a ∈ L and for all s , t ∈ L.

When an implication I and a conjunction C form an adjunction, the pair
(I , C) is called an adjunction and I is called the adjunctional implication of
C. If C is a t-norm, its adjunctional implication is usually called the adjoint
implication or R-implication in fuzzy logic. Many examples of such conjunctions
and implications have been presented and the following proposition has been
proved in [4].

Proposition 1. For an implication I and a conjunction C on L, if (I , C) forms
an adjunction, I and C can be reconstructed from one to the other by

I(a , s) = ∨{r ∈ L | C(a , r) ≤ s} (2)

and

C(a , s) = ∧{r ∈ L | s ≤ I(a , r)} . (3)

From the reconstruction property, one knows that C(1 , s) = s if and only if
I(1 , s) = s for all s ∈ L provided that (I , C) is an adjunction.
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2.2 Fuzzifications of Fuzzy Set Operations

Suppose that E is a nonempty set, called a universe of discourse, and that
FL(E) denotes the family of all L-fuzzy sets (fuzzy sets, in short) from E to
L. Several definitions of the inclusion degree of one fuzzy set G ∈ FL(E) into
another F ∈ FL(E) have been, respectively, introduced in [2,3,4], which can be
summarized as follows.

|G ≤ F | = ∧x∈EI(G(x) , F (x)) = ∧x∈EH(x) , (4)

where I is an implication on L.
It is well known [7] that any t-norm in fuzzy logic is less than or equals to

the Gödel-Brouwer conjunction (Zadeh t-norm) C(s , t) = min(s , t), and the
infimum operation ∧ in lattice theory, to some extent, can be considered as
the generalization of this conjunction; in which sense, one may say that ∧ is
compatible with the Gödel-Brouwer conjunction. From the viewpoint of a map-
ping, the infimum in [0 , 1] is generated when the number of the arguments of
the Gödel-Brouwer conjunction is augmented from two to multitude, even to
infinity.

It is true that every implication is closely connected with a conjunction by
means of the adjunction relation or the duality principle. To use independently
the infimum and the implication or its corresponding conjunction in (4) is un-
natural. It is interesting to extend the infimum to a general operator INF, also
devoted by �, which is compatible with a conjunction C and with the infimum
∧. From which, the degree of a fuzzy set G being included in F is denoted by

�G ≤ F � = INF(H) = �x∈EH(x) . (5)

To proceed the definition of INF, a concept, called the sup-generating family
of a complete lattice is reviewed.

Definition 3. A nonempty subset S of a complete lattice L is called a sup-
generating family of L if for every l ∈ L, l = ∨{s | s ∈ S , s ≤ l} .

For example, {{x} | x ∈ E} is a sup-generating family of P(E), the power
set of E; S = {xλ | x ∈ E , λ ∈ L \ {0}} is a sup-generating family of FL(E),
where xλ(y) = λ if y = x; 0, otherwise, is a fuzzy point in E.

3 Generalized Fuzzy Logical Operators

Let LE be a complete sublattice of FL(E) with a sup-generating family S, i.e.,
S ⊆ LE , LE is a sublattice of FL(E) and is complete (LE may be the whole
universe FL(E)), the following definition provides an axiomatic characterization
of an operator INF from LE to L that is compatible with a conjunction C in
fuzzy logic and with the infimum ∧ in a complete lattice.

Definition 4. Let C be a conjunction on L. INF or �, an extended operator of
C, is a continuous mapping from LE to L satisfying the following axioms:
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(1) H ≡ 1 ⇐⇒ INF(H) = 1;
(2) INF(H) ≤ inf(H) = ∧H;
(3) H1 ≤ H2 =⇒ INF(H1) ≤ INF(H2), where H1 ≤ H2 means that H1(x) ≤

H2(x) for all x ∈ E;
(4) INF(r̄) ≤ r, where r̄(x) ≡ r ∈ L for every r ∈ L and for any x ∈ E;

(5) If H(x) =

⎧⎨⎩
t1 , x = x1 ,
t2 , x = x2 ,
1 , x �= x1 , x2 ,

then INF(H) = C(t1 , t2).

Based on the axiomatic definition of INF, the following proposition holds.

Proposition 2. (1) Translation invariance. INF(Fx) = INF(F ) for arbitrary
F ∈ LE and x ∈ E if E is a translation invariant additive group with ‘+’
operation, where Fx(y) = F (y− x), y− x = y+ x−1, and x−1 is the inverse
of x.

(2) Homothetic invariance. If C is an upper semi-continuous conjunction in its
second argument satisfying C(C(s , t) , C(s , r)) = C(s , C(t , r)) and C(s ,1)
= s for every s , t , r ∈ L, then INF(k ◦ F ) = C(k , INF(F )), where (k ◦
F )(x) = C(k , F )(x) = C(k , F (x)), x ∈ E, k ∈ L.

(3) Scalar multiplication. INF(λF ) = INF(F ), where (λF )(x) = F (x/λ) , x ∈ E
and λ ∈ L \ {0} if E is a linear space.

Some illustrations of the generalized operator INF and its related conjunction
are presented as follows.

(1) When the complete lattice L is a finite point set, every associative con-
junction C on L can be extended to INF.

(2) In [0 , 1], the common inf-operation is a degenerate INF operator and the
related conjunction C is the Gödel-Brouwer conjunction min.

(3) Let L be a complete lattice, for every A ∈ L, let INF(A) = ∧A, then INF
is a generalized operator and the related conjunction is C(s , t) = s ∧ t.

(4) Let E = R = R ∪ {−∞ ,+∞} = [−∞ ,+∞] and L = [0 , 1], for every
F ∈ LE , define

INF(F ) = min(inf(F ) , Πx∈ESh(F (x)/2)) , (6)

where Sh(x) = (−x lnx− (1− x) ln(1− x))/ ln 2 is the usual Shannon function.
The related conjunction is

C(s , t) = min(s , t , Sh(s/2)Sh(t/2)) . (7)

(5) Let θ : [0 , 1] → [0 ,+∞) be a decreasing continuous mapping satisfying
θ(1) = 0 and limx→0+ θ(x) = +∞. θ(s) = cot(πs/2) for example, is such a
function. By convention, take notations that ∞+M = M+∞ = ∞ for arbitrary
M ∈ [0 ,+∞), and reinforce the definition of θ at point 0 by θ(0) = +∞.

Let L = [0 , 1], if E is a continuous space, say the n dimension Euclidean
space R

n
(n ≥ 1) for instance, for every F ∈ LE , let

INF(F ) = θ−1(
∫

E

θ(F (x)) dσ) , (8)
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then INF is a generalized operator of the conjunction C(s , t) = θ−1(θ(s)
+θ(t)); meanwhile, the adjunctional implication of C is I(s , t) ={

1 , s ≤ t ,
θ−1(θ(t) − θ(s)) , s > t .

If E is discrete, e.g., E = Z
n

= (Z ∪ {−∞ ,+∞})n, let

INF(F ) = θ−1(Σ+∞
x=−∞θ(F (x))) , (9)

then INF is also a generalized operator of the same conjunction C(s , t) =
θ−1(θ(s) + θ(t)).

In both cases, one can deduce that for all F ,G ∈ LE ,

�F ⊆ G� = 1 ⇐⇒ F ⊆ G. (10)

Especially, �F ⊆ F � = �x∈EI(F (x) , F (x)) = 1. Furthermore, if C ≤ min, define
(F ∩G)(x) = C(F (x) , G(x)), x ∈ E, then

�F ∩G ⊆ F � = �x∈EI(C(F (x) , G(x)) , F (x)) = 1 . (11)

In general, the following statements hold.

Proposition 3. Let (I , C) be an adjunction on L satisfying C(s ,1) = s, then
�F ≤ F � = 1 for any F ∈ LE . Furthermore, for all F ,G ∈ LE, �F ≤ G� =
1 ⇐⇒ F ≤ G.

Proof. Let t ∈ L, then I(t , t) = ∨{r ∈ L | C(t , r) ≤ t} = ∨{r ∈ L | C(t , r) ≤
C(t ,1) = t} = 1. Hence, for any F ∈ LE , �F ≤ F � = �x∈EI(F (x) , F (x)) = 1.

To prove the second assertion.
⇐: If s ≤ t, I(s , t) = ∨{r ∈ L | C(s , r) ≤ t} = ∨{r ∈ L | C(s , r) ≤

C(s ,1) ≤ t} = 1. Thus, if F ,G ∈ LE and F ≤ G, then for any x ∈ E,
I(F (x) , G(x)) = 1. Hence, �F ≤ G� = �x∈EI(F (x) , G(x)) = 1.

⇒: Let F ,G ∈ LE and �F ≤ G� = 1, then I(F (x) , G(x)) = 1 for any
x ∈ E. So, for any x ∈ E, F (x) = C(F (x) ,1) = C(F (x) , I(F (x) , G(x))) =
C(F (x) ,∨{r ∈ L | C(F (x) , r) ≤ G(x)}) = ∨r∈L ,C(F (x) ,r)≤G(x)C(F (x), r) ≤
G(x).

Definition 5. Let ν be a negation and C be a conjunction on L, and let C(s , t)
= ν(C(ν(s) , ν(t))) , s , t ∈ L, then C is called a (fuzzy) disjunction on L. If
INF is an extended operator of C, let SUP = INF∗, or explicitly, SUP(H) =
νINF(νH), then SUP, denoted by  , is called the extension of the disjunction C.

Proposition 4. Let (I , C) be an adjunction on L, then for any s ∈ L, any
index set T and any family {pt}t∈T ⊆ L,

(1) C(s , t∈T pt) =  t∈TC(s , pt) and I(s ,�t∈T pt) = �t∈T I(s , pt);
(2) C( t∈T pt , s) =  t∈TC(pt , s) ⇐⇒ I( t∈T pt , s) = �t∈T I(pt , s).
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Proof. (1) It is sufficient to prove the first equality. By means of the adjunction
relation of (I , C) and the definition of  , note that sup ≤  and r ≤ SUP(r̄) for
every r ∈ L,

C(s , t∈T pt) ≤ r ⇐⇒  t∈T pt ≤ I(s , r)
⇐⇒ ∀ t ∈ T , pt ≤ I(s , r)
⇐⇒ ∀ t ∈ T ,C(s , pt) ≤ r

⇐⇒  t∈TC(s , pt) ≤ r ,

which means that C(s , t∈T pt) =  t∈TC(s , pt).
(2) ⇒: Taking r ∈ L, then

r ≤ I( t∈T pt , s) ⇐⇒ C( t∈T pt , r) ≤ s

⇐⇒  t∈TC(pt , r) ≤ s

⇐⇒ ∀ t ∈ T ,C(pt , r) ≤ s

⇐⇒ ∀ t ∈ T , r ≤ I(pt , s)
⇐⇒ r ≤ �t∈T I(pt , s) .

Therefore, I( t∈T pt , s) = �t∈T I(pt , s).
⇐: It can be proved in the same manner.

In view of Proposition 4, if C is commutative in addition, it is trivial that
C( t∈T pt , s) =  t∈TC(pt , s).

4 Generalized Fuzzy Morphological Operators

Definition 6. Let A and B be two arbitrary nonempty sets, and H : A×B → L
be an arbitrary mapping, if � is an extended operator of a conjunction C on L
satisfying

�x∈A �y∈BH(x , y) = �y∈B �x∈A H(x , y) , (12)

then � is called commutative and associative on L.

If � is commutative and associative on L, then for any negation ν,  is
commutative and associative on L, either.

Let E1 and E2 be two nonempty sets, L be a complete lattice, and let LE1

and LE2 denote, respectively, the complete sublattices of FL(E1) and FL(E2)
with their own sup-generating families.

Definition 7. An operator E : LE1 → LE2 is called a generalized fuzzy erosion
from LE1 to LE2 if

E(�u∈E1Fu) = �u∈E1E(Fu) (13)

for any family {Fu}u∈E1 ⊆ LE1 ; an operator D : LE2 → LE1 is called a gener-
alized fuzzy dilation from LE2 to LE1 if

D( v∈E2Gv) =  v∈E2D(Gv) (14)

for any family {Gv}v∈E2 ∈ LE2 .
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Proposition 5. Let � be a commutative and associative operator on L, if for
an arbitrary index set T and for each t ∈ T , Et is a generalized fuzzy erosion
from LE1 to LE2 and Dt is a generalized fuzzy dilation from LE2 to LE1 , then
�t∈TEt is also a generalized fuzzy erosion, while  t∈TDt is a generalized fuzzy
dilation.

Proof. If for each t ∈ T , Et is a generalized fuzzy erosion, let {Fu}u∈E1 ⊆
LE1 , then (�t∈T Et)(�u∈E1Fu) = �t∈T �u∈E1 Et(Fu) = �u∈E1 �t∈T Et(Fu) =
�u∈E1(�t∈TEt)(Fu), which implies that �t∈T Et is a generalized fuzzy erosion
from LE1 to LE2 .

That  t∈TDt is a generalized fuzzy dilation can be proved in the same way.

Definition 8. Let E be a mapping from LE1 to LE2 , and D be a mapping from
LE2 to LE1 , if

�D(G) ≤ F � = �G ≤ E(F )� (15)

for every F ∈ LE1 and G ∈ LE2 , then the pair (E ,D) is called a fuzzy adjunction
between LE1 and LE2 . If E1 = E2, (E ,D) is called a fuzzy adjunction on LE1 .

Theorem 1. Let (I , C) be an adjunction on L satisfying C(s ,1) = s for every
s ∈ L. If � is a commutative and associative extended operator of C, and the
mappings E : LE1 → LE2 and D : LE2 → LE1 form a fuzzy adjunction, then

(1) DE(F ) ≤ F and G ≤ ED(G) for any F ∈ LE1 and any G ∈ LE2 ;
(2) EDE = E and DED = D;
(3) E is a generalized fuzzy erosion, and D is a generalized fuzzy dilation.

Proof. (1) In �D(G) ≤ F � = �G ≤ E(F )�, taking G = E(F ), one will have that
�DE(F ) ≤ F � = �E(F ) ≤ E(F )� = 1. In the same way, taking F = D(G) in
the above equality yields �G ≤ ED(G)� = �D(G) ≤ D(G)� = 1. Therefore, it is
straightforward from Proposition 3 that DE(F ) ≤ F and G ≤ ED(G).

(2) From the statements in the proof of (1), one will have that �E(F ) ≤
EDE(F )� = 1 and that �DED(G) ≤ D(G)� = 1. Therefore, E(F ) ≤ EDE(F )
and DED(G) ≤ D(G).

Let F ,G ∈ LE1 and F ≤ G, then 1 = �DE(F ) ≤ F � ≤ �DE(F ) ≤ G�.
Therefore, �E(F ) ≤ E(G)� = �DE(F ) ≤ G� = 1, and so E is monotone. Similarly,
D is also monotone. From which and the consequences in (1), for arbitrary
F ∈ LE1 and G ∈ LE2 , EDE(F ) ≤ E(F ) and D(G) ≤ DED(G).

(3) For any family {Fu}u∈E1 ⊆ LE1 , and G ∈ LE2 ,

�G ≤ E(�u∈E1Fu)� = �D(G) ≤ �u∈E1Fu�
= �x∈E1I(D(G)(x) ,�u∈E1Fu(x))
= �x∈E1 �u∈E1 I(D(G)(x) , Fu(x))
= �u∈E1 �x∈E1 I(D(G)(x) , Fu(x))
= �u∈E1�D(G) ≤ Fu�
= �u∈E1�G ≤ E(Fu)�
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= �u∈E1 �y∈E2 I(G(y) , E(Fu)(y))
= �y∈E2 �u∈E1 I(G(y) , E(Fu)(y))
= �y∈E2I(G(y) ,�u∈E1E(Fu)(y))
= �G ≤ �u∈E1E(Fu)� .

In view of Proposition 3, taking G = E(�u∈E1Fu) and G = �u∈E1E(Fu),
respectively, in the above equalities, yields

E(�u∈E1Fu) = �u∈E1E(Fu) .

The assertion that D is a generalized fuzzy dilation can be proved in the
same way.

In particular, for y ∈ E2 and λ ∈ L, let D(yλ) denote the generalized fuzzy
dilation of fuzzy point yλ ∈ LE2 , then

D(G) =  λ≤G(y) ,y∈E2D(yλ) (16)

is the generalized fuzzy dilation of G ∈ LE2 .
From Theorem 1, the following proposition is clear.

Proposition 6. α = DE is a generalized fuzzy morphological algebraic opening
(increasing, ani-extensive and idempotent) operator, while β = ED is a general-
ized fuzzy morphological algebraic closing (increasing, extensive and idempotent)
operator.

Morphological openings and closings play important roles in the theory and
applications of mathematical morphology, especially, in the construction of mor-
phological filters, granulometries and connected operators for image analysis and
segmentation.

In the sequel of this section, assume that E1 = E2 = E, and that E is a
translation invariant additive domain.

Theorem 2. Let (I , C) be an adjunction, and � be a commutative and asso-
ciative extended operator of C on L, then

εG(F )(x) = �y∈EI(G(y − x) , F (y)) (17)

is a fuzzy erosion of F ∈ LE by G ∈ LE (G here is called a structuring element),
while

δG(F )(x) =  y∈EC(G(x − y) , F (y)) (18)

is a fuzzy dilation of F ∈ LE by G ∈ LE, x ∈ E.

Proof. Let {Fu}u∈E ⊆ LE , then for any G ∈ LE and any x ∈ E, εG(�u∈EFu)(x)
= �y∈EI(G(y − x) ,�u∈EFu(y)) = �y∈E �u∈E I(G(y − x) , Fu(y)) = �u∈E �y∈E

I(G(y − x) , Fu(y)) = �u∈EεG(Fu)(x). Therefore, εG(F ) is a fuzzy erosion.
The second statement can be proved similarly.
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In this theorem, if the operators � and  degenerate to the usual infimum and
supremum operators, ∧ and ∨, in a complete lattice, respectively, the presented
generalized fuzzy morphological erosion and fuzzy morphological dilation will be
consonant with the existing grey-scale morphological erosion and dilation [4].

In particular, if L = [0 , 1], � = ∧ = inf, and  = ∨ = sup, then the
generalized fuzzy morphological operators will reduce to the traditional fuzzy
morphological operators.

Theorem 3. Let I be an implication, and C be a commutative and associative
conjunction on L, if � is a commutative and associative extended operator of C,
then (I , C) is an adjunction on L if and only if (εG , δG) is a fuzzy adjunction
for any G ∈ LE .

Proof. ⇒: For all F ,G ,H ∈ LE ,

�F ≤ εG(H)� = �x∈EI(F (x) , εG(H)(x))
= �x∈EI(F (x) ,�y∈EI(G(y − x) , H(y)))
= �x∈E �y∈E I(F (x) , I(G(y − x) , H(y)))
= �x∈E �y∈E I(C(G(y − x) , F (x)) , H(y))
= �y∈E �x∈E I(C(G(y − x) , F (x)) , H(y))
= �y∈EI( x∈EC(G(y − x) , F (x)) , H(y))
= �y∈EI(δG(F )(y) , H(y))
= �δG(F ) ≤ H� .

⇐: For every a , s , t ∈ L, define constant functions G ≡ a, F ≡ s and H ≡ t, then
for any x ∈ E, δG(F )(x) =  y∈EC(G(x − y) , F (y)) = C(a , s) and εG(H)(x) =
�y∈EI(G(y − x) , H(y)) = I(a , t). By using the fuzzy adjunction of (εG , δG),
�C(a , s) ≤ t� = �s ≤ I(a , t)�. Thus C(a , s) ≤ t ⇐⇒ s ≤ I(a , t).

Besides the above statements, generalized fuzzy morphological operators
share the following algebraic properties, whose proofs are omitted.

Proposition 7. Let C be a conjunction satisfying C(1 , s) = s for every s ∈ L,
then for any G ∈ LE with G(o) = 1, δG is extensive, and εG is anti-extensive.
Furthermore, εG ≤ αG ≤ id ≤ βG ≤ δG, and εG(r̄) = αG(r̄) = βG(r̄) = δG(r̄) =
r̄ for any r ∈ L.

Proposition 8. All of the fuzzy morphological dilation δG, erosion εG, closing
βG = εGδG, and opening αG = δGεG are translation invariant for any G ∈ LE .

Proposition 9. If G ∈ P(E), then for any F ∈ LE,

δG(F )(x) =  y∈Ǧx
F (y) and εG(F )(x) = �y∈GxF (y) , (19)

where Ǧ = {−a | a ∈ G} is the reflection of G.

Proposition 10. For λ ∈ L and x ∈ E, let G = xλ, then for any F ∈ LE,
δxλ

(F )(y) = C(λ , F (y − x)) and εxλ
(F )(y) = I(λ , F (x + y)). If C(1 , s) = s

in addition, then αx1(F ) = βx1(F ) = F , meaning that every F ∈ LE is both
x1 = {x} open and x1 = {x} close for any x ∈ E.
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5 Conclusions

This paper extends a fuzzy conjunction in fuzzy logic to a general operator
that is compatible with the infimum in a complete lattice. In virtue of this
operator, the concept of a fuzzy adjunction is developed to determine a pair
of generalized fuzzy morphological dilation and erosion. A new framework of
generalized fuzzy morphology by means of such extensions is therefore formed.
The algebraic properties of the generalized fuzzy morphological operators show
that the definition of grey-scale morphology based on fuzzy logic and the often
used models of fuzzy morphology fit well in with the new framework of fuzzy
morphology.
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Abstract. A method based on multi-feature and multi-stage verification is 
proposed in this paper. The direction and texture features obtained by Gabor 
filter are used for the first-stage verification. Then the sham dynamic features 
representing the writing force are used for the second-stage verification. 
Considering the number of samples for training is limited, the support vector 
machine (SVM) is selected as the classifier. The experimental results show that 
this method can not only increase the accuracy, but also satisfy the requirement 
of speed in real-time system as well. 

1   Introduction 

For signature verification, the key issue is to extract effective features, which can 
represent the invariability between various genuine signatures. These features can be 
divided into two categories: shape features, which represent shape information, and 
sham dynamic features, which represent the writing force. The common features 
selected in many works, such as moment[1], the ratio of signature height to width, 
center of gravity, outline, ratio of pixel to area and so on, cannot reflect the signature 
shape veritably. Stroke analysis[2] is also commonly used to extract shape features. 
Because the connection state of adjacent strokes is variable, the verification accuracy 
may not be satisfied. 

This paper proposes a method that uses the directional texture information obtained 
by Gabor filters as shape features, combining with the sham dynamic features, to 
make a decision through multi-stage verification.  

2   Features Extraction 

2.1   Direction Feature Extraction 

Chinese characters generally consist of horizontal, vertical, and slant stroke segments. 
A person’s writing style is usually consistent; the direction of each stroke also 
displays certain consistence. So the directional information of signatures can reflect 
the characteristic of one’s signatures.   
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Directional information enhancement. In this paper, the directional information is 
extracted by Gabor filter. Gabor filter is generally formed as following in space 
domain: 

where f is the frequency of the sinusoidal plane wave along the direction θ  from the 

x -axis, and 'xδ , 'yδ  are the variances of the Gaussian model along 'x , 'y axis 

respectively, which are both constant. 
Here define the filter frequency f as a constant and set the direction θ  as four 

different values with respect to x -axis, which are 0° , 45° , 90°  and 135° . Fig.1 
shows the filtered results.  

     
a                                               (b)                                         (c) 

   
(d)                                       (e) 

Fig. 1.  Examples of filtered images. (a) is the original gray image.(b) is the filtered image with 
θ = 0° , (c) is the filtered image with θ = 45° ,(d) is the filtered image with θ = 90°  and  (e) 
is the filtered image with θ =135° . 

2.2   Sham Dynamic Feature Extraction 

This paper deals with the signatures that have already been written on paper, so the 
dynamic information cannot be obtained. However, the writing force and habit of a 
certain person could be reflected by his handwriting, therefore, this paper extracts the 
sham dynamic information for verification.  

Low gray level feature extraction. The region with low gray level is defined as low 
gray level region. Supposing the signature is written on white paper with dark pen, the 
low gray level region reflects the areas with high pressure, such as weight strokes, 
pause strokes and stroke crossings. The low gray level image is extracted from a gray 
image by a threshold. The threshold in this paper is defined as follows:     
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 (2) 

where minS , maxS is the maximal and minimal pixel value separately.   

             
(a)                                                     (b) 

            
(c)    (d) 

Fig. 2. examples of low gray level region images. (a) is an original gray image, (b) is the low 
gray level region of (a),(c) is a traced forgery of (a), (d) is the low gray level region of (c). 

Gray scale distribution feature extraction. Statistical histogram, which represents 
the gray scale distribution, can reflect a person’s writing characteristics. This feature 
vector all together with the low gray level feature, compose the sham dynamic feature 
vector. 

3   Signature Verification 

Because the number of samples for classifier to learn is limited, this paper uses SVM 
to perform verification, and takes the radial basis function as its kernel function, as 
follows:      

2

2

-
( , ) exp -

256
i

i

x x
K x x

δ
=  (3) 

where x  is the input vector,  is the variance. Thus, the classifier is designed; 

support vectors 1 2 sx ,x ,...x  and the weight iw  can be obtained through training. The 

output decision maker y is as follows, where b  is the threshold. 

1

sgn( ( , ) )
s

i i
i

y w K x x b
=

= +  (4) 

This paper carries out a two-stage verification to make decision. For an input 
image, extract its direction features firstly. If it is justified as forgery, the final output 
decision is forgery; if it is justified as genuine, then extract the sham dynamic 
features, to carry out the second stage verification, and the decision of the second 
stage is taken as the final decision.   

min max min0.25 ( )LPR S S S= + × −
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4   Experimental Result Analysis  

For each person, we have collected 40 genuine and 80 counterfeit signature samples, 
which were captured as digital images by scanner at 300 dpi. 20 genuine signatures 
and 20 forgeries are used for training; the last 20 genuine and 60 counterfeit 
signatures are used for test. 

In this paper, the genuine signatures are written by 10 different people with the 
same pen, so there are 800 test samples in all. The average accuracy rate is above 94 
%. Further more, it is effective for traced forgeries. Tab.1 shows the comparison of 
different methods.  

Table 1. Accuracy rate comparison of different methods 

Algorithm Method 1[3] 
Method 
2[4] 

Method 
3[5] 

Proposed 
Method 

Accuracy 
rate 

78.75% 75% 90.9% 94.1% 
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Abstract. The matching similarity measures that can be used in image target rec-
ognition are surveyed and a novel similarity measure is proposed in this  
paper. Two basic factors that affect the image matching performance and the  
merits and faults of two common types of image matching algorithm are firstly  
analyzed. Then, based on the systematic study of similarity measures, image 
matching projection similarity measure is defined by simplify the classical normal-
ized correlation measure. An example of the application of the proposed matching 
similarity measure in image target recognition and position is given at the end of 
this paper; the experimental results show its feasibility and effectivity. 

1   Introduction 

Recent years, the rapid development of image processing and computer version tech-
nology has led image target recognition to a very hot study topic in the area of pattern 
recognition, especially in military target recognition [1, 2, 3, 4]. The performance of 
image target recognition algorithm plays a decisive effect on the recognition accu-
racy. Nowadays, image matching algorithm has be a popular method in image target 
recognition [4, 5, 6]. The similarity measurement method is a very important factor, 
which directly affects the accuracy and efficiency of the image matching algorithm [7, 
8]. In this paper, based on the analysis of the principle of image matching algorithm, 
we propose a novel matching similarity measure method.  

2   Analysis on Image Matching Algorithm  

There are two element factors in the image matching based target recognition algorithm. 
One is measure information, which means how to describe the image information effi-
ciently by using its grayscale or image feature. The other is measure criterion, means 
which similarity measure is adopted in the algorithm.  

Matching algorithm can be divided into two classes according to different image 
measure information that matching algorithm used. One is matching algorithm based on 
image grayscale, such as AD, MAD and NProd algorithm and so on [5, 6]. These  
algorithms have a strong anti-noise ability and high matching probability and precision 
when the images for recognition have little grayscale and geometric distortions. The main 
fault of these algorithms is their matching speed is relatively slow. The second class is 
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matching algorithm based on image feature. Such as image edge feature, image in-
variant moment, image texture, image corner and point feature and wavelet feature 
etc. [5, 6, 7, 8]. This class algorithm has a strong anti-grayscale and geometric distor-
tions ability, but weak to noise disturbance. 

The aim of image matching is to determine the deference of two images about one 
target, which may be acquired by two different sensors at different time. Usually, the 
known image information is called reference image, while the image to be recognized 
is called real-measurement image or target image. For the differences of acquisition 
means between the two images, there always a lot of grayscale distortions or other 
distortions exist, thus it is impossible to find a reference image which is absolutely 
same to the target image. So, we use similarity measures to compare the target image 
and every reference image. According to the geometric relationship between the two 
image information vectors in the Euclidean space [5], the similarity measures can be 
divided into two classes [7, 8, 9]. 

a. Distance similarity measures: 1) Absolute Difference (AD), 2) Mean Absolute 
Difference (MAD), 3) Square Difference (SD), 4) Mean Square Difference (MSD). 

b. Correlation similarity measures: 1) Product correlation (Prod), 2) Normalized 
Product correlation (NProd). 

3   Projection Similarity Measure  

As to the NProd measure method [5], we know that during the matching and comparing 
process, all NProd coefficients have the invariant item 2

y , so we can omit it in the im-
plement of our matching algorithm. We simplified the NProd measure method and got a 
new similarity measure: 
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Where x  and y  denote the reference image and target image information vector 
respectively, 

jix ,
and

jiy ,
 denote their element value, n represents their size, 

ojRPr
de-

notes the simplified NProd coefficient. The geometric meaning of (1) is the projection 
of vector y on vector x . The bigger the projection value is, the more similar the two 
image are (the maximum value is

2
y ). So, we define the simplified NProd coefficient 

ojRPr
as projection similarity measure. By the magnitude of 

ojRPr
value, we can judge 

the similarity between the target image and the reference image, and then recognize 
the target image and make a corresponding decision. 

4   Application Example and Analysis  

To demonstrate the feasibility and effectivity of the proposed similarity measure, we take 
a satellite photo of certain airport as an airplane target recognition and detection  
example.  Figure  1  gives  the  known  airplane  reference  image.  Figure 2 shows the  
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Fig. 1. The reference information images 

       
 (a)                                                          (b) 

         
       (c)                                                       (d) 

Fig. 2. The recognition and position results under different disturbance 

recognition and position results when there have grayscale distortion, noise distur-
bance and geometric affine distortion [9] in the airport image. 

Where Fig.2(a) represents the recognize results of target image with grayscale dis-
tortion; Fig.2(b) represents noise disturbance; Fig.2(c) represents grayscale distortion 
and noise disturbance; Fig.2(d) represents grayscale, affine distortion and noise dis-
turbance. 

The principle of the experiment is: based on the image grayscale information, by 
using the proposed projection measure to implement recognition and position of the 
airplane image target under different disturbance. The experiment process is similar to 
scene matching position algorithm [5]. From the experimental results we can see that 



292 X. Yang et al. 

 

the proposed similarity measure can accomplish image target recognition efficiently. 
When we use image grayscale as the measure information in our matching recogni-
tion, the projection measure has a good restrain ability to noise disturbance and gray-
scale distortion, but be sensitive to geometric distortion just like the NProd measure. 
To improve the anti-geometric distortion ability of the measure, we can use image 
feature as the measure information, such as image invariant moment, image corner 
and point feature and so on. 

5   Conclusion 

In this paper, we defined a novel similarity measure. For that the measure is simpli-
fied from the classical NProd measure, it inherits the merit of NProd measure, and 
reduce the calculation capacity, it has a practical significance in the image matching 
application area. While similarity measure is only one important factor of image 
matching algorithm, the selection of measure information, which can describe the 
image content efficiently, is also a very prospective way to improve the recognition 
accuracy. The research of practical image feature for image target searching, recogni-
tion, classification, position and tracking is our further work. 
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Abstract. 3-D head pose estimation plays an important role in many 
applications, such as face recognition, 3-D reconstruction and so on. But it is 
very difficult to estimate 3-D head pose only from a single monocular image 
directly without other auxiliary information. This paper proposes a new human 
face pose estimation algorithm using a single image based on pinhole imaging 
theory and 3-D head rotation model. The key of this algorithm is to obtain 3-D 
head pose information based on the relations of projections and the positions 
changing of seven facial points. Experiments show the proposed method has 
good performance in both accuracy and robustness for human face pose 
estimation using only a single monocular image. 

1   Introduction 

Human face pose estimation is a key problem in many practical applications of 
computer vision and image processing. Some research achievements have been made 
on this problem, however, most of these solutions need additional information such as 
front face view, stereo vision, 3D head model and so on. Considering that it is too 
hard and too expensive to get these additional information in practical application 
system, a novel algorithm to analyze human face pose directly from a single image 
should be designed. 

This paper proposes a new human face pose estimation approach from a single face 
image under arbitrary pose using face geometry characteristic based on pinhole 
imaging theory[1,2] and 3-D head rotation model. 

2   Human Face Pose Estimation 

Human face pose estimation is to calculate the rotation angles of the head with respect 
to front face along the X, Y, and Z-axis respectively. As human head is a non-rigid 
object in three-dimensional space, the face picture presents us only two-dimensional 
information, it can be considered from the imaging theory that face image is formed 
by human head project onto X-Y plane along Z-axis. So the image plane coincides 
with the X-Y plane. We can use  (pitch, yaw and roll, respectively ) to denote 
the three rotation angles of the head about the X, Y and Z-axis respectively. 
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Fig. 1. Facial points 

From anthropometry, as Fig. 1 shows, human face is basically bilateral symmetry, 
two eyes are the same both in size and shape, and the four eye corners are 
approximately collinear in three-dimension. While =0, i.e. the rotation angle around 
Z-axis is zero, this line is parallel to X-Y plane, and also parallel to X-axis of the face 
image. Furthermore, in order to describe human head position, the symmetric points 
(em, nm and mm shown in Fig.1) of eyes, mouth and nose also must be given, as 
shown in Fig. 1. According to the position change of the seven points listed above, we 
can calculate the pose of human face directly. 

Since human face pose can be described as three rotation angles of the head about 
the X, Y and Z-axis respectively in three-dimension, we can get human face pose 
from these angles. 

2.1   Roll (The Rotation Angle of Z-Axis, ) 

As Fig.2 shows, roll is the rotation angle of Z-axis, and roll ( ) can be straightforward 
recovered by the eye corners in the image. 

X
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Fig. 2. The rotation angle of Z-axis  
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Set (xell, yell), (xelr, yelr), (xerl, yerl), and (xerr, yerr) denote left corner of left eye, right 
corner of left eye, left corner of right eye, right corner of right eye respectively. 

2.2   Yaw (The Rotation Angle of Y-Axis ) 

As Fig.3 shows, yaw is the rotation angle of Y-axis. From anthropometry, it can be 
known that the four eye corners are collinear and the two eyes have the same size, that 
is: || Ell Elr || || Erl Err ||. 
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Fig. 3. The rotation angle of Y-axis  

Based on pinhole imaging theory, Fig.4 shows the principal of calculating the 
Yaw- . From the projective invariance of the cross-ratios, the following can be 
derivated: 
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Fig. 4. The principle for calculating  

 

Fig. 5. Head rotation 
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Fig. 6. 3-D head rotation model
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S can be got from equation (14). 
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(15) 

Where f is the focus of the camera, D D1 Z Z1 Z2 X1 X2 are distance 
parameters shown in Fig. 4. From formulation (5)-(15), the formulation to calculate 0 
can be got: 

0

f
=arctan

(S-1)u
β

 
(16) 

However, this method is influenced easily and badly by the point positions, 
especially great deviation will occur when >450. For example, as Fig. 5 shows, 0 
calculated by this method is 40.530, the actual yaw is 600, and the error is 19.470. To 
solve this problem, 3-D head rotation model is introduced. Human head is 
approximately regarded as a round cylinder, because human face is bilateral 
symmetry, the symmetric line of face will be coincident with the center line of the 
cylinder in front human face view; and when human head rotates around Y-axis, there 
will be offset between the symmetric line and the center line, shown as Fig.6. With 
this offset, the rotation angle around Y-axis can be calculated. 
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At first, calculating the rotation angle around Y-axis at eyes, nose and mouth 
respectively according to the formulation followed: 

x
x [ min(x 2 , x 2 )]

2

l
m l m rδ = −

 
(17) 

x

x
sin( )

x / 2
acr

l

δβ =
 

(18) 

Where lx could be le, ln and lm, which correspond to the face width at eyes, nose 
and mouth points respectively; xm2l and xm2r could be em2l, em2r, nm2l, nm2r, 
mm2l and mm2r respectively, which is the distance from the symmetric points at 
eyes, nose and mouth to the left edge and right edge of face respectively. 

Considering practical applications, the rotation angle around Y-axis could be set in 
the range of [-90o,+90o]. In the situation of heavy incline, such as β is near -90o or 
+90o, one eye is covered partly or totally, the symmetric points are near the face 

contour, the value of min(xm2l,xm2r) is near 0, and xβ  is near ± 90o. 

Then get the mean value of yaws at eyes, nose and mouth according to the 
formulation as follows: 

1 ( ) / 3e n mβ β β β= + +
 

(19) 

Finally, yaw is determined with different formulations in different cases. 

0
0 1 1

0 0
1 1

| || 45

                 45 || || 90

β β ββ
β β

+ <
=

≤ ≤
� �� �� � � � �

 

(20) 

From 45o to 90o, the nonlinearity is more obvious, the value get from formulation 
(19) is more exact than that from formulation (16) and more close to the practical 
value, and the error is less than 5o. So we only use formulation (19) here to be the 
final answer for this kind situation. How to solve the nonlinearity should be studied 
further, such as combining these two cases using different weight coefficients. 

2.3   Pitch (The Rotation Angle of X-Axis ) 

As Fig. 7 shows, pitch is the rotation angle of X-axis. 
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Fig. 7. The rotation angle of Y-axis  
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Fig. 8. The principle for calculating  

Supposing p0 denotes the projected length of nose when it is in a front face image, 
p1 denotes the observed length of nose at the unknown pitch (Xn0, Yn0, Zn0) and 
(Xn1,Yn1, Zn1) denote the 3-D coordinates of the nose in these two cases 
respectively, Set D2 denotes the 3-D vertical distance between the eyes and the tip of 
the nose. From the projection shown in Fig. 8, the following can be known: 
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From formulation (21) and (22), the pitch could be calculated using the following 
formulation: 

arcsin Eα =  (23) 
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Let Ln denote the average length of the nasal bridge, and Le denote the average 
length of the eye fissure. The value of Ln/Le could be referenced suitable for north 
China people from reference [2]. 

W denotes the eye fissure observed in front facial image. When human head rotates 
around X-axis, this length will change, if pitch is little, the longer eye fissure observed 
of the two eyes is used to substitute the eye fissure in front facial image, otherwise 
using the longer eye fissure divided by cos( ); when pitch is close to 900, there will be 
great error, it can be computed as follows: 

0

0

max( , )    || || <45

max( , ) / cos    || || 45
r l

r l

w w
w

w w

β
β β

=
>

 

(26) 

Where wl wr denote the left eye fissure and right eye fissure respectively. 

3   Experimental Results 

Considering practical applications, the degree of these angles is limited in [-900, 900]. 
The experimental camera is nikon-950, with the focus 30 mm. Fig. 9 shows various 
human face poses and the degrees estimated, the results are very close to the real 
pose. 

 

                        

 

                         

Fig. 9. The result of pose estimation 
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The average error on three rotations for 25 different pose images through three 
times experiments is ( , , ) (5.12 , 4.78 ,1.22 )

o o oα β γΔ Δ Δ = , and when 45 90
o oβ< < , βΔ is 

far more less than the results done by [2] which βΔ  is usually more than 10o. The 
errors during the course of experiment are mainly brought from the following reasons: 

1. Image error that is induced by the location error of feature points. 
2. Model error: because of the difference between individual face and facial model 

which is based on the statistical information and just expresses the characteristic of 
face approximately. This kind of errors can be reduced by the Expectation-
Maximization (EM) algorithm which is proposed to update the facial model 
parameters according to individual face characteristic. 

It should be noted that the experimental results are accurate and very close to real 
pose, especially the rotation angles around Y-axis and Z-axis. And this method is 
effective and practical for monocular image. 

4   Conclusions 

This paper presents a new approach to estimate human face pose quickly and exactly 
using only seven facial points based on pinhole imaging theory and 3-D head rotation 
model from monocular image, and it is especially effective for roll and yaw. This 
method can successfully solve the problem of lack of additional information in 
estimating human face pose from monocular image. 
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Abstract. The paper uses Bark wavelet filter instead of the FIR fil-
ter as front-end processor of speech recognition system. Bark wavelet
divides frequency band based on critical band and its bandwidths are
equal in Bark domain. By selecting suitable parameters, Bark wavelet
can overcome the disadvantage of dyadic wavelet and M-band wavelet
dividing frequency band based on octave. The paper gave the concept
and parameter setting method of Bark wavelet. For signals that are fil-
tered by Bark wavelet, ZCPA features with noise-robust are extracted
and used in speech recognition. And recognition network uses HMM. The
results show the recognition rates of the system in noise environments
are improved.

1 Introduction

Wavelet transform has much better characteristics than Fourier transform. Espe-
cially, its multiresolution property has been widely used in image and speech pro-
cessing. However, most of wavelet transforms, such as dyadic wavelets, wavelet
packets transform , their frequency band divisions are based on octave. Such
frequency band divisions can not meet the critical frequency band division re-
quirement of speech recognition systems. This paper uses a new Bark wavelet to
meet above demand. It is used in front-end processing as filterbank instead of
original FIR filters for improving the system performance. ZCPA (Zero-Crossings
with Peak Amplitudes) features [1] are used as recognition features and recogni-
tion network uses HMM. The experiment results show that Bark wavelet filters
are superior to common FIR filters in robust speech recognition system.

2 Bark Wavelet Theory

2.1 The Relation of Bark Frequency and Linear Frequency

The audio frequency band from 20Hz to 16kHz can be divided into 24 bands.
The perception of the human auditory system to speech frequency is a nonlinear
mapping relation with actual frequency. Traunmular presents the relation of the
linear frequency and Bark frequency [2].
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b = 13 arctan(0.76f) + 3.5 arctan(f/7.5)2 (1)

Where b is Bark frequency, and f is the linear frequency.

2.2 Bark Wavelet

The basic thought of constructing Bark wavelet is as followings.
Firstly, because of the same importance of the time and frequency informa-

tion in the speech analysis, wavelet mother function selected should satisfy the
demand that product of time and bandwidth is least. Secondly, for being con-
sistent with conception of the frequency group, mother wavelet should have the
equal bandwidth in the Bark domain and is the unit bandwidth, namely 1 Bark.
Thus, the wavelet function is selected as W (b) = e−c1b2 in the Bark domain.
The constant c1 is 4ln2. It is easy to prove that Bark wavelet transform can be
reconstructed perfectly [2].

Supposing the speech signals analyzed is s(t) and its linear frequency band-
width satisfies |f | ∈ [f1, f2] , and corresponding Bark frequency bandwidth is
[b1, b2]. Thus wavelet function in Bark domain can be defined as:

Wk(b) = W (b− b1 − kΔb), k = 0, 1, 2 . . .K − 1 (2)

Where, k is the scale parameter and Δb = (b2−b1)
K−1 is step length. Thus (2)

becomes

Wk(b) = e−4 ln 2(b−b1−kΔb)2 = 2−4(b−b1−kΔb)2 , k = 0, 1, 2 . . .K − 1 (3)

Then by substituting (1) into (3), the Bark wavelet function in the linear
frequency can be described as:

Wk(f) = c2 · 2−4[13 arctan(0.76f)+3.5 arctan(f/7.5)2−(b1+kΔb)]2 (4)

Where, c2 is the normalization factor and can be obtained by (5):

c2

K−1∑
k=0

Wk(b) = 1, 0 < b1 ≤ b ≤ b2 (5)

In the frequency domain Bark wavelet transform can be expressed as:

sk(t) =
∫ ∞

−∞
S(f) ·Wk(f) · ei2πfdf (6)

Where, S(f) is FFT of signal s(t).

3 The Design of the Bark Wavelet Filter

16 Bark wavelet filter parameters are confirmed according to the auditory fre-
quency bandwidth. Selecting K is 24. Reference [3] showed that by selecting 3
Bark units as 1 filter bandwidth, the recognition rates are best when SNR is
higher than 20dB. So we can get the parameters of 16 Bark wavelet filters listed
in Table 1. Fig. 1 is the frequency response of the 16 Bark wavelet filters. Fig. 2
is the scheme of the Bark wavelet filters used in the front-end processing. W (f)
is the Bark wavelet function and ŝ(t) is the signal filtered by Bark wavelet filter.
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Table 1. The parameter values of 16 Bark wavelet filters

b1 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
b2 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19
k 7 5 2 1 0 1 1 4 4 6 7 9 10 10 10 10
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Fig. 1. The frequency response of 16 Bark wavelet filters
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IFFT �ŝ(t)

Fig. 2. The scheme of the Bark wavelet filters used in the front-end processing

4 Experiment Results and Conclusions

Speech data files of 10 to 50 words from 16 persons were used in the experiments.
For each word, each person speaks 3 times. Speech data of 9 persons were used
to train the system, and the other speech data of 7 persons were used to recog-
nize. The sample frequency is 11.025kHz. Firstly we use the Bark wavelet filters
instead of the FIR filters to processing the speech data. Secondly, the 1024 di-
mension ZCPA features are extracted. And then these features are trained and
recognized by HMM model. Table 2 is the results based on the various SNRs.

Table 2. The recognition results at various SNRs (%)

SNR 15dB 20dB 25dB 30dB Clean
10 ZCPA 85.71 84.76 86.19 85.71 89.05

words WZCPA 84.00 87.14 90.00 90.48 90.00
20 ZCPA 76.60 81.20 82.38 81.67 85.71

words WZCPA 77.14 83.57 87.56 84.29 88.20
30 ZCPA 77.14 81.90 83.17 82.86 83.49

words WZCPA 78.42 83.31 85.71 85.56 86.98
40 ZCPA 76.55 78.26 81.31 82.62 82.98

words WZCPA 77.50 81.48 84.76 85.00 87.14
50 ZCPA 72.10 74.48 80.09 78.95 81.71

words WZCPA 73.14 78.20 83.71 85.52 85.24



The Speech Recognition Based on the Bark Wavelet Front-End Processing 305

Where, the ZCPA presents the results with FIR filter and the WZCPA presents
Bark wavelet filter. The results show that Bark wavelet filter is superior to FIR
filter as front-end processor in speech recognition system.
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Abstract. In this paper, we proposed an accurate and fast iris location method 
based on the features of human eyes. Firstly, according to the gray features of 
pupil, find a point inside the pupil using a gray value summing operator. Next, 
starting from this point, find three points on the iris inner boundary using a 
boundary detection template designed by ourselves, and then calculate the circle 
parameters of iris inner boundary according to the principle that three points 
which are not on the same line can define a circle. Finally, find other three points 
on the iris outer boundary utilizing the similar method and obtain the circle 
parameters. A large number of experiments on the CASIA iris image database 
demonstrated that the location results of proposed method are more accurate than 
any other classical methods, such as Daugman’s algorithm and Hough 
transforms, and the location speed is very fast. 

1   Introduction 

In recent years, with the great development of communication and information 
technologies, automated personal identification is becoming more and more important 
for many fields such as access control, e-commerce, network security, bank automatic 
teller machine, and so on. However, all of the traditional methods for personal 
identification (keys, passwords, ID cards, etc.) can be lost, forgot or replicated easily, 
so they are very inconvenient and unsafe. Therefore, a new method for personal 
identification named biometric identification has been attracting more and more 
attention. Biometric identification is the science of identifying a person based on his 
(her) physiological or behavioral characteristics [1]. Nowadays, there are several kinds 
of biometric identifications in the world, such as fingerprint recognition, palm print 
recognition, face recognition, voice recognition, iris recognition, and so on [2]. 

The human iris, an annular part between the black pupil and the white sclera, has an 
extraordinary structure and provides many interlacing minute characteristics such as 
freckles, coronas, stripes, furrows, crypts and so on [3-5]. Compared with other 
biometric features, iris has many desirable properties as follows [3-8]: (1) Uniqueness. 
The textures of iris are unique to each subject all over the world. (2) Stability. The 
                                                           
*  This subject is supported by the National Natural Science Foundation of China under Grant 

No.60472088. 



 An Accurate and Fast Iris Location Method Based on the Features of Human Eyes 307 

 

textures of iris are essentially stable and reliable throughout ones’ life. (3) 
Noninvasiveness. The iris is an internal organ but it is externally visible, so the iris 
recognition systems can be noninvasive to their users. All of these advantages make iris 
recognition a wonderful biometric identification technology. 

With the increasing interests in iris recognition, more and more researchers gave 
their attention into this field [3-22]. In an iris recognition system, the iris location is one 
of the most important steps, and it costs nearly more than a half of recognition time 
[22]. Furthermore, the iris localization is still very important for latter processing such 
as iris normalization, iris features extraction and patterns matching. Therefore, the iris 
localization is crucial for the performance of an iris recognition system, including not 
only the location accuracy but also the location speed. There are two classical iris 
location methods, one is the Daugman’s algorithm [3-5], and another is the edge 
detection combining with Hough transforms [16-18].  

In this paper, we proposed an accurate and fast iris location method based on the 
features of human eyes. It doesn’t need to find all of the points of iris inner and outer 
boundaries, so its location speed is very fast. Meanwhile, the circle parameters of iris 
boundary are calculated according to the classical geometry principle that three points 
which are not on the same line can define a circle, so the proposed method can not be 
affected by the random noises in the irrelative regions, and its location accuracy is still 
very high. Furthermore, the images used in the proposed method are all gray level 
images, so this method is suitable for any images from different situations such as 
different skin-color people and different cameras.    

2   Finding a Point Inside the Pupil 

The first step of proposed method is finding a point inside the pupil accurately. Then 
this point can be considered as the searching center in the next location step, and its 
gray value can serve as the reference gray value of pupil. 

2.1   The Features of Pupil and the Gray Value Summing Operator 

Fig.1 is an eye image chosen from the database random. From many observations we 
found, in the human eye image, the pupil region is the blackest one. That means the 
gray value of pupil is a minimum. Furthermore, the gray distribution of pupil is 
relatively even. Thus, we can find a point inside the pupil according to these features. 

 

Fig. 1. An eye image 
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Let I (x, y) be an input human eye image and f (i, j) be the gray value of point (i, j), 
here i = 1, 2, …, Image Width and j = 1, 2, …, Image Height. Meanwhile, another 
problem we must highlight is that in the whole paper, the x in coordinate (x, y) means 
the column number in an eye image and the y means the row number. 

Then we design a gray value summing operator (GVSO, Fig.2). It has n*n pixels and 
its center is (xo, yo). There are some designing principles as follows: (1) Because the 
shape of pupil is nearly a circle and the gray distribution is relatively even, in order to 
adapt these two features, we let the GVSO be a square. (2) In eye images there is not 
only the pupil but also the iris, the sclera and the eyelid, and the area of pupil is not very 
large, so the size of GVSO should not be too large. Too large an n will make the point 
we found outside the pupil. (3) Commonly, there are many eyelashes in the image and 
the gray values of them are very approximately with that of pupil, and the area of 
eyelashes region is usually random, so too small an n will make the point we found 
located in the eyelash region. 

 

Fig. 2. The gray value summing operator (GVSO) 

In the eye image, only inside the pupil there are areas with the minimum gray and the 
even distribution. Thus, we can search in the whole image using the GVSO, when we 
find a GVSO with a minimum value, it is the most reasonable one and its center (xo, yo) 
must be a point inside the pupil. For the GVSO, we can calculate its value using the 
formula (1), where S(xo, yo) is the value of GVSO which has a center point (xo, yo), and 
n is the size of GVSO. 
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2.2   Steps of Finding a Point Inside the Pupil 

According to the features of pupil, the proposed method utilizes four steps to find a 
point inside the pupil: 

(1) Determine the size of GVSO (n). A great number of experiments demonstrated 
that when n = (Image Width * Image Height)1/4 the GVSO is the most reasonable 
one.  

(2) Determine the searching range. In order to avoid errors of pixel lost and data 
overflow, the column (x) searching range is [(n – 1) / 2, Image Width – (n + 1) / 
2], and the row (y) searching range is [(n – 1) / 2, Image Height – (n + 1) / 2]. 

(3) For each pixel (x, y) in the searching ranges, consider (x, y) as the center point of 
GVSO and calculate the value of S(x, y), then we can get an S set of {S1(x, y), 
S2(x, y), S3(x, y), ….}. 
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(4) Find the minimum value Smin(x, y) from the S set, then the point (x, y) is the one 
we need, here we call it Po(xo,  yo).  

3   Finding the Iris Boundary 

In the former section we have found a point inside the pupil, next we will start from this 
point to find the iris inner and outer boundaries respectively, and then we can separate 
the pure iris region in the eye image accurately. Because the pupil and the iris are both 
nearly circles, here we suppose they are two exact circles. The essential principles of 
finding the iris boundary are as follows: Firstly, find three points on the iris inner and 
outer boundaries respectively using a boundary detection template designed by us; 
then, calculate the parameters of two boundary circles according to the principle that 
three points which are not on the same line can define a circle.  

3.1   The Features of Boundary and the Boundary Detection Template 

From so many image observations and data analysis we found, in eye images, the gray 
value of pupil is a minimum and that of sclera is a maximum, but the gray value of iris 
is between them. Thus, there is a gray suddenly changed region between the iris and the 
pupil, and in this region the edge intensity of each pixel is very large. If the edge 
intensity of a pixel in this region is a maximum, this pixel must be a boundary point. 
The proposed method must detect the maximum of edge intensity, however, the results 
that we obtained using the classical edge detection operators are very unsatisfactory. 
There are two reasons about this condition. One is that in the image there are some 
random noises produced by the eyelashes and the veins in the iris region. Another 
reason is that all of these operators have only one determining value (edge intensity). 
So when these operators meet with the noises, they could not find the boundary points 
exactly. Therefore,  in order to find the boundary points and calculate the boundary 
circle parameters accurately, we must design a boundary detection template by 
ourselves. The proposed method design a template which includes two determining 
values and is hard to be affect by the random noises. 

This kind of boundary detection template (BDT) is shown in Fig.3. Its initial 
direction is horizontal, then its width is m pixels and its height is n pixels, here m and n 
are both odd number, and (m – 1) / 2 > n. Let the center of BDT be O(x, y), a horizontal 
line (long axis) through O divide it into upper part and lower part, and a vertical line 
(short axis) through O divide it into left part and right part, thus the template direction is 
along the long axis. Furthermore, we stipulate the template direction must be the same 
as the detecting direction, it means when we detect the left and right boundary points 
the direction of BDT is horizontal, but when we detect the upper boundary point the 
direction of BDT is vertical. 

Here we give some explanations to four problems: (1) Let m and n be odd number. 
Because, when considering the present pixel as the center of BDT, it ensures the two 
rectangle regions beside the short axis have the same number of pixels. (2) Set (m – 1) / 
2 > n. It makes the effect made by the gray value of those irrelative pixels to the 
calculate results as small as possible and makes the BDT can not be affect by the noises. 
(3) Let the BDT has direction. It is in order to introduce the operation method of BDT 
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more clearly and readers can understand it easily. (4) Stipulate the direction of BDT 
must be the same as the detecting direction. It ensures the determining values are same 
when detecting the horizontal and vertical directions. 

 

Fig. 3. The boundary detection template (BDT) 

The first determining value of BDT is still the edge intensity. It is because whichever 
kind of templates or operators, in order to detect the boundary points it must calculate 
the edge intensity of each pixel firstly, then decide whether the pixel is a boundary point 
or not according to its edge intensity. For each pixel in the searching range, we consider 
it as the center of BDT and calculate its edge intensity using formula (2) (dif1 and dif2

 

are used for the horizontal and vertical directions respectively). The determining basis 
of edge intensity is whether it is a maximum. 
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Then the second determining value of BDT can be described that it is the average 
gray value of all pixels in the half template which is close to the center of pupil (or iris). 
The reason is that, for an inner (outer) boundary point, if we consider it as the center of  
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BDT, all pixels in the half template which is close to the center of pupil (iris) must be 
inside the pupil (iris), so the average value of this half template must be very 
approximately with the gray value of pupil (iris). Therefore, this kind of feature can 
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also be used to determine a boundary point. For each present pixel, we can calculate the 
second determining value using the formula (3) (avg1, avg2 and avg3 are used for 
leftwards, rightwards and upwards respectively). The basis of second determining 
value is whether it is less than the reference gray value of pupil or iris. 

3.2   Finding the Iris Inner Boundary 

In the eye image, starting from the point Po(xo, yo) which has been found in section 2, 
when we detect pixels using the boundary detection template on the leftwards 
horizontal, rightwards horizontal and upwards vertical directions respectively, we can 
find three points on the iris inner boundary. Let the center of the iris inner boundary be 
PP(xP, yP), and the three boundary points be PL(xL, yL), PR(xR, yR) and PD(xD, yD), we can 
calculate the parameters of inner circle precisely according to the principle that three 
points which are not on the same line can define a circle. Fig.4 shows the relationships 
among these points. 

 

Fig. 4. Three points on the iris inner boundary. 

The steps of finding the iris inner boundary are as follows: 

(1) Determine the searching range. In our experiments, on the horizontal direction, 
we detect boundary points along the line y = yo , in the leftwards searching range 
[(n – 1) / 2, xo – 1] we can find the left boundary point PL, and in the rightwards 
searching range [xo + 1, Image Width – (n + 1) / 2] the right outer boundary point 
PR  can be found. Then we detect the upper boundary point along the vertical line 
x = xL + 20 upwards and the third outer boundary point PD can be found in the 
range [(n – 1) / 2, yo – 1]. So many experiments demonstrated that these 
searching ranges are all very accurate and effective.  

(2) Determine the reference gray value of pupil. Having done many experiments we 
found, when we supposed the gray value of point Po(xo, yo) is vo , the value v = vo 
+ (vo)

1/2 is the most reasonable reference value of pupil. 
(3) Using the BDT detect the first iris inner boundary point in the leftwards 

searching range. For each present pixel (x, y), considering it as the center of 
BDT, calculate its edge intensity difi (x, y) and get a set {dif1 (x, y),dif2 (x, y),dif3 
(x, y),….}. Then put this dif set into the sequence from the maximum to the 
minimum and get a new set. Then find the first dif which is less than the 
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reference gray value of pupil (v) in this new set, and this point must be the left 
boundary point PL. 

(4) Do the same operations as step (3) in the rightwards and upwards searching 
ranges respectively, then we can get the other two boundary points PR and PD. 

(5)  According to the position relationships shown in Fig.4, calculate the center 
coordinate of the outer circle (xP, yP) and its radius RP. Here xP = (xR + xL) / 2, yP = 
[20(xR – xL) – 400 + yR

2 – yD
2] / [2(yR – yD)], and RP = [(xP – xD)2 + (yP – yD)2]1/2

. 

3.3   Finding the Iris Outer Boundary 

Commonly, the iris outer and inner boundaries are not concentric circles, and this 
situation is very serious for some people. So more serious errors would be made if we 
consider the center point of inner boundary as the center of outer boundary, and the 
outer circle parameters would be very inaccurate. Alike the feature of inner boundary, 
the outer boundary is also an approximate circle, so the method of locating the inner 
boundary can still be used here. However, we must do some modifications because of 
the particularity of iris region in the eye image. 

In the eye image, some areas of iris, especially the outer boundary, is covered by 
eyelids and eyelashes frequently. In details, the upper and lower areas of the outer 
boundary commonly can not be detected because of eyelids’ coverage. This situation 
can be clearly seen from Fig.1. However, this situation won’t happen for the left and 
right of outer boundary. Therefore, the outer boundary points can not be found if we 
start from the center of inner boundary and search them vertically upwards. Done many 
observations and measurements on human eye images, we found that, after we have 
found the left and right boundary points utilizing the steps introduced in section 3.2, if 
we detect the point along the vertical line which is 15 pixels far from the right outer 
boundary point, we could find a point on the outer boundary accurately.  

 

Fig. 5. Three points on the iris outer boundary 

The modified method of finding the iris inner boundary includes following steps: 

(1) Determine the searching range. In proposed method, on the horizontal directions, 
along the line y = yp + 15, detect the outer boundary points leftwards and 
rightwards respectively. The leftwards searching range equals to [(n – 1) / 2, xp – 
Rp –1] in which the left boundary point P’L (x

’
L, y’

L) can be detected, and the right 
outer boundary point P’R (x

’
R, y’

R) can be detected in the rightwards searching 
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range which equals to [xp + Rp + 1, Width – (n + 1) / 2]. Then detect along the 
vertical line x = x’

R –15 upwards, the third outer boundary point P’D (x
’
D, y’

D) can 
be found in the range [(n – 1) / 2, yp + 15]. 

(2) Detect the reference gray value of the iris. From a lot of experiments we found 
that, in a small region outside the inner boundary, its average gray value can be 
used to represent the gray value of the entire iris region. Thus, two 9*9 square 
regions have been chosen in proposed method. Their locations are 5 pixels far 
from the outside of inner boundary. Then calculate the average gray value v’ of 
all pixels in these two regions, and then we consider the value v’ + (v’)1/3 as the 
reference gray value of iris. Experimental results show that this value is very 
correct and effective. 

(3) Using the BDT detect points on the iris outer boundary in the horizontal 
leftwards range, horizontal rightwards rage, and vertical upwards range 
respectively. Choose the points which have the highest boundary intensity and 
whose second determinant value is less than the reference gray value of iris. Ten 
these points are just located on the iris outer boundary. 

(4) According to the position relationships shown in Fig.5, calculate the center 
coordinate of the outer circle (xI, yI) and its radius RI. Here xI = (x’R + x’L) / 2,  
yI = [15(x’R – x’L) – 225 + y’L

2 – y’D
2] / [2(y’L – y’D)], and RI = [(xI – x’D)2 +  

(yI – y’D)2]1/2
. 

4   Experimental Results 

Our experiments are performed in Visual C++ (version 6.0) on a PC with Pentium 1.7G 
Hz processor and 256M DRAM. Our iris images are all supplied by CASIA iris images 
database [23], which includes 80 people’s 108 different eyes, there are 7 images for 
each eye with a resolution of 320*280 pixels. In our experiments, the iris location 
algorithm proposed in this paper has been used for each image in the database. Fig.6 are 

    

    
(a) 001_2_3  (b) 057_1_2  (c) 074_2_3  (d) 099_1_1 

Fig. 6. Experimental r esults of four random images 
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four iris images chosen from CASIA database random, each column shows the original 
iris image and processed one, and their corresponding numbers in the CASIA are 
shown below the image.  

The experimental data are as follows: 756 iris images have been located in our 
experiments, it cost 2.5 minutes in total, that is to say each image cost 0.198s in 
average, and the location accuracy is 99.34%. Meanwhile, we have also done some 
repetition experiments using the Daugman’s algorithm and the edge detection 
combining with Hough Transforms. In order to be convenient for comparing, we put 
these data in Table 1. 

Table 1. The comparation with other algorithms 

Method Accuracy Mean time 
Daugman 98.4% 5.98s 
Hough transforms 95.3% 5.62s 
Proposed 99.34% 0.198s 

5   Conclusions 

In this paper, we proposed an accurate and fast iris location method based on the 
features of human eyes. We have performed a large number of experiments on the 
CASIA iris database which has 756 iris images. The location accuracy is 99.34%, and 
the location speed is less than 0.2 seconds per image. Experimental data demonstrated 
that the location results of proposed method are more accurate than any other classical 
methods, such as Daugman’s algorithm and Hough transforms, and its location speed is 
very fast. In our future works, there are two fields to be improved: (1) In order to extract 
iris region more efficiently without the eyelids coverage, we should do some curve 
fittings in the contours of upper and lower eyelids. (2) And we should eliminate 
eyelashes which located inside the iris region in order to avoid the eyelashes’ influence 
for extracting the iris features. 
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Abstract. This paper proposes a hybrid system which combines computer ex-
tracted features and human interpreted features from the mammogram, with the 
statistical classifier’s output as another kind of features in conjunction with a 
genetic neural network classifier. The hybrid system produced better results 
than the single statistical classifier and neural network. The highest classifica-
tion rate reached 91.3%. The area value under the ROC curve is 0.962. The 
results indicated that the mixed features contribute greatly for the classification 
of mass patterns into benign and malignant. 

1   Introduction 

Radiologists find the calcifications and masses from the mammogram, and classify them 
as benign and malignant usually by further biopsy test. Digital mammography brought 
the possibility of developing and using computer aided diagnosis (CAD) system for the 
classification of benign and malignant patterns. The most important factor which di-
rectly affects the CAD system classification result is a feature extraction process. Re-
searchers spend a lot of time in attempt to find a group of features that will aid them in 
improving the classification rate for malignant and benign cancer. Different classifiers 
such as wavelet based techniques, statistical classifiers and neural networks have been 
used for mass classification. It is reported that neural networks achieve relatively better 
classification rate [1, 2], but statistical methods provide more stable systems [3]. 

In this paper, we propose a hybrid system combining the Logistic Regression 
(LR) and Discriminant Analysis (DA) based statistical classifiers with Neural Net-
work (NN), in conjunction with Genetic Algorithm (GA) for feature selection. We 
concentrated on classifying the mass suspicious areas as benign and malignant. We 
also combined the statistical calculated features with the human interpreted features 
such as patient age, mass shape, etc.. The hybrid system showed better performance 
than using a single classifier.  

2   Research Methodology of Proposed Hybrid System 

A limitation of ordinary linear statistical models is the requirement that the dependent 
variable is numerical rather than categorical (eg. benign or malignant). A range of 
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techniques have been developed for analysing data with categorical dependent vari-
ables, including DA and LR.  

NNs have been used as effective classifiers in pattern recognition. The results of 
the NN based classification were compared with those obtained using multivariate 
Baye’s classifiers, and the K-nearest neighbor classifier [1]. The NN yielded good 
results for classification of “difficult -to-diagnose” microcalcifications into benign 
and malignant categories using the selected image structure features. 

GAs have been applied to a wide variety of problems, including search problems, 
optimization problems. It has been reported efficient for feature selection working 
with linear and non linear classifiers [4]. 

 
 
 
 
 
 
 

 

Fig. 1. Proposed LRDA-GNN classifier 

The proposed hybrid system combines the two statistical classifiers with NN for 
classification. We also mixed the features which are statistically calculated from 
mammogram, with human interpreted features in the system. In the proposed hybrid 
system (we can call it LRDA-GNN), the membership probability numerical values 
from LR and DA, rather than the value 0 or 1, are used as the second order features 
combing with original features to feed the NN for benign and malignant classification. 
It can be described as Fig 1. A GA was developed for feature selection based on the 
NN classifier (refer to [5]). 

Digital Database for Screening Mammography (DDSM) from University of South 
Florida is used for our experiments. The establishment of DDSM makes the possibil-
ity of comparing results from different research groups [6].  In DDSM, the outlines 
for the suspicious regions are derived from markings made on the film by at least two 
experienced radiologists. It also supplies some BI-RADS® (Breast Imaging Reporting 
and Data System, which contains a guide to standardized mammographic reporting) 
features and patient ages, which are described as human interpreted features in this 
paper. The mammograms used in this study are all scanned on the HOWTEK scanner 
at the full 43.5 micron per pixel spatial resolution.  

14 statistical features related to the mammograms are calculated from every ex-
tracted suspicious area, which are called computer calculated features. They are: num-
ber of pixels, average histogram, average grey level, average boundary grey level, 
difference, contrast, energy, modified energy, entropy, modified entropy, standard 
deviation, modified standard deviation, skew, and modified skew. The calculations 
refer to [5]. 
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The 6 human interpreted features related to the suspicious area are: patient age, 
breast density, assessment, mass shape, mass margin and subtlety. Some of these 
features are described with text in the database.  We simply numerated them, so that 
all the features can be represented by different numbers and can be used for further 
classification. For example, we use “1” represents round and use “2” represents oval 
for the shape feature.  

3   Experimental Results and Analysis 

A total of 199 mass suspicious areas were extracted from the digital mammograms 
taken from DDSM database for experiments. It includes 100 malignant cases and 99 
benign cases. A few different splits of the dataset for training and testing were used 
for the experiments with the different classifiers which are LR, DA, NN, LRDA-NN 
(the hybrid system using NN without GA for feature selection) and LRDA-GNN for 
comparison. The results with using 3 splits of the database are shown in Table 1. 

Table 1. Classification rates reached with different classifiers 

In split1, we randomly selected 130 mass cases for training and 69 cases for test-
ing. Split 2 and split 3 use 140 and 150 cases for training respectively, the rest of 
whole 199 cases for testing. NN reached a bit higher classification rate for testing set 
when the classification rate for training is relatively lower than it was with logistic 
regression model. The disadvantage of NN is it is not so stable as statistical methods. 
There are many different trained NN models which can reach similar classification 
rate for testing. More experiments were needed to find the better NN model. From the 
results we can see the hybrid system reached higher testing classification rate than any 
other classifiers, with the best classification rates for training as well. Another satisfy-
ing thing is that the overall classification rate for the training set is higher and more 
stable than it is with the NN using 20 original features, as we observed. 

We can also see that LRDA-GNN which involved GA for feature selection based 
on LRDA-NN, improved the classification rate very little than LRDA-NN produced.  
However in our feature selection result, we found only one feature was constantly 
selected in the feature sets which reached the higher classification rates. It is the 
membership probability of the output from the LR model. This indicates that the GA 
is effective for feature selection. Observing the selected feature sets, although there 
are a few features were selected a bit more frequently than others we could not really 
confirm the particular significant features except the probability from LR. 

Training and testing classification rate(train/test) Classifier 
Split1(130/69) Split2 (140/59) Split3 (150/49) 

Logistic regression 93.1/87.0 93.1/89.8 92.0/87.8 
Discriminant analysis 90.8/85.5 81.4/71.2 84.0/65.3 
NN 85.4/89.9 85.7/91.5 81.3/87.8 
LRDA-NN 93.1/91.3 92.1/91.5 92.0/91.8 
LRDA-GNN 93.1/92.8 92.1/91.5 92.0/93.9 
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Fig. 2. The ROC curves of 4 different models 

Fig. 2 shows the ROC curves produced by different classifiers for further valida-
tion of the performances. They are created with the testing result from split1 data set. 
We can see LRDA-GNN produced the best ROC curve as well.  

4   Conclusion and Discussion  

In the hybrid system, the second order features which are the output probabilities 
from the statistical models, showed its great contribution for the final NN classifica-
tion. The hybrid of the different features shows the potential for the mass diagnosis of 
benign and malignant. Although GA is effective for feature selection, it didn’t show 
big improvement of the classification rate when working with the current feature set 
which includes the probability features. Further combination of statistical models with 
NN will be considered in our future research.  
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Abstract. HTTP request exploitations take substantial portion of network-based 
attacks. This paper presents a novel anomaly detection framework, which uses 
data mining technologies to build four independent detection models. In the 
training phase, these models mine specialty of every web program using web 
server log files as data source, and in the detection phase, each model takes the 
HTTP requests upon detection as input and calculates at least one anomalous 
probability as output. All the four models totally generate eight anomalous 
probabilities, which are weighted and summed up to produce a final probability, 
and this probability is used to decide whether the request is malicious or not. 
Experiments prove that our detection framework achieves close to perfect de-
tection rate under very few false positives. 

1   Introduction 

Web servers and Web-based programs are suffering sharply increasing amounts of 
web-based attacks. Generally, attacks against either web servers or web-based appli-
cations must be carried out through forging specially formatted HTTP requests to ex-
ploit potential web-based vulnerabilities, so we name this kind of attacks as HTTP re-
quest exploitations. 

We provide a novel detection framework dedicated to detecting HTTP request ex-
ploitations. The framework is composed of four detection models. Each of the four 
detection models contains at lease one classifier. The classifiers calculate the anoma-
lous probabilities for HTTP requests upon detection to decide whether they are 
anomalous or not. Eight classifiers of the framework present eight independent 
anomalous probabilities for a HTTP request. We assign a weight for each probability 
and calculate the weighted average as the final output. 

2   Methodology 

Web log file is composed of a large amount of entries that record basic information of 
HTTP requests and responses. We extract the source IP and URL of each entry and 
translate them into serials of name-value pairs. Let avp=(a, v) represent a name-value 
pair  and  in this paper we call the name-value pair an attribute which comprises name  
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1 ttributea

searchprogram =  
ttribute2a

194211.67.27.ip =  
ttribute3a

CN-zh hl =  
ttribute4a

sciencecomputerq +=  

Fig. 1. A four-element attribute list is derived from an entry of a web server log file 

a and attached value v. Figure 1 shows the example of an entry from a web server log 
file (ignoring some parts). Attribute list is a set of attributes derived from a web log 
entry. So a web log file can be mapped into a set of attribute lists. Let PROB be the 
output probability set derived from classifiers and let WEIGHT be related weight set. 
The final anomalous probability is calculated according to Equation 1. The WEIGHT, 
as a relatively isolated subject, is not introduced in this paper. 

211.67.27.194 - [Time] "GET search?hl=zh-CN&q=computer+science" 200 2122 

Final Anomalous probability = 

∈
∈

WEIGHTw
PROBp

mm

m

m

wp *  
(1) 

3   Detection Models 

The framework is composed of four independent detection models: attribute relation-
ship, fragment combination, length distribution and character distribution. The corre-
sponding principles for these models are introduced in this section. 

3.1   Attribute Relationship 

General speaking, there must be some fixed inter-relationships between the attribute lists 
derived from web log entries. For example, suppose that a web form page contains a hid-
den tag with a given value. Once a user submits this web form to a specified web pro-
gram (say, a CGI program dealing with the web form), the given value will be presented 
in the submitted request as a query attribute instance. Apparently, the specified web pro-
gram only accepts the given value attached to the hidden tag. This fact is described as an 
enumeration rule. If malicious users tamper with the given value attached to the hidden 
tag, the rule is broken. Further more, a HTTP request missing necessary query attribute 
breaks integrality rule and a HTTP request containing faked query attribute breaks valid-
ity rule. Interdependence rule prescribes the interdependence of two attribute instances. 
Suppose that a web program dealing with an order form accepts two arguments: id and 
discount. id is client’s identity and discount is client’s shopping discount ratio. If Jason 
enjoys 10% discount, an interdependence rule will be discovered between two attribute 
instances: (id, Jason) and (discount, 10%). If Jason tampers with his discount to 50%, 
this interdependence rule is broken. A set of attribute lists derived from a given web log 
file is used to mine the four types of rules. According to the respective kinds of rules, 
four classifiers calculate four anomalous probabilities: Pintegrality, Pvalidity, Penumeration and Pin-

terdependence. The first three are Boolean values and the last one is continuous value between 
0 and 1. 
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3.2   Fragment Combination 

Fragment combination model is based on the fact that most malicious URLs are prone 
to containing multiple fragments that are assembled according to some specified pat-
terns. For example, most XSS attack URLs contain two signatures “<script>” and 
“</script>” which comprises four fragments: “<”, “>”, “/”, “script”. None of these 
fragments is enough to predicate an attack but assemblage of them is quite sure to 
alarm a XSS attack. Therefore, it is reasonable to conclude that an assemblage of two 
fragments with high occurring frequency in attack URLs is prone to malicious. Frag-
ment combination model mines such assemblages as many as possible and each as-
semblage is corresponding to a fragment-assembling rule. Under the condition that 
the fragment-assembling rule library is setup, an anomalous probability Pfragment is cal-
culated as the result of this model. The more fragment pairs match in the specified 
rule library, the more anomalous probability is approaching 1, i.e. the URL upon de-
tection is more assured to malicious.  

3.3   Length Distribution 

Benign attribute instances are either script-generated tokens or some printable characters 
inputted by harmless users, which are short strings of fixed-size or fluctuating in a rela-
tively small range. However, many malicious attribute instances containing attacking 
code exceed several hundreds bytes easily, which surpass normal range sharply. Length 

distribution model calculates the mean μ  and variance 2σ for the lengths of the sam-

ple attribute values. Then, Plength , the anomalous probability of a given attribute value, 
can be assessed through Chebyshev's inequality, as shown in Equation 2. 

)/)(1/(1 )( |)|  |(| 22 σμμμ −+=<=−>=− llplxp ,  Plength = 1 - p(l) (2) 

3.4   Character Distribution 

Character distributions of normal attribute value strings always obey some statistical 
rules. For example, attribute name mostly accepts alphanumeric codes as its value, 
while attribute age only accepts Arabic numerals. However, malicious strings are prone 
to deviating these rules. Kruegel et al. [1] provided a character distribution model focus-
ing on the repeated degree of ASCII characters. First, determine the times of occurrence 
for each character in the string. Second, divide the occurrence time of each character by 
the length of the string to generate occurrence probability. Then, sort the occurrence 
probabilities in descending order. At last, combine those probabilities by aggregating 
probability values into six segments and get a mean probability vector 
( 1μ , 2μ , 3μ , 4μ , 5μ , 6μ ). This model fails to pay attention to the character itself. For 

example, the string “Ann” and “../” have the same probability vectors. We provide an-
other method to categorize characters. All 256 ASCII characters are aggregated into six 
segments: capital letters, small letters, Arabic numerals, suspicious punctuations, ge-
neric punctuations and other characters. Therefore, a different probability vector can be 

determined. 2χ -test [2] is used to determine if the observed probability vector de-
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rived from the HTTP request upon detection differs significantly from the expected 
probability vector. Because of the difference in categorizing the characters, the charac-
ter distribution model provides two anomalous probabilities: Pcharacter1 and Pcharacter2. 

4   Evaluation 

As shown in Table 1, there are totally 57615 records in test set, among which 402 re-
cords are marked as anomalous and the total false positive rate is 0.698%. There are 
117 records in negative test set, 114 of which are detected. Attribute relationship 
model behaved very well in detecting form-tampering exploitations. Fragment com-
bination model detected most of XSS and SQL Injections. Length distribution model 
is sensitive to some attacks containing long strings. Character distribution is an all-
powerful model, especially in detecting buffer overflowing and Internet worms. 

Table 1. Results of detecting the records in the test set and negative test set 

Negative test set 
117 

Detection  
models 

Test 
set 

 
57615 

XSS 
 

15 

SQL 
Injection

15 

Buffer 
overflow 

10 

Form 
tamper

27 

Worm 
 

5 

Others 
 

45 
Attribution  
-integrity 
-validity 
-enumeration 
-interdependence 

 
41 
35 

112 
57 

 
0 
1 
1 
0 

 
0 
0 
0 
0 

 
0 
0 
0 
0 

 
2 
8 

18 
11 

 
0 
0 
0 
0 

 
0 
4 
3 
8 

Fragment  57 14 11 2 0 1 17 
Length  57 7 4 8 0 4 6 
Character  
- distribution 1 
- distribution 2 

 
57 
54 

 
5 
2 

 
8 
3 

 
9 

10 

 
4 
2 

 
5 
5 

 
9 
7 

Total detected 402 15 15 10 26 5 43 
False positive  0.698%       

Detection rate  100% 100% 100% 96.3% 100% 95.6% 
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Abstract. This paper introduces some widely used techniques related to nude 
image detection. By analyzing the merits and drawbacks of these techniques, a 
new nude image detection method is proposed. The proposed approach consists 
of two parts: the content-based approach, which aims to detect the nude image 
by analyzing whether it contains large mass of skin region, and the image-based 
approach, which extracts the color and spatial information of the image using 
the color histogram vector and color coherence vector, and makes classification 
based on the CHV and CCVs of the training samples. From the experimental 
results, our algorithm can achieve a classification accuracy of 85% with less 
than 10% false detection rate. 

1   Introduction 

With the rapid development of multimedia technology, images become popular on the 
internet as they are more intuitional and vivid compared to texts. However, among 
them, there are many nude images which may induce upset for users and do harm to 
the children. Therefore, an effective method to detect and filter the pornographic 
images on the world-wide web becomes necessary. 

In view of this, many researchers have proposed various methods to detect the 
pornographic images in recent years. For example, D.A. Forsyth and M.M. Fleck 
proposed an automatic system [1] to detect whether there are naked people present in 
an image. However, the object is recognized by their algorithm only if a suitable 
group can be built. Therefore, the identification of the object depends greatly on non-
geometrical cues (e.g. color) and on the interrelations between parts. Recently, Duan 
et al. [2] put forward a hierarchical method for nude image filtering. In their method, 
a skin color model is adopted to detect the skin region in the image and images with 
certain quantities of skin pixels are regarded as nude image candidates. Then the  
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SVM and the nearest neighbor methods are used to further verify whether the 
candidates are nude or benign. Experimental results show that 85% nude images 
could be filtered accurately. 

2   Details of the Proposed Algorithm 

By analyzing the merits and drawbacks of the traditional techniques, we proposed a 
new method to detect nude images, which makes use of both the content-based and 
image-based features and can be divided into the following three procedures: 

(1) Face detection color filtering texture analysis skin region analysis 
(2) Color histogram vectors extraction PCA SVM classification 
(3) Color coherence vectors extraction PCA SVM classification 

(1) is a content-based method, which aims to detect the nude images based on the 
distribution of the extracted skin region. Generally speaking, there are large bulks of 
skin region in the nude images and thus the distribution of the skin region could be a 
good measurement to differentiate suspicious nude images from benign ones. (2) and 
(3) are image-based methods, which detect the nude images by analyzing the 
fundamental color features, the color histogram vector (CHV) and the color 
coherence vector (CCV). These methods are based on the fact that the color 
distributions of the nude and benign images are different to some extent. The final 
decision is drawn by analyzing the classification results of all the three methods 
mentioned above. 

2.1   The Content-Based Approach 

The face detection algorithm proposed by Paul Viola and Michael Jones [3] is 
adopted for its efficiency and relatively high accuracy. The face detection process is 
performed first to detect such close-face images and mark them as non-nude. After 
the face detection, the skin pixel “candidates” are first detected by a color filtering 
process. From the experiments, it is observed that the color distribution between the 
skin pixels and background ones can be better differentiated in HSI color space than 
that in the RGB color space. And the proper color thresholds of the skin pixels can 
be set as H∈[0,1.6]  [5.6,2 ], I>100, 0.1<S<0.88 and R>240 empirically. In order 
to reduce the noise influence, a median filtering process is applied to smooth the 
result. 

It is known that the skin regions usually have a specific luminance texture. 
Analyzing the texture information could further differentiate the skin regions against 
the background ones. The Gabor filter [4] is employed to describe the texture of a 
certain image block. Then a training database is built, which contains a great number 
of skin and non-skin blocks and the Gaussian Mixture Models (GMM) method is 
employed to model the texture features of both the skin and non-skin blocks in the 
training database. Finally, a certain block is classified as a skin block if its texture 
features can better fit the skin model than the non-skin one, and vice versa. After 
color filtering and texture analysis, the skin region is extracted. The final decision of 
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the content-based approach is made by analyzing the total skin area percentage and 
the largest connected skin area percentage. 

2.2   The Image-Based Approach 

The histogram of the image indicates the color distribution of all the pixels. A color 
histogram H is a vector <h1, h2,…, hn>, where hj stands for the number of pixels 
whose color information is in the jth bucket. In our approach, each channel is evenly 
divided into 8 segments and there are 512 bins in total. Hence the color histogram 
vector is a vector of 512 dimensions. 

However, the color histograms lack of spatial information and images with very 
different appearances may have similar color histograms. To enhance the 
performance, we adopt another fundamental image feature, the color coherence 
vector, which takes both the color information and the spatial coherence of the color 
similar pixels into account and thus the CCV feature provides further differentiation 
than the feature using the color information only. Similar to the CHV calculation, 
each color channel is divided into 8 segments and the RGB color space is divided into 
512 bins accordingly. The color coherent vector is calculated by analyzing the 
coherent and incoherent regions of each color bin. The overall dimensions of the CCV 
equal to 512*2=1024. 

From the above analysis, the CHV and CCV are of a high dimension and contain 
much redundancy, which may lead to confusion for the classifier. Hence the Principle 
Component Analysis (PCA) is adopted to reduce the dimension of the feature vectors 
before input to SVM. From the experimental results, it is observed that the first 100 
components can express over 97% feature variations. 

3   Experimental Results 

In order to test the performance of our nude image detection algorithm, a database 
containing about 9,000 images collected from the internet is built. The total number of 
nude images is about 3,000 and the total number of non-nude images is 6,000 or so. 
Half of the non-nude images contain people with various clothing and postures and 
the other half contains animals, cars, building, scenery, etc. 

In order to select proper parameters for the Gabor filter and the Gaussian Mixture 
Model,  we have evaluated various settings of 3 kinds of scales, 5 kinds of rotations, 2  

      

Fig. 1. Original images, skin detection results by color filtering and texture analysis 
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kinds of block sizes and 4 kinds of number of mixtures. From the evaluation, the 
setting with 2 scales, 4 rotations and 16*16 image block of the Gabor filter and 3 
Gaussian mixtures is of the minimum error rate among all the settings investigated. 

Fig. 1 illustrates the importance of the texture analysis procedure in skin detection. 
For a scenery image, the second image in Fig. 1 shows the corresponding skin 
detection result by color filtering and it is observed that many pixels whose color 
information is similar to the skin color are classified as skin pixels. After texture 
analysis, such erroneous skin pixels are removed because their texture features are 
different from those of the skin region. In comparison, for an image containing large 
skin bulks, the right-most image in Fig.1 shows the skin detection result by the color 
filtering and texture analysis. From the figures, it can be observed that most of the 
“genuine” skin pixels detected by the color filtering process remain unchanged by the 
texture analysis. 

After the skin region is obtained, the percentage of the total skin area and the 
percentage of the largest skin bulk are analyzed to differentiate the nude images from 
the benign ones. An FAR of 0.1 (10%) and an FRR of 0.19 (19%) can be achieved by 
the content-based approach. 

For the image-based approaches, i.e., SVM classification based on the CHV and 
CCV, different size of the training database is selected and their classification 
accuracy is evaluated by the equal error rate (EER). EER refers to the error ratio when 
FAR equals to FRR. The experimental result shows that EER of 15.9% (for CHV) 
and 16.5% (for CCV) can be achieved when only 3% of all the samples in the 
database are used for training SVM, which shows good generalization of our 
approach. It should be noted that the training samples are randomly selected from the 
database and not included in the test set. 

With the classification results of all the three approaches, i.e. content-based 
approach, image-based approaches (SVM on CHV and SVM on CCV), the final 
classification result is derived by majority voting among all these three approaches. 
As a result, 85% nude images can be detected with less than 10% false detection 
rate. 

4   Conclusions 

In this paper, we proposed a nude image detection method which is composed of 
content-based and image-based classification approaches. In the content-based 
approach, color filtering and texture analysis is used to detect the skin region in the 
image. And the image is classified as a nude image if it contains large skin bulks. In 
the image-based approach, the color histogram and coherence vector are extracted to 
represent the color and spatial information of the image. Then SVM is employed to 
classify the images into two groups, nude and non-nude, based on the CHV and 
CCVs of the training samples. An accuracy of 85% can be achieved with less than 
10% false detection rate, which demonstrates our method can detect the nude images 
effectively. 
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Abstract. For natural and smooth movement of small scale fish robots, colli-
sion detection and direction changes are important. Typical obstacles are walls, 
rocks, water plants and other nearby robots for a group of small scale fish ro-
bots and submersibles that have been constructed in our lab. Two of 2-axes ac-
celeration sensors are employed to measure the three components of collision 
angles, collision magnitudes, and the angles of robot propulsion. These data are 
integrated using fuzzy logic to calculate the amount of propulsion direction 
changes. Because caudal fin provides the main propulsion for a fish robot, there 
is a periodic swinging noise at the head of a robot. This noise provides a ran-
dom acceleration effect on the measured acceleration data at the collision in-
stant. We propose an algorithm based on fuzzy logic which shows that the 
MEMS-type accelerometers are very effective to provide information for direc-
tion changes. 

1   Introduction 

A group of small scale fish robots and submersibles have been constructed in our lab. 
They have been tested for path design, collision avoidance, maneuverability, posture 
maintenance, and communication in a tank of 120  120  180 cm dimension. 
Depth control using strain gauges, acceleration sensors, illumination, and the control 
of motors for fins or screws are processed based on the MSP430F149 by TI. Also, 
stereo images by two cameras are processed by a controller card based on an i386EX 
processor. User commands, sensor data and images are transmitted by Bluetooth 
modules of class 1 between robots and a host notebook PC while fish robots are oper-
ated within 10 cm depth. An RF module using an operating frequency of about 
173MHz from Radiometrix is used when the depth is larger than 10 cm. They are 
operated in autonomous and manual modes in calm water. Manual operations are by 
remote control commands in various Bluetooth protocol ranges depending on antenna 
configurations.  
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Walls, rocks, water plants and other nearby robots are selected obstacles in the tank 
for experiments. Sonar sensors are not used to make the robot structure simple and 
compact. All circuits, sensors and processor cards are contained in a box of 9  7  
4 cm dimension except motors, fins/screws and external covers. Also, image process-
ing results captured by the camera lens at the head are used to avoid collisions. But 
the results are useful only when the obstacles are far enough for the images process-
ing calculation time to detect them. Otherwise, acceleration sensors are used to detect 
collision immediately after it happens.  

Two of 2-axes acceleration sensors ADXL202JE are employed to measure the three 
components of collision angles, collision magnitudes, and the angles of robot propul-
sion. These data are integrated to calculate the amount of propulsion direction change. 
Since the main propulsion for a fish robot is obtained by the caudal fin, which moves 
on both sides on the horizontal plane by a servo-motor, there is a continuous swinging 
action at both tips, head and tail, of the fish robot. This swinging movement results in 
a certain kind of an unwanted periodic acceleration signal. Acceleration data at the 
head of the fish robot are measured continuously at 200 Hz rate. Instantaneous values 
give the information such as collision, touches, or swinging of its body. The average 
values of a certain interval of time span represent the tilt of fish robot body.  

Proper direction changes of the propulsion are necessary to avoid successive colli-
sions once a collision is detected. The angle of collision incident upon an obstacle is 
the fundamental value to determine a direction change needed to design a following 
path. Since acceleration is measured in pursuit of finding the collision angle, distur-
bance from the caudal fin motor should be reduced. To do this, the angle of the caudal 
fin at the instant of the collision is calculated through a swinging model of the fin. 
Since a particular swinging frequency of the fin is about 4.2 Hz, while the sampling 
frequency of the acceleration data is 200 Hz, it may be assumed that the swing is 
sinusoidal with unknown delay with respect to the motor input signals. The time delay 
is calculated numerically so that the proposed algorithm produces acceleration data as 
close as possible for a set of experiments with the given angles of 45, 60, 75 and 90 
degrees. Finally, the optimal incident angle of a collision is obtained by compensating 
the measured acceleration data with the swinging disturbance at the instant of the 
collision. 

2   Components of a Fish Robot 

In this presentation, a fuzzy logic algorithm is proposed to estimate the incident colli-
sion angles using only two of 2-axes acceleration sensor chips when there is a consid-
erable amount of noise from the propulsion motors. Although a simple small scale 
fish robot is considered, there are many components necessary to do path design, 
collision avoidance, maneuverability control and posture maintenance. Two servo 
motors are used at the caudal fin: one for propulsion and the other for horizontal di-
rection control. Other two servo motors are used at pectoral fins; each one at a side for 
propulsion and vertical direction control. A strain gauge is used to measure water 
pressure for depth control. MEMS-type acceleration sensors are installed to measure 
force changes as well as the posture of the fish body. Illumination by two LED’s is for 
the camera images when additional light is necessary. Stereo images by two cameras 
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are processed by a controller card based on an i386EX processor. All signals other 
than images are processed based on the MSP430F149 by TI. Also, user commands, 
sensor data and images are transmitted between robots and a host notebook PC either 
by Bluetooth modules of class 1 or by an RF module depending on the operation 
depth.  

2.1   Microcontroller MSP430F149  

MSP430F149 is adopted for a microcontroller of the small scale structure with many 
components to be interfaced since it requires a single 3.3V source while two 16 bit 
timers, eight channels of 12 bit A/D converters, two USART ports are provided inter-
nally. Using these merits, the data from a pressure sensor and two acceleration sen-
sors, control signals to four motors are processed every 5ms. Also the sensor data can 
be transmitted to a host PC using communication modules

2.2   Acceleration Sensors  

One of the most important sensor data for satisfying maneuverability and control of a fish 
robot is about the posture of its body. The tilt data of three axes are necessary for the 
analysis of its body posture. Acceleration data are measured continuously at 200 Hz rate 
by the sensors located at the head of a fish robot. Two of 2-axes MEMS-type acceleration 
sensors ADXL202JE are used to measure the three components of force changes due to 
collision, touches, propulsion or disturbances applied on a fish robot’s body.  

The sensor is an 8-pin IC chip containing a MEMS type sensor inside, measuring 
acceleration in the range of ±2 G. Either digital or analog type output signals can be 
interfaced to read the data. The same 3.3 V single operating voltage as for MSP430 is 
applied to produce an output voltage of 0.0 V for –2 G, 3.3/2 V for 0 G, and 3.3 V for 
2 G. 

Instantaneous acceleration values give the force information on its body, and the 
average values of a certain interval of time span represent the tilt of the fish robot 
body. Since the collision of the fish robot while it is swimming forward is a major 
concern, the sensors are located at the tip of its head. The output values have rela-
tively small magnitudes since the system is operated in the water. Therefore precision 
instrumentation amplifiers such as MAX419x are necessary in practical circuit de-
signs. 

3   Collision Detection 

The most urgent problem in maneuverability and control of the fish robots is collision 
avoidance. At least, when collision is detected the propulsion direction should be 
changed properly so that swimming trajectory is modified and successive collision 
does not occur. Collision incident angle at the instant of collision is the key data upon 
which desired direction changes of the forward swimming can be designed. 

Forward propulsion is provided mainly by the caudal fin motor and partly by the 
pectoral fin vertical plane respectively for propulsion, there appear swinging distur-
bance movements on both planes. 
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Fig. 1. x and y-axis power spectral density of acceleration data from a fish robot 

Although fish robots swim in a three dimensional space freely and therefore colli-
sion occurs in the same space, the description of collision detection and the propul-
sion direction changes hereafter are restricted on the horizontal plane. The same ar-
gument can be applied on the vertical plane symmetrically. Since acceleration of the 
body is monitored to detect the collision and its angle against obstacles, disturbance 
effects from the caudal fin motor should be reduced.  

First, the coordinate system in the x-y plane of the fish robot trajectory is defined y-
axis as the heading direction and x-axis as the lateral direction. Figure 1 represents 
typical power spectral density of the x and y-axis acceleration data when the fish robot 
is moving forward using caudal and pectoral fins both in calm water without collision. 
A noticeable characteristic feature from the Figure 1 is the resonance frequency of 
about 4.2Hz and its harmonics. These harmonics are due to the caudal fin motor since 
only the horizontal disturbances are considered. Thus its effect is more apparent at x-
axis than at y-axis. But the acceleration changes due to collision are more vivid at y-
axis than at x-axis. Therefore it is not difficult to detect the collision occurrence by 
observing y-axis acceleration changes. 

4   Estimation of Collision Angles 

Acceleration measurement data are considered as noise of swinging action due to the 
caudal fin motor until a collision is detected. When a collision is detected, proper 
direction changes of the propulsion are necessary to avoid successive collisions and to 
modify its trajectory. The angle of a collision incident upon an obstacle is the funda-
mental value to determine a direction change needed to design a following path. The 
collision angles are symmetrical for y-axis; therefore, both of x and y-axis acceleration 
components should be used together to estimate collision angles. 

Fig. 2. Collision incident angles                  Fig. 3. Disturbance due to caudal fin 



 Collision Recognition and Direction Changes Using Fuzzy Logic 333 

 

As expected, x-axis acceleration component is much influenced by the swinging ac-
tion due to the caudal fin motor. This phenomenon is exemplified in the Figure 3. It 
shows such different faulty measured angles, as about -20°, 90°, and 110° respec-
tively, for the same incident angle of 45°. Since acceleration is measured to find the 
collision angle, disturbance from the caudal fin motor should be reduced as much as 
possible.  

At the beginning, to reject high frequency noise components, we assume the 20Hz 
low pass filtered data of the measured acceleration as the raw data. The basic ap-
proach is to obtain the oscillating components by passing the raw data through the 
fourth order Butterworth band pass filter of 3-5Hz. Then the time shift due to compu-
tation is optimized, that is, the mean squared errors of the compensated acceleration 
data are calculated. It is obvious to select the sampling time as the necessary time 
shift when the mean squared error is minimum.  

The overall configuration of the collision angles estimation system is represented 
as in Figure 4. A spectral subtraction method is used for common mode disturbance 
rejection. 

The raw data of acceleration, noise compensated acceleration data by the spectral 
subtraction method, and the input commands to the caudal fin motor are shown in 
Figure 5. Motor input signals are represented using “•”at +1 when it is to the right, 
and at -1 when it is to the left. The time period is 5 msec, which is the same for 
MSP430 processor. The motor shift commands are 24 sampling times which is 0.12 
sec for either way. This corresponds to the harmonics of about 4.2 Hz in Figure 1. 
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Fig. 4. Block diagram of collision angle estimation system 
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(a) x-axis                                            (b) y-axis  

Fig. 5. Comparison of raw and compensated acceleration signals 
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(a) x-axis                                            (b) y-axis  

Fig. 6. Comparison of raw and compensated acceleration signals in frequency domain 

Thirty experiments of the swimming forward and collision for each incident angle 
of 45°, 60°, 75°, 90°, 105°, 120°, and 135° were carried out for reference acceleration 
data. There are considerable disturbances from the caudal fin motor as described in 
Figure 5. Thus the measured acceleration data without compensation are quite dis-
persed. Measured values are overlapped for different values of angles. Therefore these 
references can not be used directly to estimate the incident angles. 

4.1   Application of Fuzzy Logic to Estimate Collision Angles 

Since the main propulsion for a fish robot is provided by the caudal fin which moves 
on both sides on the horizontal plane by a servo-motor, there is a continuous swinging 
action at both head and tail of the fish robot. This swinging movement as in Figure 3 
results in the dispersion of the measured acceleration data. We propose a collision 
angles estimation system of Figure 4 based on fuzzy logic algorithm. The reasons for 
the fuzzy logic are the vagueness of instantaneous noisy acceleration at the instant of 
collision, and nonlinear effect of waves on the movement of a fish robot. The fuzzy 
logic system is to improve the estimation of incident angles upon collision using the 
information of the maximum changes of the measured acceleration data ,x mA  and 

,y mA . Gaussian membership functions are used for input membership functions. 

2

2

( )

2( )
x c

F x e σ
−−

=  (1) 

The ith fuzzy rule for TSK inference is given as  

iR : IF 1x  is 1
iF  and … kx  is i

kF  …, Then 0 1 1 ...i i i i
K Kz c c x c x= + + +  (2) 

where kx  is fuzzy input, iz  is fuzzy output, and i
kF  is a fuzzy membership function.  

i = 1, 2,…, I,  k = 1, 2,…, K 
I : number of fuzzy rules,  
K : number of fuzzy inputs,  

ic : linear value of fuzzy output  

Fuzzy output is given by 
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Abstract. Signed Directed Graph (SDG) is a fault diagnosis method based on 
qualitative model and cause and effect analysis, first, it establishes the SDG of 
the systems and components, simplifies these SDGs corresponding to the fault 
patterns diagnosed, SDGs are described the many rules forms for shortening the 
calculating time, then expands the diagnosing rule with expert knowledge to 
construct the diagnosing rule bank of the system. Second, transforming the 
quantitative values of the system’s variables into qualitative values, the fault 
patterns can be primary diagnosed. And then the patterns that can not be 
distinguished are diagnosed by using Fuzzy knowledge to form a qualitative 
and quantitative model. The case studies show the improved method is valid. 

1   Introduction 

Signed Directed Graph (SDG) 1  is a very convenient tool to provide a visual 
description on the industrial system structure by using graph to show the cause and 
effect relation between system variables [1]. Applying the description system SDG-
based and causal analysis, it can identify the root cause by using the information 
saved on the SDG to search for the possible fault source of disturbance. In a SDG, the 
value of each node represents the qualitative state of a given process variable: normal 
(0), high (+) or low (-). Each arc represents the influence of a variable (cause node) on 
another variable (effect node). A direct relation (both nodes deviate in the same 
direction) is shown by (+) gain, the inverse by (-) and (0) shows no relation. In other 
words, in a SDG the gain ijG corresponding to the arc from node ix  and node jx is a 

qualitative indicator of the direct effect on jx due to a perturbation on ix . Considering 

the process mathematical model, generally rewritten in the following form: 

                                           ),...,,( 21 nii xxxfdtdx =                                       (1) 

A general expression for is given by: 

                                                )( ijij xxSignG ∂∂=                                              (2) 

                                                           
1  This paper is supported by the Teacher Fund of Doctor’s degree of North China Electric 

Power University (20041209). 
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Where Sign function is used to obtain qualitative value, the relationship between  
sign of ij xx ∂∂ is the state of the arc between ix and jx in the SDG model.  

A root node is any node in the SDG that has at least one consistent arc connecting 
it to an effect node and no consistent arc connecting it to a cause node. An arc is said 
to be consistent if Sign (cause)* Sign (arc)* Sign (effect)=(+). Consistent arcs are the 
unique paths that can propagate the fault information. 

In actual diagnosis process, each fault source will has large amount of according 
fault patterns, Even though someone shortens the diagnosis time by improving 
algorithm, the time requirements still can’t be satisfied in practical application. So we 
will introduce a method of transforming the SDG to a series of rules, which can 
greatly increase the diagnosis speed [1]. 

(1)  In order to conveniently examine if one arc is a consistent arc, we will adopt 
logic sign to describe, the “ P ” and “ m ” are defined as the logic function 
form of the arc sign “+”and “-”. The logic relation of SDG is shown in Table 
1. in addition, 0..ltA  ↔ A is lower than 0; 0..eqA ↔ A is equal to 0; 0..htA ↔ A is 
higher than 0  

(2) To select one root node, and delete the arcs that point the root node and the 
node that the root node cannot reach from SDG. 

(3) To delete the unmeasurable nodes and to form a graph that composed of 
measurable nodes according to the sign of arc.

(4) As for each measurable node “ in ”, the following rule need to added:
)](*)(*)[(* 21 ijii nkornkornkand

(5) As for positive feedback loop, the following rule need to added: 
)](*)(*)[(* 21 iBorBorBand

In which jk and iB are the input nodes of in , * is the logic function form )(+p or 

)(−m  from jk or iB  to in .

2   Fault Diagnosis Based on SDG Model 

The Thermal Exchange Equipment (TEE)[2] in industry process will be taken as an 
example to elaborate the reasoning rule and fault diagnosis of SDG in detail; Fig.1 is 
the corresponding SDG model of TEE. In the case, five fault patterns are taken into 
consideration, such as the blockage of in 1V ; the jam in 11F ; the increase in 1T ; the 

blockage of inV ; the jam in 011F ; they are marked as P1, P2, P3, P4 and P5 separately. 

Table 1. Logic Relation of SDG 

Types )( pABBA ⇔→
+

)(mABBA ⇔→
−

B   
A

T F T F F T

F T F F T F

F F T T F F
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In actual application, owing to the cause of technology and economy, some nodes 
in Fig.1 are unmeasurable, such as the node 1V , 11F and 011F , in addition, the 
node SL and SF are set point. According to the reasoning rules above, for example, the 
sub SDG corresponding to P1 is shown in Fig.2, the corresponding diagnosis rule is 
[Rule]. By the same way, we can get the diagnosis rule bank. 

[Rule]: )0..()0..()0..( 110 ltFandeqTandeqTIF )()( CCC FpTandmTTand   

)()()()]()[( 221 pVFandVmLandmLLandLmForLpFand CC  

)()( 0100 FpVandVmFand C )]()[()]()[( 01010101 pTTorTmFandTpTorpLTand   

The positive feedback loop between T and 01T : 

)]()[( 0101TmForpLTandIF    

THEN 1V is the possible fault source.   
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Fig. 1. SDG of TTE                                            Fig. 2. Sub SDG of P1 

By using the rules above, the five fault patterns are tested by the instant measurable 
samples. In Table 2, the case studies show the P3, P4, P5 is unique determined based 
on the examination of consistent arc. While the fault P1 and P2 can’t be distinguished, 
this is because they are same in qualitative characteristics, that is, SDG only applies 
qualitative knowledge in the process of establishment without considering other deep 
quantitative information.  

In order to effective distinguish some fault patterns that are same in qualitative 
characteristics but different in quantitative values, we should consider to combine the 
quantitative knowledge to Improve SDG (ISDG) diagnosis resolution, that is, to add 

Table 2. Cases Study 

Cases 01F                V    T           1F 2F CF L CL 0V 01T CT 1T 0T Results 

1                                                   0       0 P1 
2                                                   0       0 P2 
3      0      0            0      0           0                         0 P3 
4      0                                               0       0 P4 
5      0      0            0      0           0                    0       0 P5 
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the quantitative information replaces the arc sign in SDG with the Gain (rate of 
changing of influencing (cause node) and influenced variables (effect node)), and by 
using the fuzzy knowledge the fault sources are determined by calculating the 
membership grade of the patterns need be diagnosed to the given fault patterns [3][4]. 

(1) The construction and the scale of application of membership function.  
a. The membership function from the root fault node to the one directly 

connecting with it: 
If the arc sign is positive, then                     if the arc sign is negative, then 

  )(gμ
0

1
 

0

0

≤
>

g

g
                   (3)                      )(gμ

1

0
 

0

0

<
≥

g

g
                     (4) 

b. The membership function between other nodes is shown as following: 
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=
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≥
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a

a

a

a

                            (5) 

In which *g is the Gain in given fault pattern, g is the Gain of corresponding 
nodes in fault pattern need to be diagnosed, and assumed the relative 

Gain ** )( ggga −=  

It should be mentioned that the framework of the membership function is 
determined by the accuracy of quantitative information and non-linear process of 
system, in the ISDG, the used quantitative knowledge is the influence from cause 
node to effect node through different propagate route, so it muse be a tree structure. 

(2) As a example of P1 and P2 in Fig.1, the corresponding fault simulating 
parameters of “P1”and“P2”, are shown in Table 3 (the normal value is 100%). 

By following the procedures mentioned above, for example, as for the P1, the 
gains are calculated between arcs are the following, such 
as 0FL ΔΔ 1.0, CFV ΔΔ 0 1.43 and so on. The sign of arc in sub SDG corresponding 

to the P1 are replaced by its gains, and then the ISDG1 is shown in Fig.3, in the same 
way, the corresponding ISDG2 of P2 is shown in Fig.4. 

(3) According to Largest membership grade model of Fuzzy mathematics, the 
formula of calculating the membership grade of fault pattern need be diagnosed to 
every given fault pattern is following:

Table 3. Fault simulating parameters 

Simulating Parameters 0F L CL 1V 1F CF 0V P

P1Fault 
patterns P2
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                                      )](,),(),(min[ 21 ijiii ggg μμμμ =                                 (6) 

In which i ),,2,1( ni = is given fault pattern, j is the arc of given fault pattern, 

ijg is the Gain of corresponding arc j in i fault pattern. 

To calculate iμ , and select the fault type i corresponding to the largest iμ as the 
diagnosis result. For example, as for the ISDG1, the formula of calculating the 
membership grade of P1 to every given fault pattern is following:

),(),(),(),(min[ 100 CC LVLLFLF ΔΔΔΔΔΔΔ= μμμμμ  

)](),(),(),( 00011 VPFVFFVF CC ΔΔΔΔΔΔΔΔ μμμμ  

In the same way, the formula of calculating the membership grade of P2 to every 
given fault pattern can be acquired. 
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Fig. 3. ISDG1 of P1              Fig. 4. ISDG2 of P2 

Table 4. The membership grade 

Simulating Parameters P1     P2 

P 1 Fault 
patterns 

P2 

1.00    0.62 

0.56    1.00 

In Table.4, it can be seen that the membership grade of these two faults need to 
diagnosed to the given faults that are the same with them is largest, whose value is 
1.0. However, to other given faults is smaller. So the P1 and P2 can be effective 
distinguished, which shows the ISDG is successful. 

Contrasting the diagnosis result with [2], the ISDG model has better resolution. 

3   Conclusions 

(1)  Fault diagnosis method based SDG rules can shorten greatly the time consumption, 
and it has good completeness, fine resolution and detailed explanation. 

(2) The patterns that can not be distinguished are diagnosed by using Fuzzy 
knowledge to form a qualitative and quantitative model. 
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Abstract. In this paper, we present a new real-time visual servoing unit for 
laparoscopic surgery. This unit can automatically control a laparoscope 
manipulator through visual tracking of the laparoscopic surgical tool. For the 
tracking, we present a two-stage adaptive CONDENSATION (conditional 
density propagation) algorithm to detect the accurate position of the surgical tool 
tip from a surgical image sequence in real-time. This algorithm can be adaptable 
to abrupt changes of illumination. The experimental results show that the 
proposed visual tracking algorithm is highly robust. 

1   Introduction 

Laparoscopic surgery is minimally invasive surgery (MIS), a new kind of surgery which 
is becoming increasingly common. In this method, the surgical operation is performed 
with the help of a laparoscope and several long, thin, rigid instruments through small 
incisions [1]. In recent years, laparoscope manipulators that involve the use of a camera 
assistant, for example, AESOP, are being used more widely in laparoscopic surgery. It is 
a bothersome task, however, for the surgeon to control the laparoscope manipulator 
manually or with his voice. Because the most important purpose of the laparoscope 
manipulator is aiming at surgical site with laparoscope, there has been some research on 
automatic control of laparoscope. To control the laparoscope automatically, the 
controller must have position information of the tool tip in surgery. Among the methods 
that obtain the tool tip position in surgery, the visual tracking is an efficient one. The 
previous methods [2]-[5] cannot avoid the loss of information because the methods use a 
threshold method in recognizing the tracking target feature. In addition, the methods 
have no adaptability to changes in the illumination of the surgical environment, so it is 
risky to apply them to real laparoscopic surgery.  

In this paper, we present a new visual tracking algorithm, two-stage adaptive 
CONDENSATION based on the CONDENSATION algorithm [6]-[10]. The two-stage 
adaptive CONDENSATION algorithm possesses two advantages: one is adaptability to 
illumination change and the other is the ability of real-time visual tracking.  

2   Visual Tracking Algorithm 

We suggest a new visual tracking algorithm, two-stage adaptive CONDENSATION. 
The new algorithm based on the two-stage verification process in the perception of the 
tracking target and on the CONDENSATION algorithm has adaptability to the 
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illumination change. In addition, it has high reliability for visual tracking because of the 
evaluation of color and shape features of the tracking target.  

2.1   CONDENSATION Algorithm 

The CONDENSATION algorithm is a sampling based algorithm. It uses stochastic 
propagation of conditional density, which is a probability distribution function 
constructed by weights of sampling positions in an image. There are three types of 
probability distribution functions in the algorithm: One is the prior state density, which 
has information about the tracking target position at a prior phase; Another is the 
posterior state density, which has information about the position at the posterior phase; 
And, the other is the process state density which couples the prior state and the posterior 
state. We take the sampling positions of the tracking target for state x and take the color 
feature of the surgical tool for observation z of CONDENSATION for the purpose of a 
simpler structure and faster speed in computation.  

2.2   Adaptive Color Model  

The adaptive color model [11] modified CONDENSATION algorithm has adaptability 
to the illumination change. As the model cannot be adaptable to the abrupt illumination 
change, we cannot use the adaptive color model directly for our case. This means that 
there are some difficulties in the case of abrupt changes of illumination. Therefore, we 
present a new adaptive color model for the CONDENSATION algorithm. The new 
model can be adaptable to the abrupt changes of illumination and the gradual changes 
of illumination. The model is based on a method in which the color features of the 
tracking target are updated at each time step. There are two color features updated in the 
model. One is the color feature of the prior time step and the other is the predefined 
color feature of the normal state and the abnormal state, as can be seen in table 1.  

Table 1. Color Feature of the  Surgical Tool 

 Environment Normal Abnormal 

Median 0.9822 0.1592 
Hue 

Std. 0.0137 0.0137 

Median 0.4471 0.1843 

Rod  
part 

Value 
Std. 0.1589 0.0170 

Median 0.9822 0.1250 
Hue 

Std. 0.0137 0.0225 

Median 0.8627 0.3686 

Tip 
part 

R 
Std. 0.0226 0.0213 
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2.3   Two-Stage Adaptive CONDENSATION  

Although the adaptive color model is adaptable to illumination change, it has a 
tendency to fail in tracking when the tracking target is hidden by obstacles whose color 
feature is similar to that of the tracking target. In the medical field, safety is of utmost 
importance. As the overlapping of surgical tools has often happened in laparoscopic 
surgery, the visual tracking algorithm cannot detect the visual target. Therefore, we 
suggest a new visual tracking algorithm, a two-stage adaptive CONDENSATION 
algorithm, which inherits the advantages of the CONDENSATION and the adaptive 
color model. Moreover, this algorithm has a robust tracking ability compared with the 
conventional visual tracking algorithm in several possible surgical situations. The 
CONDENSATION algorithm with the modified adaptive color model is applied to the 
each part of laparoscopic surgical tool. Therefore, the new algorithm performs a 
two-stage verification in perception of the tracking target. It is important that the new 
algorithm performs not only the verification procedure of the CONDENSATION 
algorithm at each stage but also the strict verification procedure at the second stage by 
using the results of the first stage. In the first stage, we apply the CONDENSATION 
modified by the new adaptive color model to the rod part. Then, we can select the 
highly weighted sampling positions, as can be seen in (1). This is same procedure of the 
select phase in the CONDENSATION algorithm.  
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where i is the weighting factor of i-th selected position and s1x

’(i)

 and s1y

’(i)

 are i-th  
sampling x and y directional position at the first stage. 

By using WLSF (weighted least square fitting), we can obtain a line that is the 
center line of the surgical tool such as 

bxabaxyxy +== ),:()(  (3) 

We can also calculate the width of the surgical tool by using distances between the 
center line and the selected positions, as can be seen in (4).  
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Finally, we can identify the left most position among the selected positions as the left 
end position of the rod part.  
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Fig. 1. Schematic diagram of the first stage 

In the second stage, we apply the other modified CONDENSATION algorithm to 
the tip part using the results of the first stage. We can consider a rectangle one side of 
which is the width of the rod part and the other side of which is an undefined length. We 
set the length of the rectangle as a third of distance between the leftmost position of the 
rod part and intersection point of the center line and the image boundary because the 
size of the rectangle made of that length is large enough for the tool’s tip. Then, we can 
obtain four vertexes of the rectangle, as can be seen (6).  

22 ))0(()0(
3

1
 length yx pyp −+−×=  (6) 

The optimal distribution of the sampling positions for the second stage tracker is 
normal distribution along the center line and a perpendicular line of the center line, 
because the center point of the tip part is located most frequently in the center of the 
rectangle. It is a bothersome task and a time consuming procedure, therefore, we adapt 
the master element method to compensate for the computational time. The master 
element method is a linear transform method commonly used in FEM (finite element 
method). Using this method, we can create sampling positions in the master element 
along the normal distribution once for the whole image sequence at the initial time. 
Then, we can transform the positions in the master element to the inside of a rectangle 
in the image at each time step. The schematic diagram of the method is shown in Fig. 2.  

Therefore, we don’t need to calculate all the sampling positions but just calculate 
four edge positions of the rectangle in the image at each time step. The shape functions, 
which construct the master element, are shown in (7).  
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where shape_funci has value 1 at the point of i-th node and value 0 at the point of other 
nodes in the master element. Those nodes are four vertexes in the master element. The 
linear transform is performed by (8).  
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where (Rx, Ry) is a random position along normal distribution in the master element that 
is composed of four nodes (1,1), (-1,1), (-1,-1), (1,-1). Once the sampling positions for 
the second stage are determined, we can calculate the weights of the positions and 
select highly weighted positions. Then, we can know the left most position of the 
selected positions as the end position of the tip part.  
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where (Tx, Ty) is the end position. The procedure of the second stage is explained in Fig. 3.  
Fig. 4 shows the whole procedure of the two-stage adaptive CONDENSATION 

algorithm. First, we sample random positions in an input image to identify the rod part 
for the first stage. Then, we sample other random positions transformed from the 
master element in the restricted region to identify the tip part for the second stage. 
Finally, we can get the end position of the tip part in the laparoscopic image.  

 

Fig. 2. Schematic diagram of linear transform 

 

Fig. 3. Schematic diagram of the second stage 

 

Fig. 4. Two stage adaptive CONDENSATION 



 Visual Tracking Algorithm for Laparoscopic Robot Surgery 349 

 

3   Experimental Result 

3.1   Adaptability to Illumination Change  

We tested the tracker that includes the two-stage adaptive CONDENSATION 
algorithm for illumination change from the normal state to the abnormal state. From the 
images of Fig. 5 show the good tracking ability of the tracker in the abnormal state. 
Therefore, we can say that the tracker that includes the two-stage adaptive 
CONDENSATION algorithm is adaptable of the abrupt illumination change.  

 

 

 

Fig. 5. Image sequence of illumination adaptability 

3.2   Intersection and Change of Surgical Tools  

We tested the visual tracker in two surgical situations, intersection and change of the 
surgical tools, which frequently happen in real laparoscopic surgery. Fig. 6 shows the 
result of the performance of the visual tracker under the condition of an overlapping of 
the surgical tools. In Fig. 6, the black spots on the rod part of the surgical tool are the 
sampling positions for the first stage of the algorithm and the rectangle can be generated 
by the information of the width and the center line. The rectangle is the sampling region 
for the second stage, and the cross mark represents the end position of the surgical tool 
identified by the tracker. The visual tracker takes the left tool as the tracking target when 
the tip part of the left surgical tool is located in the rectangle. However, the tracker does 
not track the left tool once the left tool is out of the rectangle. This is the reason that the 
rectangle is constructed by the first stage’s result of the tracker for the right tool. 
Although the tracking target is overlapped by the left surgical forceps, the tracker can 
detect the end position of the surgical tool. Fig. 7 shows the result of a tool change. We 
change the left surgical tool from a pair of grasping forceps to a pair of scissors. We set a 
surgical situation in which a surgeon grips the grasping forceps with the right hand and 
he or she exchanges the grasping forceps for the laparoscopic scissors. Therefore, the 
tracking target changes from the grasping forceps to the scissors for the tracker. There 
are three rectangles in Fig. 7, the largest one represents the safety zone and the other 



350 M.-S. Kim, J.-S. Heo, and J.-J. Lee 

 

rectangles represent the sampling region for each stage of the visual tracker. The 
sampling rectangle for the rod part simply represents the limit of the sampling positions 
and the sampling rectangle for the tip part is made up of the results of the first stage. The 
line is the center line of the surgical tool in Fig. 7.  

 

Fig. 6. Image sequence of overlapping of tools 

 

Fig. 7. Image sequence of tool change 

When the tracking target disappears in the surgical image, the tracker samples the 
positions in the right half of the whole image. From those images, we can see that the 
rectangle for the tip part disappears because that the tracker recognizes that there is no 
surgical tool and then set the width of the surgical tool as zero. After the visual tracker 
percepts a new tracking target (scissors), the tracker can detect the new tracking target 
continuously. From the experimental results, we can know that the tracker using the 
two-stage adaptive CONDENSATION algorithm is robust to the varied surgical 
situations and can detect the end position of surgical tools very well.  
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4   Summary 

In this paper, we present a new visual tracking algorithm, the two-stage adaptive 
CONDENSATION algorithm, which has real-time and robust tracking ability. Also, 
we can find the optimal color for feature of the laparoscopic surgical tool for the new 
algorithm. The tracker, which includes the new algorithm, is adaptable to abrupt and 
gradual illumination changes and robust to the varied surgical situations (change and 
overlapping of laparoscopic surgical tools). Finally, we can say that our newly 
developed real-time visual tracker, which includes the two-stage adaptive 
CONDENSATION, has sufficient performance to be a real time visual servoing system 
for laparoscopic surgery.  
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Abstract. Our work is within the framework of studying a sound analysis sys-
tem in a telemedicine project. The task of this system is to detect situations of 
distress in a patient’s room basing on sound analysis. In this paper we present 
our studies on the constructions of a speech/non-speech discriminator and of a 
speech/scream-groan discriminator. The first discriminator’s task is to distin-
guish speech signal from non speech signal in a room such as sounds of broken 
glass, door shutting, chair falling, water in toilette, etc. The second one’s task is 
to detect sounds of scream-groan from speech signal. Results show that these 
discriminators are applicable to our sound analysis system. 

1   Introduction 

The system on which we work is developed for the surveillance of elderly, convales-
cent persons or pregnant women [1]. Its main goal is to detect serious accidents such 
as falls or faintness at any place in the apartment. Firstly most people do not like to  
be supervised by a (or some) camera all the day while the presence of microphone can 
be  acceptable.  Secondly  the supervision field of a microphone is larger that that of a  

 

Fig. 1. Sound analysis system. The middle diamond is the speech/non-speech discriminator. 
The left one is the classifier of sounds of everyday life. The right one is the speech/scream-
groan discriminator. 
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camera. Thirdly, sound processing is much less time consuming than image  
processing, hence a real time processing solution can be easier to develop. Thus, the 
originality of our approach consists in replacing the video camera by a system of 
multichannel sound acquisition. The system analyzes in real time the sound environ-
ment of the apartment and detects the abnormal sounds (falls of objects or patient, 
scream, groan), that could indicate a distress situation in the habitat. This sound 
analysis system is illustrated in Fig. 1. 

Previous works [1] (within this project) already studied two problems of this sys-
tem which are sound acquisition (the oval in Fig. 1) and sound classification (the left 
diamond in Fig. 1). Then this paper presents our studies concerning speech/non-
speech discriminator (the middle diamond) and speech/scream-groan discriminator 
(the right diamond). 

This paper is presented as follows. Sect. 2 concerns the problems of a speech/non-
speech discriminator. In Sect. 3 we show evaluations on speech/scream-groan dis-
crimination. The conclusion is in Sect. 4. 

2   Speech/Non-speech Discriminator 

Speech/non-speech discrimination has been researched for a long time and widely 
applied in many multimedia applications, such as automatic speech recognition, 
speech/music discrimination, audio classification and segmentation, broadcasting 
transaction. In our works, we restrict ourselves to the problem of distinguishing sig-
nals of speech from sounds coming from non speech sources in a room, such as chairs 
dragged on floor, falls of chairs, typing keyboard, toggle switch, clank of glasses and 
cups, broken glasses, shutting/opening door, water in toilet-room, and telephone. For 
convenience, these non speech sounds are referred to as “sound” in the following 
paragraphs. Because the discrimination algorithm is intended to be implemented in a 
compact real-time system, its constraints are time consume and size of model. 

2.1   Corpus  

The corpus for this evaluation consists of speech signals and sounds of everyday life; 
they are sampled at 16 kHz and quantized at 16 bit [2]. Categories of this corpus were 
mentioned in paragraphs of introduction. Speech signals (in French) are 2352 seconds 
extracted from the BREF80 corpus [3]. The total duration of sounds of everyday life 
is 2325 seconds. From those clean corpora, we created noisy signals whose signal-
noise ratio (SNR) varies from 0 to 40dB (additive and convolutive). At last, we have 
287 minutes of sound and 283 minutes of speech. 

2.2   Feature Set 

A set of features is the first problem of a discriminator (the other is the classification 
model presented in 2.4). In [4] a set of bandwidth, energy and pitch was used for 
speech/music discrimination. We can also find more feature in larger sets, such as 
spectral rolloff, spectral centroid, spectral flux, zero-crossing rate (ZCR) [5], [6], Mel 
frequency cepstral coefficients (MFCC) [6], [9], [11], linear spectral pairs (LSP) [7], 
[10], perceptual linear predictive (PLP) [8], [11], band energy ratio (BER) [12]. There 



354 C.P. Nguyen, T.N.Y. Pham, and C. Eric 

are some uses of derivatives of feature [6], [8], [9], [10]. Among many features that 
can be found in the literature, we have chosen those that give different values for 
signals of speech and signals of sounds in a room. The set of features intended to be 
used in our evaluations consists of: 

− zero crossing rate, 
− energy, 
− maximal spectral peak frequency, 
− spectral centroid, 
− spectral rolloff, 
− band energy ratio, 
− bandwidth, 
− Mel frequency cepstral coefficients, 
− linear spectral pairs, 
− perceptual linear predictive. 

These features are extracted from 16-millisecond segments. Some parameters of them 
(such as percentage of rolloff, order of MFCC, etc.) are selected basing on the Fisher 
discriminant ratio (FDR). A feature is considered as more discriminative than another 
one if its FDR value is higher. A primary set of 54 features (representing a 16-ms 
segment) is established from them. Such a high-dimensional vector is very time con-
suming for training and estimating models of classification. Besides, it could make 
the trained model become very complicated. And a model with a high-dimensional 
input needs a very large training corpus. Therefore we try to reduce the size of feature 
space for computational purposes by applying the Principal Component Analysis 
(PCA) method. By choosing a threshold of 90% of the total variability, we get the 
new 16-dimensional vector mapped (basing on the first principal component) from the 
original space of 54 features. The selection of the threshold 90% is based on the total 
variability curve. From now on (in Sect. 2.3 and Sect. 2.4), each 16-ms segment is 
represented by a 16-dimensional vector. 

2.3   Classification Models 

After having selected the most discriminant features, in order to find the best way to 
combine them into our discrimination system, we evaluate different classification 
models. In the literature, many experiments with many classification models have 
been performed. We can find Quadratic Gaussian Classifier (QGC) [7], k–Nearest 
Neighbour (kNN) [5], [7], [10], Gaussian Mixture Model (GMM) [5], [6], [8], [12], 
Artificial Neural Network (ANN) [11], Decision Tree (DT) [5], Support Vector Ma-
chine (SVM) [11] and Fuzzy Inference System (FIS) [13]. GMM seems to be the 
most widely used model. 

In the method described in [13], using of a hierarchical fuzzy tree, no training is 
needed and the classification can be performed very quickly. For the input of the FIS 
system, appropriate features are extracted using a simple nearest neighbour classifier 
and a sequential forward selection method. The membership functions are chosen 
using Gaussian membership functions. But authors said by themselves that the use of 
a neural network to train parameters to obtain better classification could be done. 
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A kNN classifier determines the category of a sample by calculating the distances 
from the sample to the k nearest points in a multidimensional space. It is simple and it 
does not need any training process, however, this method is very time consuming 
because it has to calculate the distances between the test point and every points of the 
training space. On the other hand, this training space itself is also the model of kNN, 
making the model become a very big size one. For these reasons we do not estimate 
kNN model in further experiments.  

Parameter(s) of a classification model probably affect(s) its operation, so we have 
to find those that give the most effective classification. In our evaluation, perform-
ances of different types of each classification model are tested (using 10-fold cross 
validation) to find the most suitable parameters (the optimal configuration) for each 
model. These evaluations are carried out based on the corpus that was used on the 
evaluations on discriminative features. 

Selected parameters of classification models are summed up in Table 1. QGC is 
not listed here because it has no parameter. We do not evaluate FIS using the grid 
partitioning because for a FIS with 16 inputs, each with (for instance) two member-
ship functions, the grid partitioning leads to 65536 (= 2^16) rules, which is too large 
for a practical training. These six selected models are used in the period of discrimi-
nating the whole corpus, except the polynomial SVM (this case will be explained later 
in Sect. 2.4). 

Table 1. Parameters of classification models for speech/non-speech discrimination 

Model Parameter(s) 
GMM 65 Gaussians 
SVM Polynomial kernel of degree 2 
DT Twoing criterion 
FIS Scattering partition 

ANN 
45 tan-sigmoid hidden neurons, quasi Newton training algo-
rithm 

2.4   Selection of Model 

In order to evaluate models we carry out two evaluations: on 16-ms segments and on 
1-second segments. The final purpose is to find a model that can discriminate 1-s 
segments. This duration is selected because we see that such a length is short enough 
for a segment of speech or non-speech signal. 

At first, signals of corpus are segmented into 16-ms segments. These segments are 
arranged randomly for a 10-fold cross validation. When selected models (in Table 1) 
are estimated with the new corpus, the polynomial SVM showed a not very high per-
formance: its discrimination precision is below 50%. This can be because of the new 
size of the training corpus. Therefore we take another configuration, a Gaussian SVM. 
Details of performances of this SVM and the four other models (QGC, GMM, ANN 
and DT) are presented in Table 2. It lists results of discrimination of 16-ms segments 
of different SNR. The discrimination ratio is defined as the number of correctly dis-
criminated segments divided by the number of tested segments. The false alarm (FA) 
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ratio is calculated by dividing the number of false alarm (defined to occur when a 
non-speech segment is discriminated as a speech one) by the number of non-speech 
segments. The missed detection (MD) ratio is calculated by dividing the number of 
missed detection (defined to occur when a speech segment is not detected) by the 
number of speech segments. 

Table 2. Performances of discrimination on 16-ms segments. c = convolutive; FA = false alarm 
ratio; MD = missed detection ratio; TC = time consume for discriminating a 16-ms segment; 
Size = size of model. 

Classification model Performance 
QGC GMM ANN SVM DT FIS 

Clean 88.19 97.29 97.38 94.64 94.69 93.42 
40dB 80.56 95.74 96.60 92.57 91.56 80.94 
30dB 80.75 92.94 93.86 87.42 87.88 80.68 
20dB 70.59 89.03 90.89 82.78 82.36 75.76 
10dB 81.63 79.27 83.88 76.31 75.11 73.20 
0dB 73.08 71.26 78.51 70.72 70.85 73.19 
-40dB, c 74.44 97.43 96.97 94.23 93.04 90.17 D
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Total 78.12 89.51 91.53 86.33 85.59 80.82 
FA (%) 40.45 12.35 4.90 13.73 15.76 25.15 
MD (%) 3,97 8.81 13.35 13.62 13.18 13.26 
TC (ms) 0.17 0.43 0.057 22.17 0.39 0.41 
Size (kB) 5 359 115 2756 6743 10 

Here we can see that in most case (except QGC) the precision decreases when the 
SNR decreases. But as regards convolutively noised signals, SNR is not an effective 
factor. QGC has the lowest MD but on the other hand its FA is highest, i.e. nearly 
most of signals are classified as of one class. It can be supposed that this problem is 
too nonlinear for QGC. Among the five remaining models, ANN has the best per-
formances (the highest discrimination ratios, the least time consuming, the smallest 
size, the lowest FA and an acceptable MD), and it is selected to be applied to our 
speech/non-speech discriminator. 

An one-second segment is determined a speech one if the number of detected 
speech 16-ms segments (which varies from 1 to 62 segments) exceeds a certain 
threshold. It is clear that when this value increases, FA increases and MD decreases, 
and vice versa. The optimal number would be the intersection between the received 
operating curve (ROC) and the diagonal (connecting (0, 0) to (100, 100)) because in 
that case we get a compromise between getting the lowest possible FA and the lowest 
possible MD. 

The above results are extracted from evaluations on separate signals, which were re-
corded in soundproof studios. In the next phase of estimation, we apply those trained 
models to real signals. These signals are recorded in a normal room (non soundproof), 
hence they are audio sequences composed of different sounds (speech and sounds in a 
room environment, such as of typing keyboard, shutting window, dragging chair, etc) 
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and naturally mixed. Besides, the distance between audio sources and micros is not 
fixed. Their total duration is 230 seconds. Applying to this corpus, the ANN-based 
speech/non-speech discriminator has an FA of 3.70% and an MD of 3.41%. 

2.5   Feature Reduction 

This system is intended to run in real time so we tried to improve its discriminating 
speed by reducing the size of the feature set. PCA is a well known method for reduc-
ing the dimensionality. It extracts a low-dimensional (16) vector from the original 
high-dimensional (54) vector. Therefore we still have to extract the original feature 
set which consists of ten features in our problem. In order to reduce vector extraction 
time, we try to reduce the number of features. The sixteen largest coefficients of the 
first principal component correspond to coefficients of MFCC, PLP and BER. It 
means that they contribute the largest proportions to the total variability, and so we 
hoped that we can use these three features instead of the ten features mentioned in 
Sect. 2.2 as elements of a new feature set. MFCC of 16 coefficients, PLP of 12 and 
BER of 4 constitute a 32-dimensional vector. Once again, applying PCA and choos-
ing a threshold of 90% of the total variability, this vector can be mapped to a 14-
dimensional space. The selection of the threshold is based on examining the total 
variability curve of the 32-dimensional space. 

Once again, ANN is chosen as classification model of the reduced-feature dis-
criminator. Experiments showed that the performances of the 3-features discriminator 
are not far different from those of the 10-features discriminator, specifically the new 
false alarm is 3.75% and the new missed detection is 3.86%. It is also noted that these 
results are obtained with a network of 35 hidden neurons (instead of 45). 

This discriminator does not function well when we keep on rejecting feature. It is 
reasonable because the three largest coefficients of the first principal component are 
three coefficients of MFCC, PLP and BER respectively. In short, we choose MFCC, 
PLP and BER for our ANN-based discriminator. 

3   Speech/Scream-Groan Discriminator 

In our opinion, when the patient falls into a situation of distress, he may cry, scream, 
groan, cough or gasp. In other words those types of sound are probably an indication 
of such a case. From now on for convenience they are referred to as scream-groan 
sound. Then when a scream-groan sound is detected, the system has to give alarm. 
This section presents the module which can detect scream-groan sound from speech 
signal. In other words this is a speech/scream-groan discriminator. The need of distin-
guishing scream-groan from speech is discussed in Sect. 3.2. This discriminator is 
intended to be implemented in a compact real-time, so its constraints are time con-
sume and size of model. 

3.1   Corpus  

Building a corpus of scream-groan signals which represent situations of distress is 
rather difficult. Recording this type of signal in hospital is nearly impossible due to 
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the violation of privacy. Recording them in a studio is feasible, but situations of dis-
tress are hard to be simulated by speakers, making a not true corpus. For these rea-
sons, we collected scream-groan signals from DVD films. The DVD format is se-
lected because of its high audio quality. These signals come from people who are in 
indoor dangerous situations (threatened to be killed, about to die, in pain and ache). 
These people are actors so they are professional in simulating these circumstances and 
hence the collected signals are expected to be true. From 40 DVD films, we collect a 
corpus of 114 seconds. It consists of 63 signals of groan, 13 signals of cough and 21 
signals of gasp. 

3.2   Non-speech, Speech and Scream-Groan  

From Fig. 1, a question arises: according to the speech/non-speech discriminator in 
this system, scream-groan belongs to which class, speech or non-speech? If scream-
groan belongs to non-speech class then the problem of speech/scream-groan discrimi-
nation becomes nonsense. In order to examine the class of scream, we applied the 
speech/non-speech discriminator to a corpus of 114 seconds of scream-groan, 151 
seconds of speech [3] and 253 seconds of everyday life sounds [2]. From those clean 
corpora, we created noisy signals whose signal-noise ratio (SNR) varies from 10 to 
40dB. They were segmented into segments of 1 second and then fed to the discrimina-
tor presented in Sect. 2.5. Our experiments showed that 96.2 % of signals of scream 
and groan belong to the class of speech and that justifies the need of a second dis-
criminator. 

3.3   Feature Set and Classification Model 

There are some works on cry/scream detection; most of them are based on detecting 
impulsive sound. For instance, [14] detects the baby cry by detecting “a fairy loud 
sound followed by a relative quiet as the infant inhales”, and [15] detects audio level. 
In our opinion, until now there is arguably no works on speech/scream-groan dis-
crimination. 

Like the discriminator in Sect. 2, this discriminator also has two problems: a fea-
ture set and a classification model. The set of features intended to be used in our 
evaluations consists of: 

− zero crossing rate, 
− pitch, 
− spectral centroid, 
− spectral rolloff, 
− peak of power spectrum, 
− bandwidth. 

This set is empirically selected. These features are extracted from 16-millisecond 
segments. In other words, each 16-ms segment is represented by a 16-dimensional 
vector. 

In order to find the most appropriate classification model for the discriminator, we 
examine GMM, ANN, DT and SVM. Performances of the four models (and the most 
appropriate parameter(s) of each model) tested by a 10-fold cross validation are pre-



 Toward a Sound Analysis System for Telemedicine 359 

sented in Table 3. The false alarm (FA) ratio is calculated by dividing the number of 
false alarm (defined to occur when a speech segment is discriminated as a scream-
groan one) by the number of scream-groan segments. The missed detection (MD) 
ratio is calculated by dividing the number of missed detection (defined to occur when 
a scream-groan segment is not detected) by the number of speech segments. 

Table 3. Performances of models on speech/scream-groan discrimination of 16-ms segments 

Performance Model, parameter(s) 
MD (%) FA (%) TC (ms) 

GMM, 96 Gaussians 10.61 15.87 0.21 
DT, deviance 9.87 11.87 0.02 
SVM, Gaussian kernel 19.02 8.10 30.60 
ANN, 15 hidden log sigmoid neurons, 1 linear 
output, Levenberg-Marquardt training function 

9.68 12.84 0.008 

SVM has the lowest FA but its MD is the highest, and those make it unavailable 
for our purpose. Among the four models, DT and ANN have the best performances. 
ANN is the least time consume but DT has more balanced MD and FA. Our purpose 
is to discriminate class of one-second segments because we see that such a length is 
short enough for a segment of speech or scream-groan signal. An one-second segment 
is determined a scream-groan one if the number of detected groan 16-ms segments 
(which varies from 1 to 62 segments) exceeds a certain threshold. Using ROCs once 
again, we choose a threshold of 41 for both DT and ANN. Values of FA and MD of 
the two models are presented in Table 4. There is no considerable difference between 
MD of DT and that of ANN. In the other hand, FA of DT is less than a half of that of 
ANN. Though ANN has a superiority of time consume (see Table 3), but 0.02 ms, 
that value of DT, is an acceptably small one. In short, we selected the decision tree for 
our speech/scream-groan discriminator. This discriminator can obtain an FA of 0.43% 
and an MD of 1.24%. 

Table 4. Performance on 1-s segments of the speech/scream-groan discriminator 

Performance  
MD (%) FA (%) 

DT 1.24 0.43 
ANN 1.15 1.10 

In an endeavour of reducing the size of feature set, we use PCA once more. Ex-
periments show that pitch, peak of power spectrum and spectral rolloff explain 92% 
of sum of the total variability. So we presume that this trio plays the most important 
roles in discriminating speech and scream-groan. Once again, a 10-fold cross valida-
tion on the new feature vector is applied in order to evaluate the four models. The 
most satisfactory results are 12.87% and 17.50% (MD and FA respectively) and be-
long to a Gaussian kernel SVM. They are much worse that those of DT using the 
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original feature set. In this case, when the dimension of a feature set is not high (6 in 
this case), the effect of PCA is not evident. Besides worse performance on discrimina-
tion, time consume of this SVM is rather high (24.55 ms). These results make us 
maintain the original feature set. 

4   Conclusion 

We have presented in this paper a speech/non-speech discriminator and a 
speech/scream-groan discriminator. They are parts of a sound analysis system within 
the framework of a habitat telemonitoring system. This system’s task is to detect 
automatically situations of distress in a patient’s room. The first discriminator utilises 
a set of three features and a neuron network. It can achieve an FA of 3.75% and an 
MD of 3.86%.  The second one is based on a set of six features and a decision tree. 
It’s FA and MD is 0.43 and 1.24 respectively. Evaluations are simulated on a PC 
Windows 2000 2.4 GHz 1G RAM. We think that the combination of the two dis-
criminators can be useful in other audio applications, such as audio information re-
trieval or a preprocessing module in speech recognition. In the future these two dis-
criminators will be integrated into the sound analysis system. This integration is in-
tended to be an ontology-based system. An audio ontology can be built and in this 
ontology, audio objects can be described by feature sets of the two discriminators.  
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Abstract. Bayesian networks and undirected graphical models are often
used to cope with uncertainty for complex systems with a large number of
variables. They can be applied to discover causal relationships and asso-
ciations between variables. In this paper, we present heuristic algorithms
for structural learning of undirected graphical models from observed
data. These algorithms are applied to traditional Chinese medicine.

1 Introduction

Graphical models such as undirected graphs, directed acyclic graphs (DAG)
and Bayesian networks have been applied widely to many fields, such as data
mining, pattern recognition, artificial intelligence and causal discovery [1,2,3,5,6].
Graphical models can be used to cope with uncertainty for a large system with
a great number of variables. Structural learning of graphical models from data
is NP hard in the number of variables. There are two main kinds of structural
learning methods. One is constraint-based learning and the other is score-based
learning. Both of them have drawbacks: the former needs a large size of observed
data that is not practical in many applications, and the latter needs to search a
huge number of models.

In this paper, we discuss structural learning of graphical models and ap-
plication of graphical models to traditional Chinese medicine. We propose an
approach in which constraint-based and score-based methods are combined to-
gether. In many applications, the graphical model may be sparse, that is, each
variable associates directly with a few of other variables. For example, for a
particular application, domain experts may know that each variable associates
directly with at most k variables. In such cases, structural learning of graphical
models can be simplified by constraining the maximum number k of neighbors
for each variable. On the other hand, if the sampling size is small, the maxi-
mum number of neighbors must be constrained to an appropriate number such
that statistical inference is efficient. For a given maximum number of neighbors,
heuristic algorithms are described in this paper for structural learning of undi-
rected graphical models. With a few of modifications, the algorithms can also
be used for directed graphical models.

In Section 2, we give notation and definitions of graphical models. In Section
3, two heuristic algorithms for structural learning of undirected graphical models
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are described. Their applications in traditional Chinese medicine are illustrated
in section 4.

2 Notation and Definitions

A graph is a pair G = (V,E) where V is a finite set of nodes (also called vertices )
and E is a subset V ×V of ordered pairs of distinct nodes, called the set of edges.
An edge is directed pointing from i to j if < i, j >∈ E. A directed edge is also
called a arrows. If < i, j >∈ E and < j, i >∈ E, an edge between nodes i and
j is undirected, denoted by (i, j) and depicted by a line in the graph. A graph
is undirected if it contains only undirected edges. In this paper, we concentrate
only on undirected graphs. In an undirected graph, the neighbor set of a node i
is defined as a set of nodes that have one edge connecting i in G, noted by Ni.

Let X = (X1, . . . , Xp) be a p-dimensional vector of random variables. Each
variable Xi in X is depicted by a node i in G. An undirected graphical model
is then a family of probability distributions PG which has the Markov property
over the undirected graph G [4], that is, variables Xi and Xj are conditionally
independent given other variables (denoted by Xi ⊥ Xj | XV \{i,j}) if (i, j) /∈ E.
This property is called the pairwise Markov property.

For constructing an undirected graph from data, we use the mutual infor-
mation to measure independence between variables. The mutual information for
independence between X and Y is defined as

I(X,Y ) =
∫

f(x, y) log
f(x, y)
f(x)f(y)

dxdy.

It equals 0 if and only if X and Y are independent. The conditional mutual
information for independence between X and Y given Z is defined as

I(X,Y |Z) =
∫

f(x, y, z) log
f(x, y|z)

f(x|z)f(y|z)dxdydz,

which equals 0 if and only if X and Y are independent conditional on Z. Since
I(X,Y |Z) = I(X,Y ∪ Z)− I(X,Z), the conditional mutual information can be
calculated from the mutual information. Now we list some properties to be used
in algorithms that we present in Section 3.

Properties.

1. If X ⊥ Y |Z, then I(X,Z) ≥ I(X,Y ),
2. If X ⊥ Y |Z, then I(X,Z) = I(X,Y ∪ Z),
3. Xi ⊥ XV \(Ni∪{i})|XNi, and
4. I(Xi, XNi) = maxY ⊆V I(Xi, Y ).

3 Algorithms for Model Learning

The following algorithms are constructed on the basis of the property 4, which
implies that the neighbor set of a variable has the largest mutual information.
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Thus for a given variable Xi, its neighbor set can be found by searching for a
variable set Z which maximizes the information I(Xi, Z) for Z ⊆ V . In fact, the
maximum number of neighbors may be set to a constant k by domain experts.
To prevent from overfitting a model, we use Akaike Information Criterion (AIC)
as a score to penalize complex graphical models and to prune the variable set:

AIC(Ni = Z) = −2
n∑

j=1

log f(x1j , · · · , xpj ; θ̂) + 2N

= (−2
n∑

j=1

log f(xij ; θ̂1|x2j , · · · , x(i−1)j , x(i+1)j , · · · , xpj) + 2N1)

+ (−2
n∑

j=1

log f(x1j , · · · , x(i−1)j , x(i+1)j , · · · , xpj ; θ̂2) + 2N2)

= (−2
n∑

j=1

log f(xij ; θ̂1|zj) + 2N1)

+ (−2
n∑

j=1

log f(x1j , · · · , x(i−1)j , x(i+1)j , · · · , xpj ; θ̂2) + 2N2)

= S(Xi, Z) + T (XV \{i})

where xij and zj are the jth observations of Xi and Z respectively; θ̂, θ̂1 and θ̂2
are the MLEs of parameters from likelihood functions

∏n
j=1 f(x1j , · · · , xpj ; θ),∏n

j=1 f(xij ; θ1|zj) and
∏n

j=1 f(x1j , · · · , x(i−1)j , x(i+1)j , · · · , xpj ; θ2) respectively;
and N = |θ|, N1 = |θ1| and N2 = |θ2| are the number of parameters in these
functions respectively. Since T (XV \{i}) is constant, for selecting the neighbor
set Z of a given Xi, we can use S(Xi, Z) in stead of AIC(Ni = Z) as the score
for comparing different neighbor sets.

Below we describe two algorithms for constructing an undirected graph with
minimizing the AIC score.

Information-Based Global Optimization (IBGO) : For each x ∈ V , re-
peat the following steps:
Step 1. Let Zx = {Z ⊆ V \{x} , |Z| ≤ k}, and calculate the Score S(x, Z) ,

for all Z ∈ Zx ;
Step 2. Find the set Zx ∈ Zx to minimize S(x, Z) for all Z ∈ Zx;
Step 3. Define Zx as the final neighbor set of x, Nx.
This algorithm is time consuming. For a graphical model with n variables
and a given maximum number k of neighbors, n × Ck

n scans are required.
So it is recommended only for small n and k. In situations where n or k is
large, the following algorithm is more efficient.

Information-Based Local Optimization (IBLO) : Instead of searching all
subsets of V \{x} , IBLO develops a stepwise way to find the neighbor set
of x. Let N (t)(x) denote the neighbor set of x in the t th iteration. For each
x ∈ V , the following two steps are iterated with an initial value N (0)(x) = ∅:
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Step 1. Find z∗ ∈ V \ ({x} ∪ N (t)(x)) to minimize the Score S(x, {z} ∪
N (t)(x)) for z ∈ V \ ({x} ∪N (t)(x));

Step 2. If S(x, {z∗}∪N (t)(x)) ≤ S(x,N (t)(x)), set N (t+1) = N (t)(x)∪{z∗};
Otherwise, stop and define N (t)(x) as the final neighbor set of x, Nx.

Bootstrap method is applied to our algorithms to assess the robust of every
edges in a graphical model. Resampling the observed data set and then repeat-
ing one of the above algorithms, we can get a set of graphs, and count the
appearances of each edge. Choosing a threshold, we can delete unstable edges.

The undirected graph obtained from the above algorithms can be treated as
the moral graph of a directed graph. Starting with this moral graph, we can
orient directions of edges using the decomposing method proposed in [2].

4 Applications to Traditional Chinese Medicine

In this section, we show two applications of graphical models to traditional
Chinese medicine. One is for diagnosis of apoplexy patients, and the other is for
prescription of herb materials.

Example 1. 303 apoplexy patients were recorded in three hospitals for two
years. For each patient, detailed information of 150 variables is recorded in
the documents, including basic personal backgrounds (sex, age, etc.), symptoms
(paralysis, anaesthesia, temperature, blood pressure, etc.) and electronic imag-
ing records (CT, MRI, etc.). We selected 45 of them for our analysis, as shown
in Table 1.

Table 1. Variables involved in the analysis

NO. variable name NO. variable name NO. variable name NO. variable name
1 sex 13 ra-hypoal 25 dysphagia 37 sphygmus-3
2 CI 14 rl-hypoal 26 vomiting 38 smoking
3 TIA 15 la-hypoal 27 vertigo 39 drinking
4 DM 16 ll-hypoal 28 aphasia 40 time
5 IHD 17 r-dystaxia 29 dysarthria 41 type
6 HL 18 l-dystaxia 30 headache 42 type-course
7 Rap 19 coma 31 dizziness 43 brain-L
8 Rlp 20 pupil 32 insomnia 44 brain-R
9 Lap 21 staring 33 hypertension 45 brain-B
10 Llp 22 psychosis 34 fever
11 Rp 23 hemianopia 35 sphygmus-1
12 Lp 24 water-d 36 sphygmus-2

Using the algorithm IBLO with 50 resamplings and 0.8 as the threshold, we
get the undirected graph shown in Figure 1. This graph depicts relationships
among these variables. Most of the relationships match doctors’ experiences and
knowledge. For example, the pattern M1 (M2) describes the relationship among
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Fig. 1. The graphical model for symptoms of apoplexy

the apoplexy symptoms of left-side (right-side) body; the pattern M3 connects
the medical history with the impediments in swallowing, sleeping and talking
very well; the connections of sex, smoking, drinking and sphygmus are catched
by the pattern M4.

Fig. 2. The graphical model for Chinese medicinal herbs
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In this way, for a disease that doctors have few of experiences and knowledge,
relationships between backgrounds and symptoms and those between various
symptoms may be found by constructing a graphical model from clinical observed
data.

Example 2. From books about historic prescriptions of Chinese medicine, we
collected 554 prescriptions for apoplexy patients. Hundreds of medicinal herbs
appear in those prescriptions. We chose 40 herbs that are the most important.
Applying the algorithm IBLO with 100 resamplings and the threshold 0.6, we
obtain the graph shown in Figure 2. From the graph, we can see which herbs are
frequently used together.
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Abstract. Determining the causal structure of a domain is frequently
a key task in the area of Data Mining and Knowledge Discovery. This
paper introduces ensemble learning into linear causal model discovery,
then examines several algorithms based on different ensemble strategies
including Bagging, Adaboost and GASEN. Experimental results show
that (1) Ensemble discovery algorithm can achieve an improved result
compared with individual causal discovery algorithm in terms of accu-
racy; (2) Among all examined ensemble discovery algorithms, BWV algo-
rithm which uses a simple Bagging strategy works excellently compared
to other more sophisticated ensemble strategies; (3) Ensemble method
can also improve the stability of parameter estimation. In addition, En-
semble discovery algorithm is amenable to parallel and distributed pro-
cessing, which is important for data mining in large data sets.

1 Introduction

A class of limited Graphical Model, usually referred as Linear Causal Models,
is widely used in social sciences [1]. In this kind of models, effect variables are
strictly linear functions of exogenous variables. Although this is a significant
limitation, its adoption allows for a comparatively easy environment in which to
develop causal discovery algorithms [2]:

In 1996, Wallace et al. successfully introduced the Minimum Message Length
(MML) criterion [3] into the discovery of Linear Causal Models. After that,
a series of work has been done in the reliability and the efficiency issues of
the MML-based causal discovery algorithm [4, 5, 6]. To further enhance the
accuracy of causal discovery, this paper introduces Ensemble learning into causal
discovery, and three ensemble strategies are considered for the task of discovering
linear causal models, and both discovery accuracy and efficiency are compared
to evaluate which method is with the best performance.

The rest of this paper is organized as follows. In Section 2 we briefly in-
troduce MML-based discovery algorithm for linear causal models. In Section 3
we describe four different ensemble algorithms for causal discovery. In Section 5
experimental results of different causal discovery algorithms are compared and
analyzed. Finally, we conclude this paper in Section 6.
� Corresponding Author.
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2 MML Learning of Linear Causal Models

Linear Causal Model is a Directed Graphical Model in which every variable in-
volved is a continuous variable. Informally speaking, it consists two parts: Struc-
ture, which qualitatively describes the relation among different variables; and
Parameters, which quantitatively describe the relation.

The Structure of a Linear Causal Model is a directed acyclic graph (DAG)
in which each node represents a variable, and a directed edge from Vi to Vj

represents that Vi is a parent of Vj . The local relationship between each variable
Vi and its parents is captured by a linear function (1):

Vi =
Ki∑
k=1

αk × Pak(Vi) +Ri (1)

Where Ki is the number of parents for node Vi, {α1, . . . , αKi} are path co-
efficients, and Ri is the Gaussian noise, i.e. Ri ∼ N(0, σ2

i ). The set of local
Parameter θi for a node Vi with parents is then {σ2

i , α1, . . . , αKi}. On the other
hand, for a node Vi without any parent, we assume it as a random sample from
a Gaussian distribution, Vi ∼ N(μi, σ

2
i ), where μi is the expect value of node

Vi, so the local Parameter at node Vi is {μi, σ
2
i }.

Generally speaking, the task of Linear Causal Model discovery is: to induce
the graph structured knowledge which best summarizes the given training data.

2.1 MML-Based Structure Discovery

For the structure discovery of Linear Causal Models, there are two key issues in
MML-based method: Measuring the MML cost of models and Searching through
the space of all possible models.

According to the MML criterion [3], the total message length can be approx-
imated using formula (2):

L = L(S) + L(ΘS) + L(D|S,ΘS)

= L(S) +
n∑

i=1

(L(θi) + L(Di|θi)) (2)

Where n is the number of nodes, θi is the local parameters at node Vi, and Di is
the data set confined to node Vi. L(S) is the encoding length of model structure,
while L(θi) is the encoding length for the local parameters at variable Vi, and
L(Di|θi) is the encoding length for the data set confined to variable Vi assuming
the model. The detailed encoding scheme can be found in [6].

As for the searching, previous works [7] showed that the Message Length
based Greedy Search (MLGS) algorithm converges much faster than some more
sophisticated search methods while still keeps the accuracy of discovered results:
Starting from a seeding graph or a null graph, the MLGS algorithm runs through
each pair of nodes attempting to add an edge if there is none or to delete or to
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reverse it if there already is one. Such adding, deleting or reversing is done
only if such change results in a decrease of the total message length. If the new
structure is better, it is kept and then another change will be attempted. This
process continues until no better structure can be found within a given number
of search steps, or the whole structure space has been exploited.

2.2 MML-Based Parameter Estimation

Given a linear causal model structure, its parameters can also be estimated by
the Minimum Message Length (MML) based method [2, 6]. For a node with-
out parents, by minimizing the total encoding length, its parameters can be
estimated by equations (3):

μi =
∑T

t=1 vit

T
(3a)

σ2
i =

∑T
t=1(vit − μi)2

T − 1
(3b)

Where T is the sample size, vit is the value of variable Vi in the t-th instance.
For a node with K parents, the MML estimations of {α0, . . . , αK} are the same
as the estimates by least squares estimation, and the estimation for σ2

i is

σ2
i =

∑T
t=1(vit −

∑
k αkPa

S
i kt)

2

T −K
(4)

3 Ensemble Structure Discovery

Ensemble learning is a machine learning paradigm where several individual learn-
ing algorithms are trained for the same task, then results of these single algo-
rithms are integrated to get a final result. As for the ensemble structure discovery
of linear causal models, there are three key issues needed to be dealt with:

Base Learner is an individual learning process and the building block of en-
semble learning algorithm. Normally, it needs to be computationally efficient
while learning accuracy may be not so perfect.

Ensemble Strategy is the most important issue in ensemble learning. It de-
cides how to generate data sets from the original data set, how to carry out
individual learning using base learner, and how to get the weights which will
be used later.

Integration The result from individual learning process is usually a set of indi-
vidual models, together with weights of each model. Integration will decide
how to use these individual models and their corresponding weights to pro-
duce a final model.

In this section, we considered structure discovery algorithms based on differ-
ent ensemble strategies including Bagging, GASEN and Adaboost respectively.
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3.1 The Base Learner

The Base Learner is the building block of ensemble learning. As for the discovery
of Linear Causal Model, we use the MML-CI II discovery system which is based
on the MLGS algorithm [5, 6]. Although MML-CI II has no mechanism to avoid
the local minimum, it can converge very fast to a quite favorite result.

3.2 Three Ensemble Strategies

Bagging. Bagging (Bootstrap Aggregating) is proposed by Breiman [8]. It em-
ploys bootstrap sampling [9] to generate several training sets from the original
data set, and then induce an individual model from each generated training set,
finally these models are integrated to produce the final result.

Based on different seeding methods for base learners, we examine two ensem-
ble causal discovery algorithms using Bagging.

BWV. For a given original data set D, we generate e data sets with the same
sample size as of the data set D, here e is the ensemble size. Then, MML-
CI II is applied to each data set. In BWV, each base learner starts with a
null graph.

BXWV. This algorithm is similar to the BWV, except that in BWV all the
base learners start with null graphs, here in BXWV, each base learner will
be started with a seeding graph. The algorithm processes as follows: firstly,
the bootstrap sampling is applied to the original data set D, and get e data
sets {D1, D2, · · · , De} all with the same sample size as D. then, from each
data set Di, we use MML-CI II to induce one graph Si as a seeding graph,
and then for each sub data set Di, the base learner will start from every
seeding graph Si, and totally BXWV will generate e× e individual models.

The weights of individual models calculated from BWV and BXWV are
calculated from the message length using a min-max normalization followed by
a normalization, as shown in

ω0
t =

Max−Min

L(Mt)−Min+ 1

ωt = ω0
t /

∑
ω0

t (5)

Where Max and Min are the maximum and minimum message length of these
individual models, respectively, and L(Mt) is the message length of the model
Mt. Here ωt is the normalized weight for the individual model Mt.

GASEN. GASEN (Genetic Algorithm based Selective ENsemble), is a ensem-
ble strategy based on the recognition that ensemble an appropriate subset of
individual models may be superior to ensemble all the individual models in
some cases, and in addition, the weights are not based on message lengths, but
generated from a genetic algorithm.
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As described in Zhou et al. [10], the problem of finding out the appropriate
subset of individual models can be transformed to an optimization problem
where genetic algorithm can be utilized. After inducing a number of individual
models, GASEN assigns a random weight to each of the individual models. Then
these weights are evolved so that they can characterize the goodness of the
individual models in joining the ensemble. In each generation of the evolution, the
weights are normalized so that they can be compared with the pre-set threshold
λ, here a simple normalization scheme is used, as shown in (6).

ωt = ω0
t /

N∑
t=1

ω0
t (6)

Where ωt represents the normalized weight, and ω0
t represents the evolved

weights of the individual models. Finally GASEN selects these models with
weight higher than a pre-set threshold λ to produce a finally model.

In order to evaluate the goodness of different weight vectors , a validation
data set DV bootstrap sampled from the original data set D is used. Let ω be
a weight vector, M(ω) be the model combined using the weight vector ω, and
LDV

M be the encoding message length of the model M(ω) and the data set DV .
Then LDV

M can be used to express the goodness of ω.

Adaboost. Adaboost (Adaptive boosting) is proposed by Freund and Schapire
[11]. It sequentially generates a series of individual models, where the training
instances what are weakly described by the previous model will play more im-
portant role in the learning of later models, finally all these individual models
are combined in which the weights are determined by the Adaboost algorithm
itself.

Considering that a Linear Casual Model (and all Graphical Models) can rep-
resent a joint probabilistic distribution on the domain, causal discovery can be
formulated as the problem of Density Estimation. Many algorithms are avail-
able for estimating these densities from training data set. Recently, some work
has introduced an Adaboost approach to density estimation [12]. In our exper-
iments Adaboost is used to sequentially discover a set of Linear Causal Models
from the original data set. The training distribution is updated using the meth-
ods adopted in [12]. Finally, those individual models are integrated using the
weights determined by the Adaboost algorithm.

3.3 Integration

Integration is the last step for all ensemble causal discovery algorithms. It uses
the set of models induced by individual learners together with their correspond-
ing weights to get a final linear causal model. In our experiments, this is carried
out as follows: first, for each pair of nodes i and j, we compare the weights of
edge i → j, i ← j and no edge between i and j, if the weight of i → j is the
highest, then there will be an edge i → j between i and j, or if the weight of
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i ← j is the highest, then there will be an edge i ← j between i and j, or else
if the weight of no edge has the highest weight, there will be no edge between
i and j. Then, check the structure of the model, if there is cycle in the model,
then remove the edge with the minimal weight within the cycle, until the struc-
ture is a valid DAG. Finally, the parameters of the Linear Causal Model can be
obtained by an MML-based approach [6].

Algorithm 1 Integration Algorithm
Input: models Ms, weights ωs, node number n
Output: a final model M

M.struct ⇐ nullgraph
for i = 1 to n do

for j = i + 1 to n do
ωi→j ⇐ ∑

(i→j)∈Mt
ωt

ωi←j ⇐ ∑
(i←j)∈Mt

ωt

ωno edge(i,j) ⇐ ∑
(no edge)∈Mt

ωt

M.struct+ = the edge with maximum weight
end for

end for
while M.struct has cycle do

remove the edge with minimum weight in a cycle
end while
M.Θ ⇐ param estimate(M.struct,D)

4 Ensemble Parameter Estimation

After the structure to be discovered, the parameters of this model can also be
estimated using ensemble methods. Three issues involved can be designed like
this:

Base Learner. the MML estimation algorithms [6] is selected as the base
learner for ensemble parameter estimation.

Ensemble Strategy. When the original training data set contains no missing
values, we adopt the Bagging to generate an ensemble. Given an ensemble
size e and a training data set D consisting of T instances, the algorithm
generates e − 1 bootstraps samples with each being created by uniformly
sampling T instances from D with replacement, then it learns one set of pa-
rameters from each bootstrap sample, another set of parameters is estimated
from the original training data set. Therefore, if given the graphical model
structure and the original data set D, we can finally get e different sets of
parameter estimation.

Integration. For a linear causal model, let e be the ensemble size, and let
μ̂i

t, α̂k
t, σ̂i

t be some estimation of involved coefficients and variation from
the t-th base learner, the final estimation of these parameters are the average
of the e estimates:
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μi =
∑e

t=1 μ̂i
t

e
(7a)

αk =
∑e

t=1 α̂k
t

e
(7b)

σi =
∑e

t=1 σ̂i
t

e
(7c)

5 Empirical Results and Analysis

In this section, we report the empirical results of discovering linear causal models
using different algorithms. Intuitively, if a causal discovery algorithm is working
perfectly, it should reproduce exactly the model used to generate the data. In
practice, sampling errors will result in deviations from the original model, but
algorithm which can reproduce a model structure similar to the original structure
should be considered to be better than those do not.

Seven benchmark data sets in related literature [2, 5, 6] were used in this
experiment, and they are: Fiji, Evans, Blau, Rodgers, Case9, Case10 and Case12.

5.1 Discovery Algorithms

For structure discovery of linear causal model, one single algorithm (MML-
CI II [5, 6]) and four ensemble discovery algorithms (BWV, BXWV, GASEN
and Adaboost) were compared.

The experiment was done in Matlab with Bayes-Net Toolbox [13]. The ensem-
ble sizes selected for ensemble algorithms are all set to 20. The genetic algorithm
employed by GASEN is realized with the GAOT toolbox developed by Houck
et al. [14]. The validation set used by GASEN is the original data set, and the
preset threshold λ is set to 0.05, which is the reciprocal of the ensemble size.

For the ensemble parameter learning, we assume the model structure as
known, and use MML estimation and its ensemble version to estimate the local
parameters of each model, then compare these two parameter estimation meth-
ods in terms of the average error: AE = 1

|E|
∑

k∈E |αk − α̂k|, where |E| is the
number of edges, while αk and α̂k are the known and estimated path coefficient
of the k-th edge, respectively. It is clear that the less the average error, the better
the estimated result.

5.2 Result Analysis

For each structure discovery algorithm, we perform 10 runs on each data set
and then record the most frequently appeared result by each algorithm, and for
each parameter estimation algorithm, the average results from 10 runs by each
algorithm are recorded.

For the structure discovery, out of seven data sets, there are four data sets
(Fiji, Case9, Case10 and Case12 ) for which all the above five algorithms con-
verged on same results, and especially for the late three data sets, every algorithm
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can find the original model. So here we focus our report on the results on four
data sets, that is, Fiji, Evans, Blau and Rodgers.

Table 1 gives the number of incorrect edges for the results by different al-
gorithms. The Number of Incorrect Edges is decomposed into a triple-tuple:
[m, a, r], in which m is the number of missing edges, a is the number of added
edges, r is the number of reversed edges.

Table 2 gives the the encoding length for each result. Table 3 gives the av-
erage running time of different algorithms on seven data sets. The time given
is averaged from 10 runs. Here the time is measured in seconds. Table 4 gives
the results for parameter estimation from the ensemble method and the original
MML estimation.

Table 1. Performance Comparison of Algorithms

Alg Fiji Evans Blau Rodgers
MML-CI II [2,0,1] [2,1,3] [0,1,2] [2,1,2]
BWV [2,0,1] [1,0,2] [0,0,1] [0,0,0]
BXWV [2,0,1] [2,1,3] [0,0,1] [0,0,0]
GASEN [2,0,1] [1,0,2] [0,0,1] [0,0,0]
Adaboost [2,0,1] [2,1,3] [0,1,2] [2,1,2]

Table 2. Encoding Length Comparison of Results

Alg Fiji Evans Blau Rodgers
MML-CI II 5488.977 5472.475 7357.062 9362.275
BWV 5488.977 5472.421 7353.185 9352.063
BXWV 5488.977 5472.475 7353.185 9352.063
GASEN 5488.977 5472.421 7353.185 9352.063
Adaboost 5488.977 5472.475 7357.062 9362.275

Table 3. Time cost comparison of Algorithms

Alg MML-CI II BWV BXWV GASEN Adaboost
Fiji 0.094 1.843 44.236 23.141 1.922
Evans 0.172 4.594 69.877 37.156 5.057
Blau 0.360 7.781 93.910 88.062 8.427
Rodgers 0.782 17.406 209.632 153.438 19.395
Case9 1.390 26.189 330.713 214.255 24.733
Case10 1.657 38.391 751.227 429.015 36.110
Case12 2.750 61.466 1007.719 694.779 63.219

From these results, we can see that,

1. In terms of learning accuracy, all these ensemble algorithms are better than
or at least equal to the base learner — MML-CI II, and BWV and GASEN
achieved the most accurate results among all the compared algorithms.
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Table 4. Parameter Estimation: Average Errors

Model by MML by Ensemble MML
Fiji 0.025 0.021
Evans 0.026 0.024
Blau 0.022 0.016
Case9 0.016 0.015

2. BWV and GASEN got the same results for each data sets, and Adaboost
got the same results as MML-CI II. BXWV is similar to BWV and GASEN
except for data set Evans.

3. In terms of time efficiency, BWV and Adaboost are faster than the other
two ensemble algorithms.

4. For parameter learning, ensemble method can improve the results of MML
estimation methods.

Moreover, from the comparison of BWV and BXWV, we can see that seeding
graph does not improve the results. In addition, the comparison of BWV and
GASEN indicates that the weight calculated from MML can achieve the same
result as the weight calculated from the optimal algorithm GASEN. However, if
considering computation cost, BWV is more efficient than GASEN.

It is interesting to note that although Adaboost is usually better than Bag-
ging for classification problems, it has no advantage over Bagging for causal
discovery, at least for those generated data sets. After a close examination of the
weight generated from Adaboost, we find that the weight of the first individual
model overwhelms the weights of the other models, this is because the first in-
dividual model can usually approximate the unknown density very closely, and
the further steps of Adaboost will only slightly update the approximation and
keep a tiny weight.

6 Conclusion

Achieving highest accuracy is always one of the essential goal of almost all the re-
search done in the area of machine learning. In this paper, we examined different
ensemble approaches that aims to improve the learning accuracy of linear causal
models. Four structure discovery algorithms based on different ensemble strate-
gies including Bagging, GASEN and Adaboost are considered, and one ensemble
parameter estimation is described, our experimental results reveals that:

1. Among all the examined structure discovery algorithms, BWV is the best
choice if considering both accuracy and the time complexity.

2. For parameter estimation, ensemble method can also improve the results of
MML estimation.

In addition, ensemble algorithms are also amenable to parallel processing,
which is an important characteristics for data mining in large data sets.
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Abstract. The formula for scaling how much information in relations
on the finite universe is proposed, which is called the entropy of relation
R and denoted by H(R). Based on the concept of H(R), the entropy of
predicates and the information of propositions are measured. We can use
these measures to evaluate predicates and choose the most appropriate
predicate for some given cartesian set. At last, H(R) is used to induce
decision tree. The experiment show that the new induction algorithm
denoted by IDIR do better than ID3 on the aspects of nodes and test
time.

1 Introduction

As we all know, relation is an important and basic concept in a lot of aspects
including knowledge expression. For two given sets, we often deal with the re-
lations between them. After the relations are given, it should be said that we
acquire some information of the connection between them. But how much infor-
mation have we got? How to compare the information of two relations on the
same cartesian set by the way of quantity? Furthermore, through the view of
probability and entropy, we can scale the information of the proposition with
one variable[2]. But when the proposition have two or more variable, how shall
we scale the information of it? For providing tentative answer to these problems,
we will discuss the entropy of relations and its application. The rest of this paper
is organized as follows. In section 2, we present the definition of H(R) , discuss
some basic properties of H(R) and indicate the connections of H(R) with clas-
sical information theory. In section 3, the applications of H(R) are put forward.
We use H(R) as a tool to define the entropy of predicate and the information of
proposition. In section 4, a new induction algorithm named IDIR is presented.
Through the experimental results on comparing IDIR with ID3, We can find the
advantage IDIR. In section 5, we conclude.
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2 The Entropy of Relations

2.1 The Entropy of Binary Relations

let X and Y be nonempty sets. A relation R from X to Y is a subset of X × Y .
if A ⊆ X , then

R(A) = {y ∈ Y | xRy for some x in A}.
Definition 2.1. let U be the finite universe. X , Y ∈ ℘(U), R is a relation from
X to Y .

When R(X) = Y, R−1(Y ) = X , the entropy of R is denoted by H(R) and
defined as follows:

H(R) =
m

m+ n
H(R ↓ X) +

n

m+ n
H(R ↓ Y ).

H(R ↓ X) = −
m∑

i=1

|R(xi)|∑m
i=1 |R(xi)|

log
|R(xi)|

n
.

H(R ↓ Y ) = −
n∑

j=1

|R−1(yj)|∑n
j=1 |R−1(yj)|

log
|R−1(yj)|

m
.

When R(X) �= Y or R−1(Y ) �= X , let

R
′
(xi) =

{
R(xi) xi ∈ R−1(Y )
Y xi ∈ R−1(Y )

(R
′′
)−1(yj) =

{
R−1(yj) yj ∈ R(X)
X yj ∈ R(X)

The information of R is defined as follows:

H(R) =
m

m + n
H(R

′ ↓ X) +
n

m+ n
H(R

′′ ↓ Y ).

Where H(R ↓ X) is the entropy of R restricted on X , and H(R ↓ Y ) is the
entropy of R restricted on Y . | · | is the cardinal number of a set, m = |X |,n =
|Y |. The base of logarithm is 2, and 0 log 0 = 0. The unit of entropy is ”bit”. All
of these are provisions of this paper if we do not have another explanation.

Proposition 2.1. ∀R ∈ ℘(X × Y ),

H(R ↓ X) = logn−H(Y |X);

H(R ↓ Y ) = logm−H(X |Y ).

Composition ”◦” is a very important operator. ∀R ∈ ℘(X×Y ), ∀S ∈ ℘(Y ×Z),

S ◦R = {(x, z)|∃y ∈ Y, (x, y) ∈ R, (y, z) ∈ S}.

Through the following proposition, we can see the action of composition in the
information process.
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Proposition 2.2. ∀R ∈ ℘(X × Y ), ∀S ∈ ℘(Y ×Z), T = S ◦R, |T | = t. (i). If
R is a function from X to Y , then

H(T ↓ X) = I(S ↓ Y ).

If R−1 is a function from Y to X , then

H(T ↓ Z) = (logm− logn) +H(S ↓ Y ) ≤ H(S ↓ Z).

when R is a bijective function,

H(T ↓ Z) = H(S ↓ Z),

and at this time,
H(T ) = H(S).

(ii).If S is a function from Y to Z, then

H(T ↓ Z) = H(R ↓ Y ).

If S−1 is a function from Z to Y ,

H(T ↓ X) = (log t− logn) +H(R ↓ X) ≤ H(R ↓ X).

when S is a bijective function,

H(T ↓ X) = H(R ↓ X),

and at this time,
H(T ) = H(R).

(iii). If R, S are all bijective relation, then

H(T ) = H(R) = H(S).

Proposition 2.3. ∀R ∈ ℘(X × Y ),let % = |R|,

H(R)=
m

m+ n
logn+

n

m+ n
logm− m

m+ n
log%+

n

m+ n
I(X ;Y )−n−m

m + n
H(X);

H(R)=
m

m+ n
logn+

n

m+ n
logm− n

m+ n
log%+

m

m+ n
I(X ;Y )−m− n

m+ n
H(Y ).

When m = n,

H(R) = logm− 1
2

log%+
1
2
I(X ;Y ).

From proposition 2.3, the connection of H(R) with classical information the-
ory can be found again except Proposition 2.1.

An equivalence relation R on X is a relation from X to X that is reflexive,
symmetric and transitive. For each x ∈ X , the set R(x) is the R-equivalence
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class of x and is denoted by [x]R. In [3],Kuriyama has put forward the entropy
of partition.

Definition 2.2.[3] Suppose ξ = {A1, A2, · · · , An} is the finite partition of X =
{x1, x2, · · · , xm}, the entropy of ξ is defined as follows:

H(ξ) = −
n∑

i=1

p(Ai) log p(Ai) = −
n∑

i=1

|Ai|
m

log
|Ai|
m

.

Because partition can be get by equivalence relation without other information,
we should discuss the connection of our definition of the entropy of relation with
the definition of the entropy of partition.

Proposition 2.4. X = {x1, x2, · · · , xm}, ∀R ∈ ℘(X×X), if R is an equivalence
relation, and ξ = {A1, A2, · · · , An} is the partition induced by R, then

H(R) ≤ H(ξ).

When ∀xi �= xj , [xi]R = [xj ]R, H(R) = H(ξ).
The result H(R) ≤ H(ξ) maybe will arouse doubt of some readers, because

the H(R) as though should equal with H(ξ) for the reason of we can induce R
by ξ and induce ξ by R on the other hand without appending other information.
But as a matter of fact, we can find their difference in each semantic description.
H(R) measures the average information of xiRyi while H(ξ) measures the aver-
age information of xi in [xi]R. I(R) only describe the result that xi is related to
one element by R, but H(ξ) describe the fact that xi is related to all elements
in [xi]R by R . They are obviously different, and H(R) ≤ H(ξ) is the really
description of fact.

2.2 The Entropy of n-Ary Relations

After the entropy of binary relations on finite universe is discussed, we will give
the definition of the entropy of n-ary relation on finite universe, which is the
natural generalization of the entropy of binary relations.

Definition 2.3. let U be the finite universe. Xi ∈ ℘(U), i ∈ I = {1, · · · , n},
Xi = {xi1, xi2, · · · , xim}, then R is a n-nary relation on

∏n
i=1 Xi.

When ∀i0 ∈ I,
⋂m

j=1 R(xi0j) �= ∅, the entropy of R is defined as follows:

H(R) =
n∑

i=1

|Xi|∑n
i=1 |Xi|

H(R ↓ Xi).

H(R ↓ Xi) = −
m∑

j=1

|R(xij)|∑m
j=1 |R(xij)|

log
|R(xij)|∏

k∈I\{i} |Xk|
.

When ∃xi0j ∈ Xi0 , R(xi0j) = ∅ let

Ri0(xi0j) =
{
R(xi0j) R(xi0j) �= ∅∏

i∈I\{i0}Xi R(xi0j) = ∅.



382 D. Hu and H.X. Li

The entropy of R is defined as follows:

H(R ↓ Xi0) = H(Ri0 ↓ Xi0),

H(R) =
n∑

i=1

|Xi|∑n
i=1 |Xi|

H(R ↓ Xi).

It’s obviously to see that when n = 2, definition 2.3 is just the definition 2.1.
The properties of the information of binary relation can be easily generalized to
n-ary relation, so we will not state those at here any more.

Proposition 2.5. R is a n-ary relation on
∏n

i=1 Xi, let Yi =
∏

k∈I\{i}Xk,
Ri = Xi × Yi, Ri is the relation from Xi to Yi Then

H(R) ≤
n∑

i=1

H(Ri).

Definition 2.4[4]. R is a n-ary relation on
∏n

i=1 Xi, let

q = {Xi1 , Xi2 , · · · , Xik
} ⊆ {X1, X2, · · · , Xn},

the projection of R on q is denoted by Pq(R) and defined as

Pq(R) = {(xi1 , xi2 , · · · , xik
)|(x1, x2, · · · , xi1 , xi2 , · · · , xik

, · · · , xn) ∈ R}.

Definition 2.5[4]. R is a n-ary relation on
∏n

i=1 Xi, X1, X2, · · · , Xn is
non-interactional under R if and only if R is separable

R = PX1(R)× PX2(R)× · · · × PXn(R).

Proposition 2.6. R is a n-ary relation on
∏n

i=1 Xi, X1, X2, · · · , Xn is non-
interactional under R if and only if H(R) = 0.

Proposition 2.7. R is a n-ary relation on
∏n

i=1 Xi,

q = {Xi1 , Xi2 , · · · , Xik
} ⊆ {X1, X2, · · · , Xn}, k ≥ 2,

q
′
= {X1, X2, · · · , Xn} − q, then

H(R) ≤
∑

i∈q |Xi|∑n
i=1 |Xi| (H(Pq(R)) +

∑
s∈q

′
log |Xs|) +

∑
i∈q

′ |Xi|∑n
i=1 |Xi| (H(Pq

′ (R)) +
∑
s∈q

log |Xs|).

If ∀Xi, |Xi| = N , then

H(R) ≤ k

n
H(Pq(R)) + (1− k

n
)H(Pq′ (R)) +

2k(n− k)
n

logN.

Proposition 2.8. R is a n-ary relation on
∏n

i=1 Xi, let

Qk = {q = {Xs1 , Xs2 , · · · , Xsk
}|{s1, s2, · · · , sk} ⊂ {1, 2, · · · , n}}
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then

H(R) ≤
∑

q∈Qk

∑
i∈q |Xi|

Ck−1
n−1

∑n
i=1 |Xi|

(H(Pq(R)) +
∑
s∈q′

log |Xs|).

If ∀Xi, |Xi| = N , then

Ck
nH(R) ≤ k(n− k)logN +

∑
q∈Qk

H(Pq(R)).

From proposition 2.7 and 2.8, the connections between H(R) and H(Pq(R))
can be find. Those results can actually show the connections between the entropy
of whole and the entropy of parts.

3 The Entropy of Predicate and the Information of
Proposition

A predicate P (x1, x2, · · · , xn) is the word to describe property set of elements
{(x1, x2, · · · , xn)| P (x1, x2, · · · , xn)}. Every element in the set is an object for
which the statement P (x1, x2, · · · , xn) is true. Obviously,

{(x1, x2, · · · , xn)|P (x1, x2, · · · , xn)}

is a subset of
∏n

i=1 Xi, and we can see {(x1, x2, · · · , xn)| P (x1, x2, · · · , xn)} as
a relation on

∏n
i=1 Xi. That is, predicate P (x1, x2, · · · , xn) on the universe U is

corresponding to a relation RP (x1, x2,···,xn) on
∏n

i=1 Xi. Now, we can expediently
use H(RP (x1, x2,···,xn)) to measure the entropy of predicate P (x1, x2, · · · , xn).

Definition 3.1. Q(x1, x2, · · · , xn) is a predicate on
∏n

i=1 Xi,

RQ = {(x1, x2, · · · , xn)|Q(x1, x2, · · · , xn)}

is the relation Q(x1, x2, · · · , xn) corresponding with.The entropy of predicate Q
is

H(Q) = H(RQ).

The information of a proposition ”Q(x1, x2, · · · , xn)” is

Ip(Q(x1, · · · , xn)) =
{

0 Q(x1, · · · , xn)is false
−
∑n

i=1 Ip(Q(x1, · · · , xn) ↓ xi) Q(x1, · · · , xn)is true

where

Ip(Q(x1, · · · , xn)↓xi) =
|RQ(xi)|∑n
i=1|RQ(xi)|

log
RQ(xi)∏

k∈I\{i} |Xk|
, xi ∈ Xi, I={1, · · · , n}.

Example 3.1. Let X = {a1, a2, a3, a4}, Y = {b1, b2, b3}. Q(x, y) is the proposi-
tion ”x is the friend of y”,

RQ = {(a1, b1), (a1, b2), (a3, b3), (a4, b1), (a2, b3)}.
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The entropy, that is the average information, which given by predicate Q is

H(Q) = −
4∑

i=1

|RQ(xi)|∑4
i=1 |RQ(xi)|

log
|RQ(xi)|

3
−

3∑
j=1

|R−1
Q (yj)|∑3

j=1 |R
−1
Q (yj)|

log
|R−1

Q (yj)|
4

= 1.14 (bit).

The information of propositions ”a2 is the friend of b2”, ”a2 is the friend of
b3”, and ”a1 is the friend of b1” respectively is

Ip(Q(a2, b2)) = 0(bit), Ip(Q(a2, b3)) = 1.195(bit), Ip(Q(a1, b1)) = 0.792(bit).

Given a Cartesian set
∏n

i=1 Xi, we may have many predicates on it, and
every predicate describe a relation among these Xi. At this time, we can use the
entropy of Predicates to evaluate and choose the most appropriate predicate for∏n

i=1 Xi.

Example 3.2. X = {1, 4, 9, 10}, Y = {1, 2, 3, 12}.

Q(x, y) : x is the square of y,

T (x, y) : x is the bigger than y.

It’s easy to get
RQ(x, y) = {(1, 1), (4, 2), (9, 3)},

RT (x, y) = {(4, 1), (4, 2), (4, 3), (9, 1), (9, 2), (9, 3), (10, 1), (10, 2), (10, 3)}.

H(Q) = H(RQ(x, y)) = 0.86 (bit),

H(T) = H(RT (x, y)) = 0.29 (bit).

H(Q) & H(T).

So, ”x is the square of y” is more appropriate to describe the relation between
X and Y .

4 Building Decision Trees Based on the Information of
Relation

As we all know, the construction of decision trees is centered on the selection
algorithm of an attribute that generates a partition of the subset of the training
data set. Over the years, several techniques for choosing the splitting attribute
have been proposed including the entropy gain and the gain ratio [10], the Gini
index, the Kolmogorov-Smirnov metric, or a metric derived from Shannon en-
tropy [11-12]. In all of these techniques, Quinlan’s ID3 algorithm(1979) is the
one that received special attention.

This article presents an algorithm for the induction of decision trees based on
the concept of entropy of relations. We named it IDIR (Induction of Decision
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trees By the average information of Relation). The following is the algorithm
IDIR for building a decision tree on the given training examples.

Algorithm IBIR :
functionDecision-Tree-Learning (example, attributes,default) returns a deci-
sion tree
inputs: examples, set of examples

attribute, set of attributes
default, default value for the goal predicate

if example is empty then return default
else if all examples have the same classification then return the classification
else if attributes is empty then return Majority-value(examples)
else

best←Choose-Attribute(attributes,examples)
[function Choose-Attribute(attributes,examples)
for each Ci attributes do

Build a relation Ri between the attribute and decision-classification
based on examples

Modify the relation Ri (* delete the repeated elements in Ri *)
Compute H(Ri) (the information of Ri)

end
Choose the attribute which has the maximal value of H(Ri)]

tree← a new decision tree with root test best
for each value vj of best do

examplesj ←{elements of examples with best= vj}
subtree←Decision-Tree-Learning (examplej, attributes-best,Majority-

value(examples))
add a branch to tree with label vj and subtree subtree

end
return tree

The function Choose-Attribute(attributes,examples) in the algorithm IDIR
is the kernel of the algorithm, and the process of computing H(Ri) is used to
determine the correlation degree of Ci with D. The comparison of the correlation
degree of all Ci with D can be defined as follows.

Definition 4.1. Let S =< U, A = C ∪ D, V, f > be the database. The
element in decision table S can be described as a element in the relation from∏n

i=1 VCi to VD, and the database can be shown as

RS = {(c1j1 , · · · , ciji , · · · , cnjn , dj)|ciji ∈ VCi , dj ∈ VD}.

To a selected condition attribute Ci, we can get a relation from VCi to VD, which
can be denoted as RS |Ci and read as the relation restrict on Ci,

RS |Ci = {(ciji , dj)|ciji ∈ VCi , dj ∈ VD}.
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The elements in RS |Ci are consistent with the corresponding elements in RS .
Suppose Ct1 and Ct2 are two different attributes, Ct1, Ct2 ∈ C. The degree of
correlation about Ct1 with D is more big than Ct2 with D, if

H(RS |C1) > H(RS |C2).

As we all know, learning decision tree is a NP-complete problem. In IDIR,
we use H(Ri) to substitute information gain to choose the best attribute. This
method do good to simplify the complexity of algorithm. When we compute
H(Ri),

H(Ri) = −
m∑

k=1

|Ri(xk)|∑m
k=1 |Ri(xk)| log

|Ri(xk)|
n

−
n∑

j=1

|R−1
i (yj)|∑n

j=1 |R
−1
i (yj)|

log
|R−1

i (yj)|
m

we need know the data Ri(xk) andR−1
i (yj). The information complexity is m+n,

and time to choose the attribute is linear[60].
If we use ID3 to induce the decision tree, we need to compute

Gain(Ai)
IV (Ai)

=

∑m
k=1

∑n
j=1 P (akdj) log P (akdj)

P (ak)P (dj)

−
∑m

k=1 P (ak) logP (ak)
.

The information complexity is mn+m + n.
If we use De Mantaras’s formula of distance[13] to determine the attribute,

we need to compute

d(Ci, D, U) = H(Ci/D) +H(D/Ci)

= −
m∑

k=1

n∑
j=1

P (akdj) log
P (akdj)
P (ak)

−
m∑

k=1

n∑
j=1

P (akdj) log
P (akdj)
P (dj)

.

The information complexity is also mn+m + n.
It’s obviously that along with the induction of decision tree, IDIR has ad-

vantage to reduce the complexity of learning. In fact, we find the learning time
of IDIR is less than ID3 by test.

The public domain fingerprint database, DB3 Set A in FVC 2002, is used in
the experiment. After transform the images to data, we use the data to inducing
decision tree which can distinguish the image ”good” and ”bad”. ID3 is compared
with IDIR at the aspects of the number of nodes and the time of training. The
results of the experiment are shown in figure 1 and figure 2 respectively.

5 Conclusion

Thus, for a given Cartesian set, we have the tool to scale the entropy of the
relations on it. H(R) is more big, the relation R is more suit for the given ob-
jects(Cartesian set). For the propositions with two or more variable, the informa-
tion of them can also be scaled by the definition of the information of proposition.
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Fig. 1. Compare ID3 with IDIR on the
training time
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Fig. 2. Compare ID3 with IDIR on the
number of nodes

Furthermore, we can evaluate the information of predicate and choose the most
appropriate predicate for

∏n
i=1 Xi. Relation, Proposition, Predicate are impor-

tant concepts in knowledge expression. we discuss them in the way of quantity
and get many good results. Some of these must would be well used in artificial
intelligence. At last, we use the concept–the entropy of relations to introduce a
new algorithm for decision tree learning. Through the comparison of IDIR with
ID3, we find the fact that our new algorithm IDIR has advantage to reduce
the complexity of learning, which can be measured by test time, and have more
simpler tree than ID3.
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Abstract. The major problems of currently used approaches for ex-
tracting symbolic rules from trained neural networks are analyzed. The
lack of efficient heuristic information is the fundamental reason that
causes the low effectiveness of currently used approaches. In this pa-
per, a new measurement method of the classification power of attributes
on the basis of differential information of the trained neural networks is
proposed, which is suitable for both continuous attributes and discrete
attributes. Based on this new measurement method, a new approach
for rule extraction from trained neural networks and classification prob-
lems with continuous attributes is proposed. The performance of the new
approach is demonstrated by several computing cases. The experimen-
tal results prove that the approach proposed can improve the validity
of the extracted rules remarkably compared with other rule extracting
approaches, especially for the complicated classification problems.

1 Introduction

The existing approaches for extracting the classification rules can be roughly
classified into two categories: data drive approaches and model drive approaches.
The main characteristic of the data drive approaches is to extract the symbolic
rules completely based on the treatment with the sample data. The most repre-
sentative approach is the ID3 algorithm and corresponding C4.5 system proposed
by J.R.Quinalan. This approach has the clear and simple theory and strong abil-
ity of rules extraction, which is appropriate to deal with the problems with large
amount of samples. But it still has many problems such as too much depending
on the quantity and distribution of samples, excessively sensitive to the noise,
difficult to process continuous attributes effectively and etc. The main charac-
teristic of the model drive approaches is to build a model at first utilizing the
samples, and then extract rules based on the relation between inputs and out-
puts described by the model.Theoretically, these rule extraction approaches can

L. Wang and Y. Jin (Eds.): FSKD 2005, LNAI 3614, pp. 388–397, 2005.
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overcome the shortcomings of data drive approaches mentioned above. The rep-
resentative approaches are rules extraction approaches based on neural networks.
In recent years, neural network techniques have made considerable progress in
the improvement of training efficiency and generalization. Therefore, the model
drive approaches based on neural networks will be the promising ones for rules
extraction.

Existing methods of rules extraction based on neural networks can roughly
be divided into two kinds, one kind is the methods based on the structure anal-
ysis of single networks [1-3] or network ensembles [4], whose idea is to map
the trained neural network architecture to corresponding rules by a search pro-
cess, and representative examples are Subset algorithm proposed by FU [1], and
MOFN method proposed by Towell etc [2]. The other kind is the methods based
on the relation conversion of inputs and outputs [5-8], which directly gener-
ates the corresponding rules according to the relation between its input units
and output units, neglecting the concrete architecture of the neural networks.
The representative examples are as follows, similar weight method put forward
by Sestito [5], extracting rules based on the learning method put forward by
Craven and Shavlik etc [6]. The fundamental problem of rules extraction based
on neural networks is how to divide the network input space rationally based on
the characteristics of network outputs, and how to express the relation of the
inputs and corresponding network outputs in a simple and easily understandable
way. Though the methods mentioned above have certain effectiveness for rules
extraction, there are still some problems, such as low efficiency and validity, and
difficulty in dealing with continuous inputs etc. The fundamental reason causing
these problems is that there is the lack of effective heuristic information for the
search process of the input space division [9], thus causing the blindness of the
search process and the irrationality of the expression and division of the input
space. So exploring the effective heuristic information in the search process of
the input space division is the key to improve the effectiveness of rules extraction
from neural networks [10].

The position and shape characteristics of the classification hypersurface play
a very important role in the division of the input space. In ID3 algorithm, the
heuristic information for constructing decision tree is the information amount for
classification provided by every attributes, which reflects the proportion changes
of classes with the change of attribute values, and also reflects the shape changes
of classification hypersurface with the change of attribute value. But the reflec-
tion to the shape changes of classification hypersurface is obviously indirect
and excessively dependent on the sample distribution and amount, which cause
many problems such as preferring to select the attributes with many values in
the process of decision tree construction. According to the analysis above, the
effective heuristic information in the search process of the input space division
can be extracted from the position and shape characteristics of classification
hypersurface.

On the spatial hypersurface composed of the trained neural network’s inputs
and output, the sudden changes occurs in the near area of the classification
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hypersurface, so the partial derivative distribution of the network’s output to
inputs will describe the position and shape characteristics of the classification
hypersurface. Based on the analysis of the relations among the position and
shape characteristics of classification hypersurface, the partial derivative distri-
bution of the trained neural network’s output to the network’s inputs and the
decision power of attributes to classifications, this paper mainly studies on the
measurement method of the classification power of attributes on the basis of dif-
ferential information of the trained neural networks and develops new approach
for the rule extraction.

2 Measurement of the Classification Power of Attributes

2.1 Quantification and Normalization of Attribute and Classification
Values

Assuming the attribute vector of classification problems is x = [X1, X2, . . . , Xm],
where mis the number of attributes, and the corresponding classification type
is C(X), then the sample of classification problems can be represented as <
X,C(X) >.For the purpose of processing and comparing, quantification and
normalization of the attribute values and classification values will be done as
follows.

Quantification is performed for the values of discrete attributes and classifi-
cation types. In this paper, values of discrete attributes and classification types
are quantified as integer in some order,i.e.0, 1, 2, 3, · · ·.

Normalization is performed to adjust the range of neural network’s inputs
and output. For a given attribute value space Ω , assuming the classification
type of sample point X is C(X) , utilizing the following linear transformation

x = bX + b0 (1)

to map the attribute value X of sample to the input x of neural network input
units,making every factors of x in the same range of [Δ,−Δ], where b = (bij)
is a transformation coefficient matrix and b0 = (b0i) is a transformation vector,

bij =
{ 2Δ

MaxXi−MinXi
: j = i

0 : otherwise
, b0i = Δ− aiiMaxXi.Utilizing the following

linear transformation
F (X) = αC(X) + α0 (2)

to map the classification type C(X) of sample X to the desired output F (X)
of neural network’s output unit, making F (X) in the range of [δ, 1 − δ], where
δ is the range adjustment coefficient, 0 < δ < 0.5,α = (1−2δ)

MaxC(X)−MinC(X) and
α0 = 1 − δ − a1MaxC(X) are the proportion transformation coefficient and
translation transformation coefficient respectively.

For the given sample set< x,F (x) > , the mapping relation c(x) = Net(x)
can be established through network training, where Net(x) is the mapping rela-
tion between neural network’s input x and output c(x),From Equation (2), the
following equation can be obtained.
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C(X) =
c(x)
α1

− α0 (3)

When the activation function of neural unit is a logarithm function or hy-
perbolic tangent function etc., any order derivatives of network output c(x) to
each network input xk exist.

2.2 Relations Between Distribution of ∂c(x)
∂xk

and Classification
Hypersurface

The key problems in solving the classification rule extraction are how to di-
vide and represent the attribute value space properly according to the position
and shape characteristics of classification hypersurface. For convenience of ex-
planation, next we will discuss the relations between the distribution of partial
derivatives of trained neural network output c(x) to network input x and the
position and shape of classification hypersurface by 2-dimension classi-fication
problems. Assuming the attribute value distribution of a 2-dimension classifica-
tion problem is shown as Fig.1, where the transition area T is the change area
of classification types, i.e. the adjacent area of classification hypersurface, the
whole area U is the investigating area of the attribute value distribution.

Class A

Class B

Transition Area T

Whole Area U

Fig. 1. Distribution of attribute values

Definition 1. For a given small area Γ , Γ ⊂ U ,local square mean value Dk,Γ (x)
of the partial derivative of trained neural network’s output c(x) to input xk is
defined as follows.

Dk,Γ (x) =

∫
Γ
(∂c(x)

∂xk
)2dx∫

Γ
dx

(4)

For the given small area Γ , if Γ ⊂ T , Dk,Γ (x) ≥ 0, while if Γ ⊂ U − T ,
Dk,Γ (x) −→ 0.Therefore, if

∑
k

Dk,Γ (x) is big enough, Γ must be in the transition

area T , i.e. in the adjacent area of classification hypersurface. The bigger the∑
k

Dk,Γ (x) is, the closer to the classification hypersurface the Γ is.
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Meanwhile, when Γ ⊂ T , value of Dk,Γ (x) represents the mean perpendic-
ular degree between k attribute axis and classification hypersurface in area Γ
or its adjacent area. If Dj,Γ (x) = MaxDk,Γ (x), it means that the mean per-
pendicular degree between j attribute axis and classification hypersurface is the
highest. Therefore the distribution of the partial derivatives of trained neural
network’s output to inputs can describes the position and shape characteristics
of classification hypersurface.

2.3 Measurement Method of the Classification Power of Attributes

For a 2-dimension classification problem, assuming the shape of classification
hypersurface in the given area Γ is as shown in Fig.2, in which the level axis
is attribute x1 and the perpendicular axis is attribute x2.In the cases (a) and
(b), the classification power of attribute x1 is stronger, so area should be divided
via attribute x1 . In the case (c), attribute x1 and attribute x2 have the equal
classification powers. Based on the discussion above, for a given attribute value
space Ω , the classification power of each attribute depends on the mean per-
pendicular degree between each attribute axis and classification hypersurface in
space Ω or its adjacent space. The higher is the mean perpendicular degree, the
stronger is the classification power.

  (a) (b) (c)

Fig. 2. Typical shapes of classification hypersurface

According to the discussion in section 2.2, the value of Dk,Ω(x) represents
the mean perpendicular degree between axis k and classification hypersurface in
space Ω or its adjacent space. In the case (a) and (b), there must be D1,Ω(x) &
D2,Ω(x), while in the case (c), there must be D1,Ω(x) ≈ D2,Ω(x). So for a given
attribute value space Ω, Ω ⊂ U , the bigger is Dk,Ω(x) , the stronger is the
classification power of attribute k in space Ω. If Dk,Ω(x) is close to zero, it means
that there is no impact on the classification type changes as the attribute value
changes in space Ω.Therefore in space Ω , the distribution of ∂c(x)

∂xk
will determine

the classification power of attributes. The measurements of classification power
of attributes can be computed via the distribution of ∂c(x)

∂xk
.

In order to eliminate the influence of noise, the partial derivative distribution
function and attribute influence space are introduced here.
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Definition 2. For a given attribute value space Ω, the distribution function of
the partial derivative of trained neural network’s output c(x) to its input xk is
defined as follows.

φk(x) =
{

(∂c(x)
∂xk

)2 : (∂c(x)
∂xk

)2 ≥ ηDk,Ω(x)
0 : otherwise

(5)

where η is an adjustment coefficient.

Definition 3. For a given attribute value space Ω, influence space Vk of the
attribute xk is defined as follows.

Vk = {x|φk(x) �= 0} (6)

Definition 4. For a given attribute value space Ω, the measurement of classifi-
cation power of attribute xk is defined as follows.

JP (xk) =

∫
Vk
φk(x)dx∫
Vk
dx

(7)

From equation (5) and (7), the JP (xk) will become bigger as the adjustment
coefficient η increases. So η have two functions: (1) The preference for attribute
selection can be adjusted by properly adjusting η . For example, through prop-
erly decreasing the η of continuous attributes and increasing the η of discrete
attributes , there will be a preference for selecting discrete attributes. (2) The
influence of partial derivative noises can be reduced via properly adjusting η.

The measurement JP (xk) of classification power represents the influence de-
gree of attributes to classification. So in the process of rules extraction, the
value JP (xk) is the important instruction information for selecting attributes
and dividing attribute value space. The new method of measuring the classifica-
tion power of attributes proposed in this paper has many advantages compared
with the measurement method of ID3 algorithm based on information entropy.
It is suitable for measuring the classification power of continuous attributes and
discrete attributes. Because of the strong prediction ability of trained neural
networks, it can also overcome the shortcomings of the measurement method
of ID3 algorithm such as excess dependency on the amount and distribution of
samples, too much sensitive to the noise etc.

The typical classification problem of weather type for playing golf is em-
ployed to demonstrate the performance of the new measurement method. The
computing results are shown as table 1.The attributes and their values are as
follows: Outlook has the value of sunny, overcast and rain, quantified as 0, 1, 2.
Temperature has the value of 64 ∼ 83 . Humidity has the value of 65 ∼ 96.Windy
has the value of true, false, quantified as 0, 1. The size of the training sample
set is 14. The construction of the neural network is 4-4-1.

From table 1, in the whole space the measurement value of classification
power of attribute outlook is the biggest, so attribute outlook should be selected
as the root node of the decision tree, and the attribute value space should be
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Table 1. Computing Results of Measurement Value JP (xk)

Attributes Whole Area Outlook=0 Outlook=2
Outlook 1.012 - -
Temperature 0.070 0.021 0.148
Humidity 0.135 0.928 0.041
Windy 0.072 0.157 0.327

divided by its values. While in the subspace of outlook= rain, measurement value
of classification power of attribute windy is the biggest. Thus according to this
information, the optimal decision tree and corresponding classification rules can
be generated.

3 Rules Extraction Method

The rules extraction process from trained neural networks proposed in this paper
is quite similar to the process of constructing a decision tree, which includes data
pretreatment, neural network training and rules extraction etc. The proposed
algorithm for rules extraction from trained neural networks is described as follows
in detail.

Step 1. According to the given training sample set of the trained neural
networks, generate the attribute value space Ω , generate a queue R for finished
rules and a queue U for unfinished rules, choose the interval number of attributes
and the allowed number of errors.

Step 2. Pick attribute xk with the biggest value of JP (x) computed by equa-
tion (7) as the extending attribute from all the present attributes. Divide the
value range of attribute xk into intervals according to the chosen interval num-
ber. Then for each interval, pick attribute xj with the biggest JP (x) as the
extending attribute for each interval. Merge the pairs of adjacent intervals with
the same extending attribute and classification type of the largest proportion.
A rule is generated for each merged interval. If the classification error of the
generated rule is less than the allowed error, sent it into the queue R , otherwise
sent it into the queue U .

Step 3. If U �= ∅ , the extraction process terminates, otherwise go to Step 4.
Step 4. Pick an unfinished rule from the queue U according to a certain order,

and perform division and mergence. A rule is generated for each merged interval.
If the classification error of the generated rule is less than the allowed error, then
sent it into the queue R , otherwise sent it into the queue U . Go to Step 3.

4 Experiment and Analysis

The spiral problem [9] and balance scale (balance for short), congressional voting
records(voting for short), hepatitis, iris plant(iris for short), statlog australian
credit approval(credit-a for short ) in UCI data sets [11] are employed as comput-
ing cases, shown in table 2. The attribute value distribution of spiral problem
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Table 2. Computing Cases

Spiral Balance Voting Hepatitis Iris Credit-A
Total Samples 168 625 232 80 150 690
Training Samples 84 157 78 53 50 173
Testing Samples 84 468 154 27 100 517
Classification Numbers 2 3 2 2 3 2
Total Attributes 2 4 16 19 4 15
Discrete Attributes 0 0 16 13 0 9
Continuous Attributes 2 4 0 6 4 6

Fig. 3. Samples distribution of spiral problem

Table 3. Experimental results Comparison between New Approach(NA) and C4.5R

#Rules(NA: C4.5R) Err.Train(NA: C4.5R) Err.Test(NA: C4.5R)
Spiral 8: 3 1.2%: 38.1% 0%: 40.5%
Balance 13: 20 15.2%: 10.8% 16.4%: 18.2%
Voting 3: 4 2.5%: 2.6% 2.5%: 3.2%
Hepatitis 5: 5 0%: 3.8% 7.4%: 29.6%
Iris 4: 4 0%: 0% 3%: 10%
Credit-A 4: 3 13.9%: 13.9% 13.9%: 14.9%

is shown as Fig.3, in which solid points are of Class C0, empty points are of
Class C1.

Since no other approaches extracting rules from trained neural networks are
available, we include a popular rule learning approach i.e.C4.5R for comparison.
The experimental results are tabulated in Table 3. For spiral problem, the rules
set extracted by the new approach are shown in Table 4. Table 3 shows that
the rules extraction results of the new approach are obviously better than that
of C4.5R, especially for spiral problem. For the case of spiral problem, C4.5R
is difficult to extract effective rules, but the new approach has so impressive re-
sults that are beyond our anticipation. This means that the new approach(NA)
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Table 4. Rules Set of Spiral Problem (New Approach Proposed)

R1 x0 ≥ 2.4 −→ C1
R2 x0[−2.24, −1.34) ∧ x1 < 1.73 −→ C1
R3 x0[−1.34, 0) ∧ x1 < −1.8 −→ C1
R4 x0[−1.34, 0) ∧ x1[0.78, 2.26) −→ C1
R5 x0[0, 1.34) ∧ x1 < −1.89 −→ C1
R6 x0[0, 1.34) ∧ x1[−0.78, 1.8) −→ C1
R7 x0[1.34, 2.24) ∧ x1 < −1.73 −→ C1
R8 Default −→ C0

proposed can improve the validity of the extracted rules for complicated classi-
fication problems remarkably. Moreover, the generalization ability of those rules
extracted by the new approach is also better than that of rules extracted by
the C4.5R.

5 Conclusions

In this paper, based on the analysis of the relations among the characteristics
of position and shape of classification hypersurface, the partial derivative dis-
tribution of the trained neural network’s output to the network’s inputs, a new
measurement method based on the differential information of the trained neural
networks is proposed, which is suitable for both continuous attributes and dis-
crete attributes, and can overcome the shortcomings of the measurement method
based on information entropy. On the basis of this new measurement method,
a new approach for rules extraction from trained neural networks is presented,
which is also suitable for classification problems with continuous attributes. The
performance of the new approach is demonstrated by several typical examples,
the computing results prove that the new approach can improve the validity of
the extracted rules remarkably compared with other rule extracting approaches,
especially for complicated classification problems.
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Abstract. In uncertain environment, this paper investigates the induction of de-
cision trees based on D-S evidence theory. This framework allows us to handle 
the case where the test attributes and decision attribute of training instances are 
all represented by belief functions. A novel attribute selection measure is intro-
duced. We also propose a new evidential combination rule to combine the clas-
sification results with different matching coefficients. 

1   Introduction  

Knowledge acquisition has been universally considered as the bottleneck in knowl-
edge engineering [1]. Decision Trees (DTs) are useful in building knowledge-based 
systems, however real data is often pervaded with uncertainty [2]. So some genera-
tions of DTs have been proposed such as probabilistic decision trees (PDTs) [3], 
fuzzy decision trees (FDTs) [4] and belief decision trees (BDTs) [5], [6]. 

Belief decision trees, proposed by Elouedi [5] and Denoeux et al [6], integrate 
the advantages of evidence theory and decision tree algorithms. However, it is 
noted that their work assumes only the values of decision attribute are represented 
by belief functions. However, uncertainty on the test attribute values of the case in 
the training set is not considered. In fact, the training data may be more complicated 
and these two kinds of uncertainty may be simultaneously exist, especially when the 
attribute values are provided by several experts. Therefore, inspired by the publica-
tion [5], [6], the objective of this paper is to generalize BDTs to evidential decision 
trees (EDTs) where the decision attribute and test attributes of training set are all 
represented by belief functions. This kind of decision tree has not been reported so 
far. 

2   Evidence Theory 

Evidence theory was originally introduced by Dempster [7], and later developed by 
Shafer [8] and Smets [9] et al. 

Let  be the frame of discernment of event X. The power set of , denoted as 
P( ), is the set containing all the possible subsets of . The subsets containing only 
one element are called singleton sets. 
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Definition 1. A basic belief assignment (BBA) is a mapping ]1,0[2: →Θm  satisfy-

ing 
Θ⊆

=
A

Am 1)( . Any set Θ⊆A  with 0)( >Am  is called focal element. A BBA m 

following 0)( =φm  is said to be normal [8]. But it may be relaxed if one accepts the 

open-world assumption: the quantity )(φm  is then represented as the belief assigned 

to unknown hypothesis that might not lie in  [9]. 
Let m1 and m2  be two BBAs on the same frame of discernment , which are in-

duced from distinct pieces of evidence. These BBAs can be combined by conjunctive 
combination rule, denoted by n  [10] 

1(m n

=Θ⊆
⋅=

ACBCB

CmBmAm
;,

212 )()())( . (1) 

The conjunctive rule can be seen as an un-normalized Dempster’s rule of combi-
nation [8]. The latter is based on closed world assumption.  

More generally, if all bodies of evidence are labeled by different values of reli-
ability, how to combine them [11]? One alternative way is to discount them by 
Dempster’s discounting rule [8] and then combine them. Unfortunately, the dis-
counting rule assigns the discounted belief to total ignorance, which increases the 
uncertainty of classification. Therefore, we propose a new combination rule to 
combine evidence with reliability in Section 4.5. 

In order to make decision, the transformation of belief function to probability 
function may be needed. This transformation can be achieved by pignistic transfor-
mation proposed by Smets [10]. 

Θ⊆∀
−

⋅=
Θ⊆

A
m

Bm

B

BA
ABetP

B )(1

)(

||

||
)(

φ
 (2) 

3   Basics of Decision Trees 

In a decision tree, a sample is represented by a set of features expressed with some 
linguist terms. Their basic ideas are the same: partition the sample space in a data-
driven manner and represent the partition as a tree. DTs are mostly based on the 
approach of top down induction of decision tree (TDIDT) by successive partitioning 
of the training set [3]. Its main steps can be described as 

1. Place the initial training set on the root. 
2. Optimal attribute selection: Select the discriminatory attribute from the set 

of un-used attributes. 
3. Partitioning strategy: Create new son-nodes according to the values of the 

selected attribute, i.e., divide the current training set into training subsets. 
4. When the stopping criterion is satisfied, the current training subset will be 

declared as a leaf. 
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5. Inference: A new instance is classified by traversing down the proper 
branches of the tree until its corresponding leafs have been arrived at. 

4   Evidential Decision Trees 

Consider a set of training instances S = {e1,e2,…,eN}. Let },...,,{ )()2()1( nAAA=Λ be a 

set of evidential test attributes where each attribute A(j) is represented by a belief func-

tion on the set of possible terms, i.e., the frame of discernment }...,,,{ ||21
jjj

j jΘ=Θ θθθ . 

All the subsets of j, denoted as )2,...,2,1(
|| jia j

i
Θ= , are the elements of power set 

P( j). Let D be the decision attribute whose possible values compose the frame of 
discernment d. To illustrate these notations, we consider an example shown in Table 
1 which describes a small training set. 

Table 1. Training set S with evidential representation (The term ´ordinary´ is denoted as Y ) 

Ability 
{good, ordinary, bad} 

Appearance 
{good, ordinary} 

Property 
{much, moderate, little}

Decision attribute D 
{C1, C2, C3} 

G:0.8; B:0.2 G:0.6; Y: 0.4 Mu: 0.9; Mo:0.1 C1:0.8; C1 C2:0.2 
G:0.3; 1:0.7 G:0.4; Y: 0.6 Mu: 0.8; Mo:0.1;L:0.1 C2:0.6; d:0.4; 
G:0.6; Y:0.4 Y:0.5; 2: 0.5 Mu: 0.7; Mo:0.3 C1:0.8; d:0.2 
G:0.5; Y:0.2; B:0.3 G:0.3; Y: 0.7 Mo:0.2; L:0.8 C2:0.7; C2 C3:0.3;  
G:0.2; Y:0.8;  G:0.8; Y: 0.2 Mu: 0.8; 3:0.2 C1:0.2;C2:0.55; d: 

0.25 
G:0.2; Y:0.1;B:0.7  G:0.1; Y: 0.9 Mo:0.3; L:0.7 C2: 0.55; C3:0.45 
B:0.8; 1:0.2 G:0.3; Y: 0.7 Mu: 0.3; Mo:0.7 C3: 0.85; d:0.15 
B:0.9; 1:0.1 Y: 0.7; 2:0.3 Mu: 0.4; Mo:0.6 C3:0.6;C1 C3:0.2; 

d:0.2 
1=1 Y:0.2; 2: 0.8 Mo: 0.7; L:0.3 C1 C2:0.3; d:0.7; 

One decision attribute and three test attributes are:  

D and },,{ 321 CCCd =Θ , 

}{)1( AbilityA = , },,{1 BYG=Θ , },...,,,,,{)( 1 BYGYGBYGP ∪∪∪=Θ φ , 

}{)2( AppearanceA = , },{2 YG=Θ , },,,{)( 2 YGYGP ∪=Θ φ , 

=)3(A {Property}, },,{3 LMoMu=Θ  and 

},...,,,,,{)( 3 LMoMuMoMuLMoMuP ∪∪∪=Θ φ . 

Instance pe ’s BBA on the attribute A(j) is denoted as )}({ jpem Θ . For example, in 

Table 1, instance 3e ’s BBA on attribute }{)2( AppearanceA =  is  

)}({ 23 Θem : 5.0)}({)}({ 3
2
23 == Yemem θ and  

5.0)}({)}({ 3
2
2

2
13 =∪=∪ YGemem θθ .  

The elements 2a of )( 2ΘP  are YGYG ∪,,,φ . 
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In the following, we shall describe the major steps to build an evidential decision 
tree and inference procedure for new instances. 

4.1   The Test Attribute Selection Measure 

In BDTs [5], the authors adapt the gain ratio proposed by Quinlan [3] to the uncertain 
context with symbolic test attributes. In our context, the test attributes are represented 
by BBAs, which are continuous. It is not easy to ensure discretization and any imple-
mentation will present error. Therefore, we decide to give up the traditional approach 
and propose a global attribute selection measure. The more discriminatory the test 
attribute, the closer the similarity between the instances’ decision class to the similar-
ity between this test attribute of the instances. For any two instances ep and eq 
(p,q=1,2,…,N), the similarity between their decision attributes is denoted as 

),( qpD eeS . And the similarity between a test attributes )( jA is denoted as 

),()( qpA
eeS j ),...,2,1( nj = . We define mapping dissimilarity or difference between two 

kinds of similarities of attribute )( jA as the attribute selection measure 

=

<=
−=

Nqp

qpqp
qpAqpD

j eeSeeSADDisMap j

,

,1,

)( ),(),(),(_ )(  (3) 

Λ∈∀ )( jA , we choose attribute )},(_,...,),(_min{arg )()1()( nj ADDisMapADDisMapA =  

as current test attribute. This idea is inspired by the Sammon’s mapping [12], which is 
a non-linear mapping that maps a set of input points on a plane trying to preserve the 
relative distance between the input points approximately [13]. Now the key turns to 
measure the similarity between BBAs. The concepts of similarity relationship and 
distance are linked in an inverse way. 

4.1.1   Evidence Distance 
A principled distance metric between two BBAs is given by Jousselme et al [14]. This 
distance respects all the properties expected of a distance and is an appropriate meas-
ure of the dissimilarity between two BBAs [14].  

Definition 2. Let m1 and m2 be two BBAs defined on the n-element frame of discern-
ment . The distance metric between them is 

'
21212

1
21 )()(),( mmDmmmmd BBA −−= , (4) 

where D is a matrix with size of nn 22 × , elements of which are of the form 

.,,
B

),( Θ⊆
∪
∩

= BA
A

BA
BAD  And we have 1),(0 21 ≤≤ mmdBBA . 

4.1.2   A New Attribute Selection Measure 
A natural choice for the similarity measure between m1 and m2 derived from evidence 
distance is 
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),(1),( 2121 mmdmmS BBA−=  (5) 

Substituting relation (5) into relation (3), one can compute the mapping dissimilar-
ity to select the test attribute. Assume the mapping dissimilarity of attribute A(j) is 

),(_ )( jADDisMap , we define the discriminatory capacity of A(j)  as 

)},(_

)},(_{min
)(_ )(

)(

,...,2,1
j

k

nkj

ADDisMap

ADDisMap
ACapDis == ]1,0[∈ ,   nj ,..,2,1=  (6) 

If we have 0)},(_{min )(

,...,2,1
=

=

k

nk
ADDisMap , similar relations are easily defined as (6).      

The discriminatory capacity of the best attribute is equal to 1 and others decrease in 
inverse proportion to their values of mapping dissimilarity. 

4.2   Partitioning Strategy 

Since we deal with evidential test attribute values that are continuous, we must con-
sider how to create edges from one attribute according to the belief structure. It is 
natural to create an edge for each subset of the framework of discernment. For test 
attribute A(j), each branch is created by the subset of the set j and the maximum 

number of branches is )12( −Θ j . We refer to the idea of defining the parameter, sig-

nificant level α to intercept the training data [4]. At node N with attribute A(j), the 

instance pe  will follows the branch labeled by )2,...,3,2,1(
|| jia j

i
Θ= of )( jP Θ  when 

)}({)}}({{max j
ipjp aemem =Θ  and αα ≥)}({ j

ipem . If αα <)}({ j
ipem and the sec-

ondary value of )}({ jpem Θ  is )}({ j
lpem α , the instance ep is thrown away or follow 

the branch labeled by }{ j
l

j
i αα ∪ . The above procedure is iterated until we get 

α≥++ ...))}({)}({( j
lp

j
ip aemaem . If worse, the attribute BBA )}({ jpem Θ  is a vacu-

ous belief function, the instance provides little information regarding attribute A(j) and 
should be thrown away or follow the branch labeled by j.  

In EDTs, the test attribute will not classify data in crisp way as classical DTs, at-
tribute values will be allowed to have some overlaps. The parameter α , significant 
level, controls the degree of such overlap to build DTs with better classification per-
formance [15]. We recommend to take 0.5. If the cardinality of j is large, this may 
increase the size of the tree and we could transform belief function to quasi-Bayesian 
belief structure with cardinality of ( )1|| +Θ j  by using pignistic transformation. Thus, 

the instance with α<Θ )}}({{max jpem ( Np ,...,2,1= ) follows the branch labeled by 

j, otherwise the instance follow the branch labeled by |)|,...,3,2,1( j
j

i i Θ=θ of j  

when )}({)}}({{max j
ipjp emem θ=Θ  and αθ ≥)}({ j

ipem . 
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4.3   Stopping Criteria 

Stopping criteria determine whether or not a training set should be further divided. In 
classical and fuzzy cases, a node is usually regarded as a leaf if the relative frequency 
of one class at the node is equal to or greater than a given threshold. In current case, 
these strategies are proposed as stopping criteria: 

1. If the treated node includes only one instance. 
2. If there is no further attribute to test. 
3. If the treated node includes instances that will follow the same branch based on 

the un-used attributes. 

4. If the value of the average similarity of the decision attribute among the in-
stances attached to one node N is more than or equal to a given threshold . 
This average similarity is defined as the truth level of the leaf. 

<=
∈∈

Θ−Θ−=
||

,1,
,

))}({)}({(
1

1)(_
N

jiji
NeNe

djdiBPA

ji

ememd
L

NLevTru , (7) 

where 
2

)1|(||| −⋅= NN
L  and |N| is the number of leaves at node N. We recommend 

to take 0.8. In an extreme case, the node includes instances having the same BBA 
on class attribute will be declared as a leaf. 

4.4   Structure of Leaves 

In classical DTs, the leaf is labeled by a crisp decision class. In BDTs [5], it is labeled 
by a BBA defined on the set of decision classes. Different from them, we define the 
leaf’s label as follows: 

For the objects attached to the leaf LN, the leaf’s label would be represented by a 
(n+1)-tuple. The first element is a BBA equal to average of the different BBAs of the 
objects for the decision attribute. The last n elements are BBAs equal to the average 
of the different BBAs of the objects for the n test attributes respectively. Thus we 
have a (n+1)-tuple 

( ))}({),...,}({),...,}({),}({),(}{ 21 njd LNmLNmLNmLNmLNm ΘΘΘΘΘ , (8) 

where 
∈

Θ⋅=Θ
LNe

did

i

em
LN

LNm )}({
||

1
)}({  and 

njem
LN

LNm
LNe

jij

i

,...,3,2,1)}({
||

1
)}({ =Θ⋅=Θ

∈
. 

and  |LN| denotes the number of instances attached to leaf node LN. 

4.5   Classification Procedure 

A new instance to classify is characterized by a set of combination values where each 
one corresponds to a test attribute. At the root node RN with attribute 
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)(kA ( },...,2,1{ nk ∈ ), the new instance 0e  respectively follows the branches labeled 

by focal elements of }}{{ 0 jem Θ . Then at other nodes with ),,...,2,1()( kjnjA j ≠= , 

the instance only follow the branches labeled by j
ia  if )}({()}({max( 00

j
ij aemem =Θ . 

If the branch labeled by j
ia  is empty and the secondary value of )}({ jpem Θ  is 

)}({ j
lpem α , the instance follow the branches labeled by j

la . The process is iterated 

until it reaches one non-empty branch. Down from the top to the leaf, the correspond-
ing attribute’s discriminatory capacity decreases. We temporarily take into account all 
the matching branches from root node and the major matching branches from non-
root nodes. In fact, it is not necessary to apply all the paths to the new instance in 
order to get the classification result [4].  

Thus we get several reached leaves of e0. How to combine them? As mentioned in 
Section 4.4, each leaf is represented by a (n+1)-tuple. Maybe we can directly select 
the first BBA of one leaf’s label as the classification result and then combine all the 
BBAs. In fact, the matching coefficient of test attributes between the new instance 
and each reached leaf is different. The higher the matching coefficient, the closer the 
classification of the new instance to the decision attribute of corresponding leaf. The 
reached leaves can be regarded all evidence for pattern classification of e0. The 
matching coefficient is also regarded as reliability of corresponding evidence. As 
described in Section 2, Dempster’s discounting rule is not suitable. So we propose a 
new combination rule to combine the BBAs with different matching coefficients. 

4.5.1   A New Combination Rule 
Assume that the number of the reached leaves is 

0en . As we know, different attribute 

has different discriminatory capacity. We choose discriminatory capacity of one at-
tribute as the matching coefficient, thus the matching coefficient between e0 and its 
reached leaf ei is defined as 

=
ΘΘ⋅−=

n

j
jijBPAji ememdw

K
eeR

1
00 ))}({),}({(

1
1),(  (9) 

where )(_ j
j ACapDisw =  and 

=
=

n

j

jACapDisK
1

)(_  is the normalized factor.  

Then the proposed rule can be summarized as follows. 
(1) For 

0en  leaves, the matching coefficient or the reliability of leaf  ei associated 

with e0 can be obtained as ),...,2,1(
0ei niR =  by using (9). 

(2) Then we combine all the BBAs on the decision attribute. For consistent belief, 
the conjunctive rule is utilized. For conflicting part, we divide the total conflict into 
some partial conflict. Then the partial conflict is respectively redistributed considering 
reliability among the focal elements involving in the conflict. The new combination 
rule is 
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Where (C) is the part of belief redistributed to hypothesis C by all partial conflict. 
For example, for partial conflict )()...()(
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where φ=YXC ... . 

4.5.2   Classification 
After combining the BBAs of all reached leaves on the decision attribute, the classifi-
cation result for new instance is obtained. Applying the pignistic transformation on 
the result, one can get the probability function that the new instance belongs to the 
possible terms of the decision attribute. 

5   Illustrative Example 

Let’s illustrate our method by the training set shown in Table 1. 

5.1   Building a New Evidential Decision Tree 

The main steps are described as follows ( =0.5, =0.8, n=9, N=3) 

(1) At root node RN, we apply mapping dissimilarity to select the best attribute 
based on all the instances in S. Thus we have  

Map_Dis (D, Ability) = 6.87,  
Map_Dis (D, Appearance) =11.47 and 
Map_Dis (D, Property) = 8.64. 
Since none of the stopping criteria is satisfied, we choose the Ability attribute as 

the root of the decision tree. Therefore, branches are created below root Ability for its 
possible values respectively ),,,,,,( 1Θ∪∪∪ BYBGYGBYG . Instance ep 

(p=1,2,…,9) respectively follows the branch labeled by 1
ia when 

)}({)}}({{max 1
1 ipp aemem =Θ  and α≥)}({ 1

ip aem (i=1,2,3,…, )2(8 1Θ= ). Delete the 

empty branches and thus we have four branches: G (e1, e3, e4), Y (e5), B (e6, e7, e8) and 

1Θ (e2, e9). 

According to (6), the discriminatory capacities of the attributes are respectively 
Dis_Cap(Ability) =1,  
Dis_Cap(Appearance) =0.6 and  
Dis_Cap(Property) =0.8.  
(2) At node N1(e1, e3, e4) none of the stopping criteria is satisfied and we have 
Map_Dis(D, Appearance) =1.45,  
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Map_Dis(D, Property) =0.17. 
Thus we choose the Property attribute as one node of the decision tree and have 

two branches: much (e1, e3), little (e4). 
(3) At node N2 (e1, e3) the truth level of this node is Tru_Lev(N2) =0.88 > , so this 

node is declared as a leaf. The leaf’s label is equal to the average of the BBAs of these 
two instances relative to the attributes. 

(4) Applying the above procedure to left nodes, we will construct an original tree. 
Deleting all the empty branches, we get an evidential decision tree as shown in Fig 1. 

 

)}({ 13 Θem )}({ 4 Θem

)}({ 5 Θem

)}({ 78 Θem )}({ 6 Θem )}({ 2 Θem )}({ 9 Θem

Ability

opertyPr opertyPr Appearance

 

Fig. 1. Evidential decision tree for Table 1: ={ d, 1, 2, 3} 

5.2   Classification 

We assume the instance e0 to classify is characterized as 

m{e0}(Ability)=(G: 0.8; Y: 0.2),  
m{e0}(Appearance)=(Y: 0.6; 2: 0.4) and  
m{e0}(Property)=(Mu: 0.7; Mo: 0.3). 

According to Section 4.2, e0 reaches the leaf e13 and e5. According to (9), the 
matching coefficient related to e13 and e5 is respectively, 0.87 and 0.51. According to 
(10), the classification BBA is 

=},,,,,,,}{{ 3213231213210 CCCCCCCCCCCCem φ {0, 0.7, 0.24, 0, 0.03, 0, 0, 0.03} 

Applying pignistic transformation (2), the probability distribution on the classes is 
=},,}{{ 3210 CCCeP {0.73, 0.26, 0.01}.  

6   Conclusions 

In this paper, we propose new decision trees what we have called EDTs based on 
evidence theory. For the first time we consider the general case where the knowledge 
about the test attributes and decision attribute are all represented by belief functions. 

To handle this case, a new attribute selection measure is proposed. The matching 
coefficient between the new instance to classify and its reached leaves is defined 
based on evidence theory. Then we propose a new combination rule to combine these 
results. Deriving the production rule from EDTs is our future research direction. 
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Abstract. Schema matching, the problem of finding semantic correspondences 
between elements of source and warehouse schemas, plays a key role in data 
warehousing. Currently, schema mapping is largely determined manually by 
domain experts, thus a labor-intensive process. In this paper, we propose a 
structural matching algorithm based on semantic similarity propagation. 
Experimental results on several real-world domains are presented, and show 
that the algorithm discovers semantic mappings with a high degree of accuracy. 

1   Introduction 

Schema matching, the problem of finding semantic correspondences between 
elements of two schemas [1], plays a key role in data warehousing, wherein, data 
from source format are required to be transformed into the format of data warehouse 
data. In a typical scenario: the source schemas and the warehouse schemas are created 
independently, and the warehouse designer determines the mappings between them 
manually. Thus it is a time-consuming and labor-intensive process. Hence (semi-) 
automated schema matching approaches are needed. 
    Lots of research on (semi-)automated schema matching has been done 
[1,2,3,5,6,7,8]. Matching algorithms used in these prototypes include linguistic-based 
matching, instance-based matching, and structural-based matching, etc. In this paper, 
we proposed a structural-based schema matching algorithm GSMA to compute 
semantic similarity based on similarity propagation. The rest of this paper is 
organized as follows. Some related work is discussed in Section 2. Details of GSMA 
algorithm are described in Section 3. Section 4 presents experimental results. Section 
5 summarizes the contributions and suggests some future research work. 

2   Related Work 

A survey of existing techniques and tools for automatic schema matching is given in 
[9], it proposed orthogonal taxonomy of schema matching. Here, four schema match 
prototypes are reviewed, namely, Cupid [6], LSD [1], SemInt [5] and SKAT [8]. 
    The LSD system uses machine learning techniques to perform 1:1 matching [1]. It 
trains four kinds of base learners to assign tags of elements of a mediated schema to 
data instance of a source schema, the predictions of base learners are weighted and 
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combined by a meta-learner. SemInt is an instance-based matching prototype [5]. It 
derived matching criteria from instance data values. Then a match signature is 
determined. Signatures can be clustered according to their Euclidean distance. A 
neural network is trained on cluster centers to output an attribute category, and thus to 
determine a list of match candidates. Cupid is a schema-based matching approach [6]. 
It first computes the similarity between elements of two schemas using linguistic 
matching. Then, it computes the similarity of schema elements based on their 
similarity of the contexts or vicinities. Finally, a weighted similarity of the two kinds 
of similarities is computed. The SKAT prototype is a rule-based schema matching 
system [8]. In SKAT, match or mismatch relationships of schema elements are 
expressed by rules defined in first-order logic, and methods are defined by users to 
derive new matches. Based on that, new generated matches are accepted or rejected.   

3    Generic Structural Matching Algorithm 

In our prototype, we developed a GSMA (Generic Structural Matching Algorithm) 
algorithm to automate schema matching based on similarity propagation. The 
similarity propagation idea is borrowed from the Similarity Flooding algorithm [7]. 
The structural matching algorithm is based on the intuition: two elements in two 
object models are similar if they are derived or inherited by similar elements. The 
prototype operates in three phases. In the first phase, called preprocess phase, 
schemas are converted into directed graphs, with nodes representing elements of a 
schema, edges representing relationships between nodes. Some necessary preprocess 
work are done in this phase: the prototype exploits the whole matching space, creates 
all theoretic match pairs, and removes constraint-conflict match pairs. The second 
phase, called linguistic matching, we use an algorithm based on a thesaurus WordNet 
[10] to compute the semantic distance between two words, then the semantic 
similarity can be obtained via a transform. The third phase is the structural matching 
of schema elements with GSMA algorithm.  
    In the GSMA algorithm, given two graphs A and B, the initial similarity between 
node pairs is defined as below: 
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≠

=
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Sim                                                  (1) 

where a and b are two nodes of A and B. 
The similarity Simk (k 1) of node pair (a, b) after k iterations is defined as:  
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where I(n) and O(n) represent the set of all in_neighbor and out_neighbor nodes of 
node n, respectively. w, wI, wO  are the weight values,  and w + wI + wO = 1. Below is 
the GSMA algorithm. 

 
Input: Directed graph A, B and initial similarity matrix between nodes of A and B 

Output: Stable similarity matrix between nodes of A and B after propagations. 
Step 1: Initialize the similarity matrix following equation (1).  
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Step 2: Begin the loop until the similarity get stable and convergent, the convergence 
 rule is:  
                      ε<− − |),(),(| 1 baSimbaSim kk .         (3) 
        (1) Computing the similarity between pair of nodes (a, b). 

i. Computing the mean of similarities SimkI(a, b) between the in_neighbors 
nodes of   (a, b). 

ii. Computing the mean of similarities SimkO(a, b) between the out_neighbors 
nodes of  (a, b). 

iii. Computing the similarity between (a, b): 
         ),(),(),(),( 111 baOSimwbaISimwbaSimwbaSim kOkIkk −−− ++×=      (4) 

(2) Revising the similarity of (a, b). 
i. Computing the standard deviation StDev of the similarity vectors between 

node a and any node in B. 
ii. Revising the similarity of (a, b): 

         )/)),((1(*),(),( StDevSimbaSimbaSimbaSim kkk −+= (5)

Step 3: Normalize the similarity matrix. 
Step 4: Output the similarity matrix Sim(A,B) of A and B. 

    From equation (2) we know that on each iteration k, the similarity value of (a, b) is 
updated. In every iteration, each row of the similarity matrix is revised by the 
standard deviation of that row. When the difference of two similarity values in two 
sequential iterations is less than a threshold , the iteration is terminated.  

4   Experimental Evaluation 

We have implemented the linguistic and structural matching algorithm in our 
prototype system and have evaluated them on several real-world domains [4]. The 
experimental environment is a PIII 667 PC with 256M memory and Redhat Linux 9.0, 
the develop tool is Anjuta 1.2.1. To evaluate the quality of the matching operations, 
we use the same match measures used in [2]. Given the number of matches N 
determined manually, the number of correct matches C selected by our approach and  
the number of incorrect matches W selected by our approach, three quality measures 
are computed: Recall = C/N, Precision = C/(C+W) , F-Measure = 
2/(1/Recall+1/Precision). We defined 8 match tasks, each matching two different 
schemas. The experimental results are shown in Figure 1. 
From experiment, we know that when use the linguistic matcher, the system get an 
average F-measure value of 68%. When the structural matcher with the GSMA 
algorithm is added, the average F-measure value is increased to 90%. This shows the 
GSMA algorithm can highly improve the matching accuracy. The experimental 
results also show that the revising operation by standard deviation makes the GSMA 
algorithm have strong ability to differentiate and cluster nodes, i.e. it make similarity 
values between nodes that are actually similar far more greater than similarity values 
between nodes that are actually unsimilar. 
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Linguistic Match + Structural Match(GSMA)

Precision

Recall

F-measure

 

Fig. 1. Measure values of match tasks using linguistic&structural match 

5   Conclusion and Future Work 

In this paper, we described an efficient schema matching algorithm for the well-
known problem of schema matching. The experimental results show that our 
algorithm works well on several domains. Although experiments show promising 
results, we do not believe our approach is a robust solution, since it needs the 
inclusion of other approaches. And the complex schema matching problem, i.e. n:m 
(n, m > 1) matches, should be studied deeply.  

References 

1. Doan, A., P. Domingos, A. Halevy: Reconciling Schemas of Disparate Data Sources: A 
Machine-Learning approach. SIGMOD 2001 

2. Do, H. and E.Rahm: COMA – A System for flexible combination of schema matching 
approaches, VLDB 2002 

3. Embley,D.W. et al. Multifaceted Exploitation of Metadata for attribute Match Discovery in 
information Integration. WIIW 2001 

4. http://anhai.cs.uiuc.edu/archive/summary.type.html 
5. Li W, Clifton: SemInt: A Tool for Identifying Attribute Correspondences in 

Heterogeneous database Using Neural Network, Data & Knowledge Engineering, 2001 
6. Madhavant,J., P.A.Bernstein, E.Rahm: Generic Schema Matching with Cupid. VLDB 

2001 
7. Melnik S, Garcia-Molina H, Rahm E: Similarity Flooding: A versatile graph matching 

Algorithm, ICDE 2002. 
8. Mitra P, Wiederhold G, Jannink J: Semiautomatic integration of knowledge sources, 

FUSION 99 
9. Rahm, E., P.A. Bernstein. A survey of approaches to automatic schema matching. The 

VLDB Journal, 10(4):334 ~ 350, 2001 
10. WordNet: http://www.cogsci.princeton.edu/~wn/ 



 

L. Wang and Y. Jin (Eds.): FSKD 2005, LNAI 3614, pp. 412 – 419, 2005. 
© Springer-Verlag Berlin Heidelberg 2005 

A New Algorithm to Get the Correspondences from the 
Image Sequences  

Zhiquan Feng1 2, Xiangxu Meng1, and Chenglei Yang 1 

1 School of Computer Science and Technology, 
Shandong University, 

SanDa South Road 27, Jinan, Shandong, P.R. China, 250100 
2 School of Information and Science Engineering, 

Jinan University, 
Jiwei Road 106, Jinan, Shandong, P.R. China, 250022 

Abstract. Acquisition of the correspondences from the image sequences with 
high-efficiency and high-precision is a fundamental and key problem in com-
puter virtual techniques and human-computer interaction systems. In this paper, 
we start from image topological structures, aiming firstly finding the correspon-
dences between topological structures of the image sequences. Then, we further 
attain accurate correspondences between feature points by adopting local search 
methods. In order to speed up the search process for desired data, a grid tech-
nique is introduced and some new concepts, such as SQVSBS, and related theo-
ries are put forward. The specific characteristics of the algorithm are: (1) using 
the Top-to-Bottom strategy, from rough estimates to accurateness, from local to 
global; (2) getting better time complexity, O(Max(f2,A)), which is better than 
that that given in the references [11] and [12],here, f is the number of feature 
grids; (3) avoiding wrong matches deriving from local optical solutions; and (4) 
Focusing on the internal topological relationships between feature griddings 
upon which the characteristic of a feature gridding is based. 

1   Introduction 

To a point in the 3D space, a image sequences can be obtained according to different 
internal parameters of a camera, and the two points in different images from a same 
3D point is refered as a correspondence[1]. 

Obtaining correspondences is one of the most important problems, and is one of 
the most difficult problems as well[2] so it is very important to research on this 
problem. In mosaic for panoramic image, getting correspondences from the image 
sequences is the key to image alignment and color smoothing in intersection area. The 
another application of getting correspondences is related to Virtual Reality(VR) sys-
tems. Creating and rendering 3D models are one of the kernel problems in VR sys-
tems. As long as the correspondences are identified, automatic camera calibration can 
be realized and corresponding 3D points can be calculated. In [5,7], correlations of 
areas or features of pixels are used to drive search correspondences, which search 
speed can be improved taking into consideration characteristics of image sequences. 
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For example, the search can be made along an epipolar[7]. The issue of this method is 
that the drive function is not easy to be identified, and so the precision of the algo-
rithms is not stable. Furthermore, the precondition of using epipolar is that some ini-
tial correspondences(at least 5) must be identified in advance, which needs the search 
in the global scope. Generally, rough correspondences can be identified by hand first 
of all, and then more precision parameters of cameras can be obtained step by step. In 
despite of many new improved algorithms[9,10], the following issues are still 
open: 1 fundamental relationships between feature points needed to be further stud-
ied, and internal characteristics of features need to be further dredged up; 2 the 
known algorithms are limited to local optimal solutions, and (3) algorithms are re-
stricted to the processes point by point, which limits improvement of time complexity 
and become a bottleneck of computational cost. 

A new algorithm to get the correspondences from image sequences is put forward 
in this paper. This paper is organized as follows: section 2 presents pre-process, sec-
tion 3 presents the way to obtain the topological relationship between the feature 
griddings, section 4 presents the method to obtain the correspondences between the 
feature points, section 5 presents some of our experimental results and section 6 is the 
conclusions of the paper. 

2   Initialization 

2.1   The Fast Algorithm of Obtaining Cove-Edge-Griddings 

First of all, the image is logically divided by the M M>0 horizontal lines and 
N N>0  vertical lines, consequently, is partitioned into (M+1)× (N+1) small rec-
tangle each of which is refered as a gridding. Then, the image is scanned along four 
lings of each gridding by some fixed order, interesting information is gathered to-
gether, including the series of different grey values and the number different grey 
values (which is also called the degree of the gridding in the text), which are called 
gridding-attributes. The coordinates of top-left-corner are called the coordinates of the 
griddings(called coordinate for short). Those griddings with the numbers of different 
grey values more than 1 in the gridding-attributes are called cove-edge-griddings. It is 
clear that ,a cove-edge-gridding covers at least an edge of the image. 

A cover-edge-gridding is illustrated in figure 1 and an instance of a cover-edge-
gridding is shown in figure 2. Clearly, there may be those objects which are too small 
in size to intersect with any gridding, which are called escaped-objects. The algorithm 
aims at obtain the cover-edge-gridding  

Step0 Remove noise and convert the source image into the grey image 

Step1 Divide the image by rectangle (M+1) (N+1) 

Step2 Find gridding-attributes of each griddings 

Step3 Reserve the cover-edge-griddings 

 

×
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Fig. 1. The gridding A is a 
cover-edge-gridding and the 
gridding B is not 

Fig. 2. A real example of 
cover-edge-gridding 

Fig. 3. How to find the fea-
ture gridding 

2.2.   Extract the Feature Griddings 

Suppose the edges of the image is regarded as the approximation of a set of lines. If 
one of the following conditions is satisfied, the gridding is called feature gridding: (1) 
the gridding covers an end of the lines;(2) the degree of the gridding is more than 3. 
In the first case, the line direction between the point entering into the griddings and 
the point leaving out of the griddings is found, which is called the go-forward-
direction of the gridding. If the angle between the go-forward-direction of the current 
gridding and the last gridding, θ, is more than the threshold, λ, the current gridding 
should be a feature gridding. 

2.3   Obtain the Adjacent Matrix of Feature Gridding 

The adjacent matrix of feature gridding includes desired information for the next 
stage, which :can be obtained using width-first algorithm with the time complexity 
O(N+e).Taken into consideration the time of obtaining the griddings, feature grid-
dings and the adjacent matrix of feature gridding, the total time complexity is 
O(f+N+e), among which f,N,e stand for the total number of griddings, the number of 
feature griddings and the number of all edges----suppose exists an edge between the 
arbitrary two feature griddings.  

3   Obtain the Topological Relationship Between the Feature 
Griddings 

3.1   Basic Concepts 

Define 1. scalar quantity value of sequence b=(r1,r2, …,rk) based on sequence 

a=(y1,y2, …,yk) (SQVSBS) 

Suppose b=(b1,b2, …,bk) is a base series with linearity independence, the value  

 

θ 
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b (a)= b (y1, y2, …, yk)=a•b= i

k

i
i ry

=1

 

is called scalar quantity value of sequence b=(r1,r2, …,rk) based on sequence a=(y1,y2, 

…,yk),.among which, • express dot product operator. 

For example, let the base series be (1,1/2,1/4) and b=(10,15,20), then the SQVSBS 

of b is 1*10+1/2*15+1/4*20=22.5. 

Suppose, in the following text, that the capital letters express feature griddings, 

small letters express the related instance value of their corresponding capital letters, 

and the letters with subscripts express adjacent vertexes of the letters. For example, 

the letter x stands for the SQVSBS of the vertex ,X, and Xi express one of a adjacent 

vertex of the vertex X, xi express SQVSBS of the vertex Xi. 

Define 2. Projection on X with the base b of SQVSBS 

Let Y is a feature gridding, Y1,Y2, …,Yk is a queue compose of the all adjacent fea-

ture griddings of Y, and Y1=X we call 

b (X,Y)= b(y1,y2, …,yk) 

Projection on X with the base b of SQVSBS, noted as b(X,Y). 

Define 3. SQVSBS of X with field r and base b 

b(r) (X)= b ( b(r-1) (X1), b(r-1) (X2),…, b(r-1) (X k)), b=0,1,2,… b(0) (X) is the degree of 
X, among which,X1,X2,… Xk is the all adjacent feature griddings, b(r) is the basic 
sequence in the field r, b(r-1) (X1), b(r-1) (X2),…, b(r-1) (X k) is a series with monotone 
series. We call b(r) (X) is SQVSBS of X with field r and base b. 

3.2   The Algorithm Description 

Step1 Initalization. For all adjacent feature gridding Y of the Graph G1 and G2 set 
Y(0) with the degree value the feature gridding Y, and r=1,t=1.  

Step2 For any feature gridding X, let the degree isχ, and   

Step2.1 ),(
1 iti XXu

r −
= τ  

Step2.2 order the series{ui 1 i χ },obtaining us1,us2,…,usχ among 

which s1,s2,…,sχ is a arrange of the series 1,2, …,χ 

Step2.3 compute b(r) (X)  

b(r) (X)= bτ ( us1,us2,…,usχ) 



416 Z. Feng, X. Meng, and C. Yang 

 

Step3 Exist noise feature griddings If exist, remove the noise griddings,and goto 

step1 else goto the next step 

Step4 Are the X(r) of all the feature griddings different each other? If yes, goto stwp6 

else goto the next srep 

Step5 tr+1←tr+1 r←r+1 and then goto Step2 

Step6 sort the left feature griddings, obtaining the topological series of G1. 

In our experiment, the base series is set as {1,t,t2,…tk,…}. 

After the feature griddings of the two images are obtained, some griddings have 
probably no the corresponding griddings in the another image, which are called noise 
feature griddings. Because the noise griddings probably diffused out to other feature 
griddings before they are moved off, so the noise feature griddings should be re-
moved, and their relations to other griddings are removed as well. 

4   Obtain the Correspondences Between the Feature Points  

The algorithm is based on the topological relationships among feature griddings, so, 
holds globally the matching process and may reduces error matching. On the other 
hand, a giddings is not equal to a pixel because of errors, so obtaining further the 
correspondences on the pixel scale is necessary. On way to is to reduce the dimen-
sion of the griddings, but the number of the griddings will be multipled and so, the 
time complexity will be greatly increased. Another way is to search the accurate 
correspondences between the corresponding feature griddings obtained in the for-
mer step.  

5   Experimental Results 

Experiment 1 
G1 and G2 the figure 4 are the two input images. Only one loop is needed to obtain 
the correspondences between the G1 and G2, and the computational results are listed 
in the table 1. 

The correspondences between G1 and G2 are {(A1,A2),(B1,B2),(C1,C2),(D1,D2), 

(E1,E2),(F1,F2)}. In this example, we set t=0.5. By the way, three times are needed to 

find the correspondences if bipartite graph matching is used. 

Experiment 2 

The figures 5 are get from the paper [4] with the dimension 217X166 and the grey 

level is 256. 
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Fig. 4. The topological graph G1 and G2 

Table 1.  The computational results based on the 
Fig 4 

 
 

 
 

Fig. 5. The original image sequences 
from [4] 

Fig. 6. The feature griddings of the left image  in 
Fig.5. with different dimensions. a,b,c are the the 
feature griddings with dimension 20X20,50X50 and 
100X100 respectively. 

 

 

Fig. 7. The feature griddings of the right image  in Fig.5. with different dimensions. a,b,c are 
the feature griddings with dimension 20X20,50X50 and 100X100 respectively. 

The feature griddings of the figure 5 are shown the figure 6 and 7. In our experiment, 
λ=30 .The experiment shown that the way the dimension of cover-edge-griddings af-
fects the precisions of the silhouettes. Our algorithm is robust than the robust algorithm 
to point noise, shown in the figure 8. 

Experiment 3 
The original input images sequences are given in the figure 9, the cover-edge-griddings 
are shown in Fig10 with the dimension 45X45. set θ=45, the feature griddings are 
shown in the figure 11. Part of the corresponding griddings are shown in the figure 12, 
where Xi  correspondences Yi(i=1,2,3). 

b a c 

a b c 
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Fig. 8. The result after processed 
by Robert operator to a in Fig 5 

Fig. 9. The Original Experimental Image Sequences 

 

Fig. 10. The Cover-Edge-Griddings of the 
Fig. 9 

Fig. 11. The Feature Griddings of the Fig. 9 

 

Fig. 12. Art of the Correspondences from the sequences in the Fig. 9. 

6   Conclusions 

This paper aims at obtaining the correspondences in the images taken from different 
view points with the better time complexity and higher precision, we firstly obtain the 
global correspondences between the topological structures of the images, then adopt 
local searching strategy to obtain the accurate correspondences between the feature 
points. The research has the following characteristics: (1)The design is a process of 
from coarseness to delicateness;(2)The algorithm has the time complexity of 
O(Max(f2,A)) which is better compared with the current best one ,O(|V|(|E| + 
|V|log|E|));(3) the algorithm is robust to geometrical deformations and noise distur-
bances characteristic of points and little regions. 
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Bitmap Index for Finding Frequent Itemsets1 

Fuzan Chen and Minqiang Li 

School of Management 
Tianjin University, China (Tianjin), 300072 

{fzchen, mqli}@tju.edu.cn 

Abstract. Frequent itemsets play an essential role in many data mining tasks that 
try to find interesting patterns from databases. A new algorithm based on the 
lattice theory and bitmap index for mining frequent itemsets is proposed in this 
paper. Firstly, the algorithm converts the origin transaction database to an 
itemsets-lattice (which is a directed graph) in the preprocessing, where each 
itemset vertex has a label to represent its support. So we can change the 
complicated task of mining frequent itessets in the database to a simpler one of 
searching vertexes in the lattice, which can speeds up greatly the mining process. 
Secondly, Support counting in the association rules mining requires a great I/O 
and computing cost. A bitmap index technique to speed up the counting process 
is employed in this paper. Saving the intact bitmap usually has a big space 
requirement. Each bit vector is partitioned into some blocks, and hence every bit 
block is encoded as a shorter symbol. Therefore the original bitmap is impacted 
efficiently. At the end experimental and analytical results are presented. 

1   Overview 

Data mining has recently attracted considerable attention from database practitioners 
and researchers because of its applicability in many areas such as decision support, 
market strategy and financial forecasting. One of the most important research topics in 
data mining is the discovery of association rules in large databases of sales transactions 
[1,2]. The aim of association rule mining is to identify relationships between items in 
databases. It has been applied in applications such as market-basket analysis for 
supermarket, linkage analysis for website, sequence-pattern in bioinformatics etc.  

1.1   Related Work 

There are many association rule algorithms developed to reduce the scans of 
transaction database and to shrink number of candidates. These algorithms might as 
well be classified into two categories: 1) candidate-generation-and-test approach(such 
as Apriori).The performance of these algorithms degrades incredibly because they 
perform as many passes over the database as the length of the longest frequent pattern. 
This incurs high I/O overload for iteratively scanning large database[1,2].  

                                                           
1 This research is supported by National Science Foundation (No. ). 
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2) pattern-growth approach [11,1,2]. It is difficult to use the FP-Tree in an interactive 
mining system. However the changing of support threshold may lead to repetition of 
the whole mining process for the FP-Tree. Besides, the FP-Tree is not suitable for 
incremental mining when new datasets are inserted into the database.  

There remain many challenging issues for the association rule algorithms. The 
procedure scans the databases multiple times, which make it very hard to be scalable 
for large data sets. The algorithms generates and tests the huge number of itemsets to 
make sure that all the frequent itemsets are generated, which results in a complete set of 
association rules. Many novel ideas have been proposed to deal with these issues. To 
reduce the search space, some algorithms just mine all the closed frequent itemsets, 
instead of all frequent itemsets. A set of non-redundant association rules, which can be 
mined from the closed frequent itemsets, is generated. These rules can be used to infer 
all the association rules[12]. Other than the traditional horizontal database format for 
mining, a number of vertical mining algorithms have been proposed recently such as 
CHARM, VIPER, etc. In vertical database each item is associated with its 
corresponding transaction id (called tidlist). Mining algorithms using the vertical 
format have shown to be very effective and usually outperform horizontal approaches 
because frequent pattern can be counted via tidlist/granule/bitmap intersections in the 
vertical approach[6,7,8,9,10].  

1.2   Outline 

Based on the recent advance in these areas, we propose an itemsets-lattice and bitmap 
index based approach. In this paper we present a new framework, which inherits the 
advantages of the above methods.The remaining of this paper is organized as follows. 
In section 2 we give a detailed description of the 
itemsets-lattice. The definitions and theories about 
itemsets-lattice, and constructing and 
decomposition strategies are introduced. In section 
3 we analyze the problem of itemsets support 
counting, which is based bitmap index technology. 
Some feasible optimizations and experimental 
results are presented in section 4 and 5 
respectively.  

We consider an example transaction database D 
shown in Table1, and assume that the defined 
minimum support threshold is minsup=0.3.There 
are five different items, i.e., },,,,{ EDCBAI = , 

and the frequent itemsets are those that are 
contained at least in one of ABCE, ACD, BCD, 
CDE. 

2   Itemsets-Lattice 

In this section, we begin with some basic definition and notions, and then discuss how 
to use these techniques to represent itemsets and organize the itemsets in an 

Table 1. A Transaction 
Database D 

TID Itemsets 
1 ABCE 
2 CDE 
3 ABCE 
4 ACDE 
5 ABCDE 
6 BCD 
7 DE 
8 BCE 
9 ABCD 
10 BE 
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itemsets-lattice structure. Considering the limitation on main memory, we deal with the 
problem of decomposition in addition. 

2.1   Partial Order and Itemsets-Lattice 

The lattice theory could be referred in [3,15]. We only introduce some concepts and 
theorems to be adopted in this paper.  

Let ),( ⊆P  be an ordered set, and let A be a subset of P. The PJ ∈  is an upper 

bound of A if XJ ⊆  for all AX ∈ , furthermore J is the least upper bound of A if 

there is no element PY ∈  that YJ ≠  and YU ⊆ . Similarly, an element PM ∈  is a 
lower bound of A if XM ⊆  for all Ax ∈ , M is the greatest lower bound of A if 
there is no element PY ∈  that YM ≠  and LY ⊆ . Typically, the least upper bound is 

called the join (or top element) of A, and is denoted as A∨ (or A ); the greatest lower 
bound is called the meet (or bottom element) of A, and is denoted as A∧ (or A ). 

For },{ YXA = , we also write YX  for the join, and YX for the meet. Let M be 

the meet of P and PX ∈ L be the meet of P, if there is no Py ∈  that 

XYM ⊂⊂ then we called X is a atom of P. The set consisting of all of the atoms of 
P is denoted )(PA . 

Definition 1. An ordered set ),( ⊆L is a lattice, if for any two elements LYX ∈, the 

join YXYX =∨  and meet YXYX =∧  always exist. L is called a join 
semi-lattice if only the join exists. L is called a meet semi-lattice if only the meet exists. 
L is a complete lattice if S∧  and S∨  exist for all LS ⊆ . Any finite lattice is 
complete. 

It is deduced that the power set P(I) on the items I derived in the transaction database 
D is a lattice, and also a complete one, P(I) is called as power-set-lattice. For this P(I) 

the join is I , the meet is φ , and each atom is }{ Iii ∈ .  

Let I be the itemset derived in transaction database D, IYX ⊆,  and YX ≠ , if Y 
can be obtained from X by adding a single item, then X is said to be adjacent to Y. We 
call X is a parent of Y, and Y is a child of X. Thus, and itemset may possibly have more 
than on parent and more than one child. For each itemset X and each Xxk ∈ , itemset 

}{ kiX − is a parent of X.  

Definition 2. Let },,,{ 21 miiiI =  be the itemset derived in transaction database D, the 

itemsets-lattice L on the ordered powerset )),(( ⊆= IPP  of I be a DAG which each 

vertex is an itemset IX ⊆ . L is constructed as follow: For each primary itemset X, 

construct a graph with a vertex )(Xv , each vertex has a label corresponding to the 

value of its support, denoted as )(XS .For any pair of vertices corresponding to 

itemsets X and Y, if and only if X is a parent of Y, a directed edge exists from )(Xv  to 

)(Yv , denoted as ),( YXE .The vertex )(Xv  is said to be the head of the edge 

),( YXE , and the vertex )(Yv  is said to be the tail of the edge ),( YXE . 
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Fig. 1. The itemsets-lattice L=P(I) 

Thus, the search space of all itemsets can be represented by an itemsets-lattice, with 
the empty itemset at the top and the set containing all items at the bottom. 
Itemsets-lattice L=P(I) deduced by the database shown in Table1 is illustrated in  
Figure 1. 
    Apparently, the fact there is a directed path from vertex )(Xv  to vertex )(Zv in an 

itemsets-lattice L, implies ZX ⊂ . Especially, we call X is an ancestor of Z, and Z is a 
descendent of X.  

2.2   Itemsets-Lattice Decomposition 

If we had enough main memory, we could enumerate all the frequent itemsets by 
traversing the itemsets-lattice. With only a limited amount of main memory in practice, 
we need to decompose the original lattice into some smaller pieces such that each one 
can be solved independently in main memory. 

Definition 3. Let L be an itemsets-lattice, and LS ⊂ . For each vertex SBA ∈, , if 

SBABA ∈∪=∨  and SBABA ∈∩=∧ , S is said to be a sub-lattice of L.  

{} 
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Definition 4. Let f be a function on ordered itemset X, which selects the first k items 
from X, i.e. ]:1[),( kXkXf = . If ),(),( kYfkXfYX k =⇔≡  for all LYX ∈, , 

then the binary relation k≡  is called an equivalence relation on X. 

Theorem 1. In itemsets-lattice L, each equivalent class kX ][  induced by equivalence 

relation k≡  is a complete sub-lattice of L.  

Proof: kXBA ][, ∈∀ , i.e., A and B have the same sub-itemset X. XBA ⊇  implies 

kXBA ][∈ , and XBA ⊇  implies kXBA ][∈ . That is to say there are always 

SBABA ∈=∧  and SBABA ∈=∨ .  Then S is a sub-lattice of L following 

definition 4. Let },,,{ 21 nAAAS = , meet of S is XA
n

i i =
=1

, and the join of S is 

n

i iA
1=

. The result follows from definition 3.  

 

We can generate five independent sub-lattices by applying 1≡  to itemsets-lattice 

L=P(I) in Figure1. The sub-lattice deduced by 1][A , 1][B  and 1][C  respectively is  
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shown in Figure2, 1][D  contains two itemsets D and DE and 1][E  contains only one 

itemset E. 

If a 1≡  sub-lattice is still too large for the main memory, it can be recursively 

decomposed until all of its sub-lattices can be solved independently in main  
memory. 

3   Supports Counting 

Aiming at efficient calculation of the supports counting, we employ a new 
bitmap-based technology to optimize both I/O and CPU time. The new bitmap index 
require less disk space and memory than conventional methods. 

The bitmap technique was proposed in the 1960’s, and has been used by a variety of 
products. A typical context is the modern relational DBMS (i.e. Oracle 9i), which 
implement bitmap indexes for accelerating join and aggregate computation. Bitmap 
also has been applied in association mining[6,7,8,9,10]. Distinctively, the bitmap 
proposed is not the same as the one adopted in DBMS. Instead of using the initial 
bitmaps, we manipulate the encoded ones, which needs fewer space for the disk and 
main memory.  

The key idea of the approach is to use a bitmap index to determine which 
transactions contain which itemsets. Each transaction has one unique offset position in 
the bitmap. A bit vector ),,,(. 21 nbbbBitX =  is associated to each itemset X. In 

BitX . the ith bit ib  is set to 1 if the transaction i contains the itemset X, and otherwise 

ib  is set to 0. The ordered collection of these bit vectors composes the bitmap. In a 

bitmap, a line represents a transaction, while a column corresponds to a given k-itemset. 
The bitmap for 1-itemsets is just a classical bitmap index implemented in Oracle.  
Combining the process of performing a logical operation (AND/OR/NOT) on a serious 
of bitmaps is very efficient, particularly compared with performing similar processes 
on lists of transaction. The operations between binary bits are not only implemented 
with software algorithms, but also some appropriative hardware Boolean calculation 
units. 

As an example, bit vectors associated with 

1-itemsets in the transaction database D shown in 

table1 are such: 

{A}.Bit = (1011100010),  
{B}.Bit = (1010110111),  
{C}.Bit = (1111110110),  
{D}.Bit = (0101111010),  
{E}.Bit = (1111101101).  

The collected bitmap is shown in table2. 
During the supports counting the algorithm 

intensively manipulates bit vectors, and even store 
the intermediate ones, which requires a lot of disk

  

 

Table 2. Bitmap of 1-itemsets  

1 2 3 4 5 
1 1 1 0 1 
0 0 1 1 1 
1 1 1 0 1 
1 0 1 1 1 
1 1 1 1 1 
0 1 1 1 0 
0 0 0 1 1 
0 1 1 0 1 
1 1 1 1 0 
0 1 0 0 1 
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space and main memory. So, it is necessary to compress the bitmap in advance. A new 
block strategy is proposed to encode and decode the bitmap, which is similar to the 
pagination technology in operating systems. In this approach, every bit vector is 
partitioned into fractions, called blocks, that can be encoded respectively, so that a 
bitmap is divided into granules. Each block should have an appropriate size, if the size 
is too small, the impact is not remarkable; otherwise the encoding is not 
straightforward. In order to take full advantage of Logical Calculation Units, the block 
size should be an exponential to 2. Each block is represented as ):( Wp , p is the 

number of the block, and W is the block bit vector. Let l be the block size, m the number 
of transactions in database D. In this way each bit vector ),,,,( 21 mi bbbbB =  

can be partitioned into )(INT l
mp =  blocks. The kth block vector 

),,,,,( 21 ljk wwwwW = , )l*(kilij 1),MOD( −−== . 

For example, when we initialize the block size as 16, every 16 bits forms a block. 
Thus the total number of blocks is the total number of transactions divided by 16. If a 
database contains 10K transactions, each bit vector B consists of 

625)1610,000(INT ==p blocks. If the 19th bit in B 119 ==ib , we can figure out 

that the 3rd bit 13 ==jw  in the 2=k  block. If the transaction set 

}20 8, 11,1 9, 4, 3, 1,{  supports itemset X, and }24,31 8, 11,1  4, {  supports itemset Y 

respectively, dividing by 16 yields 
)}0000  0000  0000  0101:2(),0000  1010  0000  1011:1{(. =BitX  and 

)}0010  0000  0001  0100:2(),0000  0010  0000  0001:1{(. =BitY . The 

intersection of two bit vectors is accomplished by the logical operation AND. Thus the 
corresponding bit vector of their join set X∪Y is 

)}0000  0000  0000  0100:2(),0000  0010  0000  0001:1{(. =BitXY . That is to 

say transaction 4164 11 =+ − , 111611 11 =+ − , 18162 12 =+ −  support both itemset X 
and Y. 

Encoding each block as a shorter code can reduce the space demanding. The 
obligatory principle is that each block can be represented uniquely. The conversion 
between binary, octal, decimal and hexadecimal can be implemented conveniently, 
hereby every block can be represented a binary, octal, decimal or hexadecimal code. 
We use a hexadecimal code, i.e. every four bits in a block encode a hexadecimal code. 
For instance the encoded hexadecimal vectors associated with previous itemsets X and 
Y are )}5000:2(),C0A0:1{(. =BitX  and )}4102:2(),1020:1{(. =BitY , and the 

intersection of their bit vectors is )}4000:2(),1020:1{(. =BitXY . 

For the sake of efficient counting the number of 1 in a bit vector, figuring out the 
support of an itemset, we previously store the binary block in a bit array ]1[ lBit , 

and the hexadecimal blocks in an array ]1[ pABit . The value in ][iABit  is the 

hexadecimal code of the ith block. Implementation of this support counting algorithm 
follows. 
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Algorithm 1.  Itemsets Support Counting 
Algorithm Countsupport(X1, X2) 
Begin 

Support=0; 
For 1=i  and pi ≤  do 

   If 0][.1 ≠iABitX  and 0][.2 ≠iABitX  then 

    For 1=j  and lj ≤  do 

     ][.&][.][. 21 jBitXjBitXjBitX = ; 

     ][. jBitXSupport =+ ; 

     ++j ; 

    endfor 
][.&][.][. 21 iABitXiABitXiABitX = ; 

   Else 
    0][. =iABitX ; 

   endif; 
   ++i ; 

end; 

4   Algorithm Analysis and Optimization 

The performance of these candidate-generation-and-test algorithms degrades 
incredibly because these algorithms perform as many passes over the database as the 
length of the longest frequent pattern. This incurs high I/O overhead for scanning large 
disk-resident database many times. Furthermore, this kind of approach finds frequent 
itemsets according to the given minimum support. When the support changes, 
algorithm has to be performed on the entire database again, each itemset is also 
regenerated and its support is also recounting. Thus the previous computed result 
cannot to be reused is still a side issue. We convert the original transaction database to 
an itemsets-lattice in a preprocessing, where each itemset vertex has a support label. 
Since then when the given support changes, we only need traverse the itemsets-lattice 
straightly to finding frequent itemsets, in spite of manipulating the transaction database 
complicatedly. Such itemsets-lattice can be mined for many times without numbers. 
Hence, the preprocessing cost can be contributed, and the more mining task performs, 
the little average effort is. 

The search space of all itemsets contains exactly
I2  different itemsets. If itemset I 

is large enough, then the naive approach to generate and count the supports of all 
itemsets over the database can not be achieved within a reasonable period of time. 
Instead, we could generate only those itemsets that occur at least once in the 
transaction database. More specifically, we generate all subsets of all transactions in 
the database. Of course, for large transactions, this number could still be too large. 
Therefore, as an optimization, we could generate only those subsets of at most a given 
maximum size. This technique would pay off for sparse transaction databases. For 
very large or dense databases, an alternative method is to generate subsets of at least a 
given support threshold. In such a manner those overlong itemsets would be pruned. 
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This technique can decrease both space and compute effort consumedly. The 
itemsets-lattice constructing is a long-time spending process. Buffer can decrease the 
disk I/O, and multiprocessor can parallelize the processing, these ways should 
accelerate the speed.  

The itemset has an important property: if an itemset is infrequent, all of its supper set 
must be infrequent. In other words all the infrequent itemsets compose a meet 
semi-lattice. There has no frequent itemset in the sub-lattice which bottom element is 
infrequent. Thus, we only need to traverse the sub-lattice which bottom element is 
frequent. Applying this property can minimize the I/O costs when enumerating 
frequent itemsets. 

5   Experimental and Analytical Results 

We run the simulation on PC: Intel P4 2.4G CPU, 512MB main memory and Windows 
2000 Server. The synthetic data set are generated using a method provided by KDD 
Research Group in IBM Almaden Recearch Center, referring to 
Http://www.almaden.ibm.com/cs/quest/syndata#AssocSynData.  

Figure 3 shows the response time variation with average transaction size during lattice 
constructing. The data sets are Tx.I3.D100K and Tx.I3.D100K, the transaction size 
increases 1 every time. This shows 
that response time of lattice 
constructing and the average 
transaction size is an exponential 
relation. The computational effort and 
the scale of constructed lattice are 
more sensitive to the average 
transaction size, rather than to the 
number of transactions. We also find 
that the computational effort 
mushrooms when some transactions 
have very great length, even though 
the average transaction size is small. 

Figure 4 shows the response time 
variation with the number of 
frequent itemsets enumerated by 
applying Breadth-First search 
strategy to itemsets-lattice. The data 
sets areT5.I3.D100K and 
T5.I3.D200K. This shows that 
response time of frequent itemsets 
enumerating is more sensitive to the 
number of frequent itemsets 
searched, rather than to the average 
transaction size and number of 
transactions in the data set. 
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6   Conclusion 

In this paper a new efficient approach for mining frequent itemsets is proposed based 
on the lattice theory and bitmap index. These two kinds of technique have been fully 
researched and successfully used in a variety of fields for last decades. By dint of an 
itemsets-lattice structure, the complicated task of mining frequent itemsets in the 
database is simplified to vertices searching in the lattice, which can speed up greatly the 
frequent itemsets mining process. Considering the problem that there may not have 
enough main memory to process the entire lattice, we discuss the solution for lattice 
recursive decomposition. 

We use an improved compacting bitmaps database format. We count the support of 
itemset by means of binary bit vectors intersections, which minimizes the I/O and 
computing cost. To reduce the disk and main memory space demanding, we break the 
bitmap down into some less blocks, which can be encoded as a shorter code. The blocks 
of bitmaps are fairly adaptable. Hence the additional space decreases rapidly. 
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Abstract. In most of fuzzy querying systems, items in query conditions are 
assumed to carry equal importance, although it might not actually to be the 
case. Issues for expressing users’ preferences to query conditions are presented 
here. Relative importance between query items is introduced. Standard SQL is 
extended to express weighted fuzzy queries, such as sub-queries, multi-table 
queries; set-oriented queries etc. which make the existing relational database 
systems more flexible and more intelligent to users. 

1   Introduction 

In the field of databases, many efforts have been made to enable fuzzy queries in 
relational databases. Most researches of this kind are based on fuzzy set theory in 
which the retrieval conditions of SQL queries are described by fuzzy terms 
represented by fuzzy numbers [1][2][3][5][6]. The extensions of nesting operators, 
set-oriented operators, and also selection operators are applied to sets of tuples [12] 
[13] [14]. The presented fuzzy querying systems allow users to construct their queries 
conveniently, which make the relational database systems become more flexible and 
more intelligent to user [9]. 

But all these methods cannot deal with users’ preferences to queries conditions. 
For example, ‘find the houses with cheap rent and moderate size’. A user may feel 
that the rent is more important than the size. A house with cheap rent, even the size is 
not so moderate (a little lager or smaller), may be more acceptable to him than a 
house with moderate size and a little more expensive rent. Few methods can resolve 
this kind of queries in relational databases, so it is necessary to induce the concept of 
“importance” in fuzzy queries. 

There are numerous researches on “importance” in the field of information 
retrieval and fuzzy decision-making [8][10]. Some literatures discuss weights in fuzzy 
queries [4][9]. The method to describe the weights of query terms in conjunction is 
proposed in [4]. There are few researches introducing weights in multi-table query, 
nested query, set-oriented query, etc.  

The aim of this paper is to present a method to weigh the (fuzzy) terms in fuzzy 
querying conditions. First of all, we briefly set the base concept and characteristic of 

                                                           
1 This work is supported in part by the Science and technology developing plan of Jiangsu 

province, under Grant (BR2004012). 
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fuzzy queries. Then we give the definition of weight and the way to evaluate 
matching degrees of tuples in different kinds of weighted queries. The effect of 
weight and threshold to matching degree is discussed. Finally, we summarize and 
point out to the future. 

2   Fuzzy Queries 

Fuzzy querying is in the sense of not asking if an element simply satisfies a query or 
not, but more asking to which extent it satisfies the given condition. Fuzzy queries 
allow fuzzy terms in WHERE clause in SQL.  

2.1   Extension of Simple Queries 

SELECT  A1,…, An  FROM  R  WHERE fc  WITH α  (Q1) 

In (Q1), R is a relation; iA  is an attribute in R; fc is a fuzzy condition. The result of 

(Q1) is a fuzzy relation. Elements in it match fc with different degrees, which are 
named matching degrees MD: 

)t(MD(t) fcμ=  . (1) 

MD is a value in interval [0, 1]. fc can imply fuzzy and Boolean basic conditions 
at the same time. α is a threshold value. The function of clause ‘ WITH α ’ is to 
discard tuples whose matching degrees are below α . 

As we all know, tuples in the result are unique if the prime key is in the list of 
SELECT clause in SQL. Otherwise, the result is a multi-set. The keyword “distinct” 
is used to eliminate the duplicates. In the case of fuzzy queries, the extended select 
block can return duplicate if several tuples have the same value on attributes and 
eventually different matching degrees [12]. If “distinct” is used in fuzzy queries, only 
the tuple with the highest matching degree is retained in this paper. 

2.2   Extension of Multi-table Queries 

Multi-table queries select the tuples belonging to the Cartesian product of the specific 
relations which are joined by some matching attributes. The general form of fuzzy 
multi-table queries is: 

SELECT  R.A, S.B  FROM  R,S 

WHERE  fc1(R)  AND  fc2(S)  AND R.Cθ S.D 
(Q2) 

θ  can be a comparison operator, such as =,<,>,>=,<= or some fuzzy comparison 
operators, such as >>,<<, ≈ ,etc.. So we have[12]:  

)).,.(),(),(min()( 21 DyCxyxtMD fcfc θμμμ= SyRx ∈∈ ,   . (2) 
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2.3   Extension of Set-Oriented Operators 

In SQL99, the available set operators are UNION, INTERSECTION, EXCEPT. 
UNION is the only one necessary since INTERSECTION and EXCEPT can be stated 
by means of other constructors. The general form is: 
(SELECT A1,…,An  FROM  R WHERE  fc1) 

UNION/INTERSECT/EXCEPT 

(SELECT A1,…,An  FROM  S WHERE  fc2)    WITH α    

(Q3) 

2.4   Extension of Nested Queries 

SQL supports nested queries. Sub-query is nested in the expression SELECT-FROM-
WHERE. Operators such as IN, EXIXTS, ALL, ANY are used in nested queries [12]. 

SELECT * FROM R WHERE fc1 AND A IN 

(SELECT B FROM S WHERE fc2) 
(Q4) 

SELECT * FROM R WHERE fc1 AND EXISTS 

(SELECT * FROM S WHERE fc2 AND R.A=S.B ) (Q5) 

SELECT * FROM R WHERE fc1AND 

A= ANY(SELECT B FROM S WHERE fc2) (Q6) 

Expression (Q4)(Q5)(Q6) are equivalent. 

SELECT R.* FROM R, S WHERE fc1 AND fc2  AND R.A=S.B (Q7) 

If the result of (Q7) is a set, (Q4)(Q5)(Q6)(Q7) are equivalent. If we change “=” 
with θ  (fuzzy or crisp comparison operators), the equivalence between (Q5)(Q6)(Q7) 
is still kept. We also have equivalence between the expressions as follows [12]: 

SELECT * FROM R WHERE Aθ  ALL (SELECT B FROM S WHERE fc) (Q8) 

SELECT * FROM R WHERE NOT EXISTS 

(SELECT B FROM S WHERE fc AND NOT(Aθ B)) 
(Q9) 

3   Weighted Queries in Relational Databases 

A query logically connected (AND or OR operators) to other queries is represented by 
a fuzzy set A. The relative importance can be taken into account by weighing A. It is 

necessary to define differently, wA  for disjunctive queries and wA for conjunctive 

queries, where w  is a value in [0,1]. In both cases, 0=w corresponds to the non-
impact of a query, and 1=w  to the full impact [10]. 

Let A be a (fuzzy) term with weight w in the unit interval and t be a tuple. The 
membership degree of t’s attribute a to A is defined as[10]: 
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))t.a(,min()t.a( AA w
w

μμ =  . (3) 

))t.a(,1max()t.a( AA
ww μμ −=  . (4) 

3.1   Importance in Simple Queries 

SELECT A   FROM R 
WHERE 111 aA θ  AND/OR…AND/OR kkk aA θ  

WEIGHT 
1A  is 

1w …
kA  is kw    WITH α  

(Q10) 

iA  is an attribute in relation R, iw is the weight of 
iA ,

iθ is a fuzzy comparison 

operator. “
iii aAθ ” may be replaced with “

iA = iF ”, where
iF  is a fuzzy predicate.  

As for the weighted conjunctive queries, matching degree is evaluated by: 

)),1max(,),,1(max()t( k11 kwwMINMD μμ −−=  . (5) 

The weighted disjunctive queries: 

)),min(,),,(min()t( k11 μμ kwwMAXMD =  . (6) 

Table 1. Relation Person and membership degrees of fuzzy predicates ‘young’ and ‘tall’ 

ID Name Age Young Height Tall MD 
R1 
R2 
R3 
R4 
R5 
R6 
R7 
R8 
R9 
R10 

Jam 
John 
Amy 
Tom 
Jack 
Henry 
Tommy 
Sandy 
Ann 
Bob 

20 
31 
22 
40 
25 
28 
39 
33 
26 
31 

1 
0.410 
1 
0.1 
1 
0.735 
0.113 
0.281 
0.961 
0.410 

173 
165 
185 
175 
183 
177 
170 
181 
172 
183 

0.257 
0.138 
0.8 
0.308 
0.671 
0.372 
0.2 
0.552 
0.236 
0.671 

0.257 
0.138 
0.8 
0.308 
0.671 
0.372 
0.2 
0.552 
0.236 
0.671 

For example:  

SELECT  *  FROM  Person  WHERE age = young AND height = tall 

WEIGHT  age is 0.4; height is 0.8   WITH  0.5 
(Q11) 

Table 1 gives the relation Person, in which the column named “young” (resp 
“tall”) is the membership degree of age (resp height) and the last column is the 
eventually matching degree computed by formula (5). According to table1, the 
matching degrees of R3 R5 R8 R10 are greater than or equal to 0.5. So the result 
of (Q11) is as follows: 
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Table 2. The result of (Q11) 

ID Name Age Height MD 
R3 
R5 
R10 
R8 

Amy 
Jack 
Bob 

Sandy 

22 
25 
31 
33 

185 
183 
183 
181 

0.8 
0.671 
0.6 
0.552 

If there is no weight in (Q11), we can deduce that the tuples satisfying the query 
are R3, R5. In (Q11), “height=tall” is assigned a greater weight than “age=young”, so 
the impact of height to the query is greater than that of age. R8 and R10 satisfy (Q11), 
although they do not if there is no weight. 

3.2   Derivation Principle of  Weighted Conjunctive Queries  

According to (5) iff α≥)(tMD , the tuple t satisfies (Q10). Iff 

αμ ≥−∀ ),1max(, iiwi , namely i∀ α≥− iw1  or αμ ≥i
then α≥)(tMD . The 

weights are assigned by users, so iw  is known before matching degree is computed. 

− If α≥− iw1 , then αμ ≥− ),1max( iiw without reference to
iμ . 

− When α<− iw1 , only if αμ ≥i  we have αμ ≥− ),1max( iiw . If a tuple satisfies 

(Q10), its attribute iA ’s membership degree 
iμ  is greater or equal to α .So 

iA must be in the α -cut ( ]b,a[ )(
i

)(
i

αα  ) of related fuzzy predicate. 

Let us consider (Q11) again, the weight of age is 0.4 and 1-0.4 is greater than 0.5, 
so we don’t have to care for the membership degree of “young”. The weight of height 
is 0.8 and 1-0.8 is lower than 0.5, so we compute the α -cut of fuzzy predicate “tall” 
(the membership function of “tall” see [1]). (Q11) can be transformed to: 

SELECT * FROM   Person   WHERE height >=180   

WEIGHT age is 0.4; height is 0.8   WITH 0.5   

R3, R5, R8 and R10 satisfy the condition “height >=180”. So we just need to 
compute these four tuples’ the membership degrees to fuzzy predicate “tall”. We 
evaluate their matching degrees according to formula (5). 

3.3   Derivation Principle of Weighted Disjunctive Queries 

If ,i∃ αμ ≥),min( iiw , namely αμ ≥∃ ii,  and α≥iw  , then 

αμμ ≥)),min(,),,(min( k11 kwwMAX , where iw  is assigned by user.  

If iw <α , then αμ <),min( iiw . 
iμ  has no effect on the eventually result, so the 

fuzzy term related with 
iμ  in query can be neglected. 
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3.4   Importance in Weighted Multi-table Queries 

Let us consider a database composed of the relations [12]: 

Emp (#emp, name, #dep, age, salary) 
Dep (#dep, budget, size, city) 

The query: ‘find the employee with middling salary who works in the department 
at SHANGHAI with a high budget’ can be expressed as (Q12). There are three 
conditions in this query: ‘working in SHANGHAI’; ‘salary is middling’; ‘the 
department has a high budget’. Let us give them different weights: 

SELECT  #emp, name  FROM   Emp, Dep 

WHERE city=”SHANGHAI”  AND  salary=middling AND  budget =high 
AND  Emp.#dep=Dep.#dep 

WEIGHT city is 0.7; salary is 0.9; budget is 0.4    WITH 0.5  

(Q12) 

#dep is the prime key of Dep and foreign key of Emp. Emp and Dep is joined by 
“Emp.#dep=Dep.#dep”. The join is crisp, so the weight of “Emp.#dep=Dep.#dep” is 
1(it is default). We get the relation REmp by computing the α -cut of fuzzy set 
“middling salary” and relation RDep by computing the α -cut of fuzzy set ‘high 
budget’. Then we join REmp and RDep by “Emp.#dep=Dep.#dep” 

SELECT  #emp, name  FROM   Emp, Dep 

WHERE  city=”SHANGHAI” AND (salary>=40000 AND salary<=70000) 
AND budget >=500000 AND  Emp.dep=Dep.dep 

WEIGHT city is 0.7 , salary is 0.9 ,budget is 0.4   WITH  0.5 

(Q13) 

According to the derivation principles in weighted conjunctive queries, 1-0.4 is 
greater than 0.5, so we can ignore the condition” budget >=500000” and just consider 
the other two conditions. The tuples satisfy these conditions are in table 3. Then we 
evaluate the matching degrees of tuples in table3 and order them by descending 
sequence on matching degree. It is not necessary to establish join on prime key and 
foreign key. Any attribute from two relations may appear in the join expression if they 
have comparable data type. Join operators may be crisp (=, <, >,etc.) or fuzzy 
( <<≈, ,etc).The general form is: 

SELECT  R.A,S.B  FROM  R,S 

WHERE  fc1(R)  AND  fc2(S)  AND  R.Cθ S.D 
(Q14) 

θ  is a (fuzzy) comparison operator .If the weights of three conditions in WHERE 
clause are 

1w , 
2w , 

3w , we have 

))).,.(,1max()),(1max()),(,1(maxmin()( 32211 DyCxwywxwtMD fcfc θμμμ −−−=  (7) 
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Table 3. Tuples satisfying ‘city=”SHANGHAI” AND (salary>=40000 AND salary<=70000)’ 

#emp #dep age salary 
S5 D4 28 50000 
S6 D1 29 65000 
S18 D1 45 65000 
S19 D4 47 64000 

Table 4. The result of (Q12) 

#emp #dep age salary MD 

S5 D4 28 50000 1 
S19 D4 47 64000 0.8 
S6 D1 29 65000 0.6 
S18 D1 45 65000 0.6 

If θ  is a fuzzy join operator, even we compute the α -cut of )D.y,C.x(θμ , (Q14) 

cannot be transformed to standard SQL query, because C and D are attributes on R 
and S respectively. So we defuzzy fc1(R) (resp.fc2(S)) with its α -cut, then find the 
tuples satisfying fc1 (resp.fc2) and get two relations Res_fc1 and Res_fc2. R.Cθ S.D 
is used to join Res_fc1 and Res_fc2. At last we have eventually matching degree 
according formula (7). 

The query ‘find the employee nd the department, his salary is about 1/100 of the 
budget of the department’ can by expressed by: 

SELECT Emp.#emp, Dep.dep  FROM Emp, Dep 

WHERE age=young  AND salary ≈  budget/100 

WEIGHT age is 0.7;  salary is 0.8  WITH 0.5 

(Q15) 

In this query, “ ≈ ”is the join operator. Let 
),max(

),min(
),(

yx

yx
yx =≈μ [12]. 

 
 

 
 
 

 
 

 

 

 

Fig. 1. Fuzzy join between Emp and Dep 

#dep budget size city 
D1 3500000 12 Shanghai 
D2 6000000 30 Nanjing 
D3 4000000 32 Beijing 
D4 8000000 42 Shanghai 
D5 5000000 28 Guangzhou 

#emp #dep age salary 
S1 D1 20 23000 
S4 D3 27 41000 
S5 D4 28 50000 
S6 D1 29 65000 
S13 D2 24 35000 
S14 D1 22 28000 
S15 D2 26 40000 
S20 D3 30 56000 

salary ≈ budget/100 
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Firstly, we defuzzy the condition “age=young”.  

SELECT #emp FROM Emp  WHERE  age<=30 (Q16) 

The result of (Q16) is named Res_Emp. Secondly we join Res_Emp and Dep. 
(See Figure1). Thirdly, we compute matching degrees according formula (7) (see 
Table 5). Lastly, the tuples whose matching degrees are below threshold are 
discarded. If θ  is a fuzzy join operator, we cannot use α -cut to defuzzy join 
expression. So the efficiency of query is low if there are numerous tuples. 

Table 5. The result of (Q15) 

Emp.#emp Dep.#dep ≈μ  Young MD 

S1 D1 0.66 1 0.66 
S1 D2 0.38 1 0.38 
S1 D3 0.58 1 0.58 
S1 D4 0.29 1 0.29 
S1 D5 0.46 1 0.46 
S4 D1 0.85 0.8 0.8 
… … … …  
S4 D5 0.82 0.8 0.8 
… … … …  
S20 D1 0.625 0.63 0.625 
 … … …  
S20 D5 0.89 0.5 0.5 

3.5   Importance in Set-Oriented Queries 

If we introduce weight in Set-oriented queries, the general form is: 

(SELECT A1,…,An FROM R WHERE 
11fc ,

12fc ,… 

WEIGHT 
11fc  is 

11w , 
12fc  is 

12w ,…. WITH α ) 

UNION/INTERSECT/EXCEPT 

(SELECT A1,…,An FROM S WHERE 
21fc ,

22fc ,… 

WEIGHT 
21fc is

21w ,
22fc   is

22w …. WITH α )  

(Q17) 

The evaluation in sub-queries is the same as before. When operator “UNION” is 
used, let us assume the result of former sub-query is Rf and matching degree of a 
tuple in Rf is

irfμ , as the same we get
isfμ . The eventual result is SfRf ∪ , so the 

matching degree in the result is computed by ),max(
ii sfrf μμ .  

The query ‘find a department in which the old employee has high salary, or the 
department has middling size and middling budget’: 
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(SELECT dep FROM Emp WHERE age=”old” AND salary=”high” 

WEIGHT age is 0.6 ; salary is 0.9   WITH 0.5)   UNION 

(SELECT dep FROM Dmp WHERE budget=”high” AND size=”middle” 

WITHGT budget is 0.5; size is 0.8  WITH 0.5) 

(Q18) 

We may get: Rf-D3 (0.8), Sf-D3(1.0), D5(0.5), SfRf ∪ -D3(1.0), D5(0.5). 
Queries with INTERSECT/EXCEPT can be also expressed by nested queries with 

operators EXISTS /NOT EXISTS. 

3.6 Importance in Nested Queries 

The nested queries with operators IN, ANY, ALL and set-oriented queries with 
operators INTERSECT, EXCEPT can be stated by means of EXISTS. So we discuss 
the weighted sub-queries with operators EXISTS. 

SELECT * FROM R WHERE  fc1  AND EXISTS 

(SELECT * FROM S WHERE  fc2  AND R.Aθ S.B ) 
(Q19) 

The underlined conditions have weight, the computation of (Q19) is : 

))).,.(,1max()),(1max()),(,1(maxmin()( 32211 ByAxwywxwtMD fcfc θμμμ −−−=  (8) 

For example ’find a young employee who work in a department with high budget’ 

SELECT *  FROM Emp 

WHERE age=’young’ AND EXISTS ( SELECT * FROM Dep WHERE 
budget=”high” AND Emp.dep=Dep.dep ) 

WEIGHT age is 0.5 budget is 0.8  WITH 0.5 

(Q20) 

The weight of age is 0.5, so need not to consider age in the WHERE clause. 

SELECT #emp  FROM Emp 

WHERE EXISTS ( SELECT * FROM Dep WHERE budget>=5000000 AND 
Emp.dep=Dep.dep ) 

WEIGHT age is 0.5; budget is 0.8  WITH 0.5 

(Q21) 

4   Weight, Threshold and Matching Degree 

According to Section 3.2, if i∀ , α≥− iw1  in weighted conjunction, then all tuples in 

the relation R will satisfy Q(10). )(tMD  will be greater than or equal α  no matter 

what is the membership degrees of t. Let us adjust the weight and threshold in (Q12): 

SELECT  *  FROM   Person   WHERE age = ‘young’ AND height = ‘tall’ 

WEIGHT  age is 0.4; height is 0.3   WITH  0.5 

(Q22) 
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)).,7.0max(),,6.0(max()),3.01max(

),,4.01(max()),1max(),,1(max(

salary_highsalary_high

salary_high21

μμμ
μμμ

young

youngyoung

MIN

MINwwMIN

=−

−=−−
 (9) 

Even values of 
youngμ  and 

tallμ   are unknown, it is confirmed that formula (9) is 

greater than 0.5. So all the tuples on relation person satisfy (Q22). 
In formula (6), )(tMD  will be no less than

i
i

wmax1− . So if
i

i
wmax1−<α , all 

tuples in relation will satisfy the query. We can increase the weight or decrease the 
threshold until i∃  

i
i

wmax1−≥α  to avoid this problem. In disjunctive queries, 

)(tMD  will not be greater than 
i

i
wmax . If α >

i
i

wmax , there is no tuples satisfy the 

query. We can increase threshold or weight to avoid null set. e.g. 

SELECT #emp  FROM  Emp WHERE age =’young’ AND salary =’high’  

WEIGHT  age is 0.6; budget is 0.8  WITH   0.9    
(Q10) 

9.07.0)),7.0(min),,6.0(min(MAX)),w(min),,MAX(min(w tallyoungtall2young1 <≤= μμμμ . (10) 

5   Conclusion 

A new method is proposed to weigh fuzzy queries in this paper. We extend SQL to 
deal with kinds of weighted fuzzy queries, not only simple queries but also mulit-
table queries, sub-queries and set-oriented queries, etc. which makes the relational 
databases queries more flexible and intelligent. In the future we will study other kind 
of weighted queries, such as aggregation queries and other more efficient methods to 
defuzzy fuzzy querying conditions. 
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Appendix: Relation Emp and Dep, and Membership Functions 
May Be Used 

Table 6. Relation Dep 

#dep budget size city 

D1 3500000 12 Shanghai 
D2 6000000 30 Nanjing 
D3 4000000 32 Beijing 
D4 8000000 42 Shanghai 
D5 5000000 28 Guangzhou 

Table 7. Relation Emp 

#emp #dep age salary #emp #dep age salary 
S1 D1 20 23000 S12 D1 38 80000 
S2 D3 31 36000 S13 D2 24 35000 
S3 D5 34 53000 S14 D1 22 28000 
S4 D3 27 41000 S15 D2 26 40000 
S5 D4 28 50000 S16 D3 35 75000 
S6 D1 29 65000 S17 D3 39 82000 
S7 D5 41 68000 S18 D1 45 65000 
S8 D2 44 57000 S19 D4 47 64000 
S9 D3 53 70000 S20 D3 30 56000 
S10 D5 50 69000 … … … … 
S11 D4 36 71000 … … … … 
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Abstract. In this paper, a support vector machine (SVM) multi-user receiver 
based on competition learning (CL) strategy is proposed. The new algorithm 
adopts a heuristic approach to extend standard SVM algorithm for multiuser 
classification problem, and also a clustering analysis is applied to reduce the total 
amount of computation. In implementation of multi-user receiver, an 
asymptotical iterative algorithm is used to guide the learning of the input sample 
pattern. The digital result shows that the new multi-user detector scheme has a 
relatively good performance comparing with the conventional MMSE detector 
especially under the heavy interference environment. 

1   Introduction 

Support vector machine (SVM) was originally designed for binary classification 
problem, training a SVM amounts to solving a quadratic programming (QP) problem 
[1] [2]. How to effectively extend it for multiclass classification is still an ongoing 
research issue. Currently there are two types of approaches for multiclass SVM. One is 
by constructing and combining several binary classifiers while the other is by directly 
considering all data in one optimization formulation. The performance comparison 
between the two methods shows that the former has excellent performance both in 
training time and classification accuracy rate [3]. Still, the SVM solution need to 
complete K(K-1)/2 (K is the total classes number) quadratic programming to obtain 
optimal classification, which pose a great computation burden for a real problem, so 
how to construct a reduced training model, so as to simplify the sample training process 
is the focus of application. 

Code-division multiple-access (CDMA) technology constitutes an attractive 
multiuser scheme that allows users to transmit at the same carrier frequency in an 
uncoordinated manner. However, this creates multiuser interference (MUI) which, if 
not controlled, can seriously degrade the quality of reception. Mutually orthogonal 
spreading codes for different users can provide an inherent immunity to MUI in the 
case of synchronous systems. Unfortunately, multipath distortions are often 
encountered in CDMA system and will reduce this inherent immunity to MUI. Actually 
most of multiuser detection (MUD) schemes involve in matrix decomposition or 
inversion, which is computation expensively and are not suitable for on-line 
implementation [4]. In this paper, the MUD based on SVM approach at base station is 
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proposed, in this scheme, a cluster splitting and competition learning approach is used 
to construct the training and test model, which open a new perspective to MUD. The 
reminder of this paper is organized as follows. Section II presents the multi-class SVM 
training model based on clustering analysis. Section III gives the formulation of MUD 
on SVM. Competition learning (CL) scheme description is given in section IV. Section 
V gives the simulation and analysis. Finally section VI concludes this paper. 

2   The Training Model of Multi-class SVM 

Consider total K  classes in training set, namely 1 2, ,... KC C C , treat each class of K  as 

a cluster and computer the center of these clusters as ic , 1, 2,...i K= . For any two 

classes iC and jC  ( i j≠ ), implement the SVM training in two inverse stages [5].  In 

first stage, find a way to narrow the scope of training data by splitting the current cluster 

into sub-cluster, till the minimal training set is found. In second stage, starting the SVM 

training from inner layer to outer layer till margin error is entirely avoided. A detailed 

implementation description is given in the following part. 

Stage I: Cluster splitting 
Initialization: 
Select class iC and jC (namely cluster ic and jc ) as the one we will implement SVM 

training, ic and jc represent the cluster center of ic and jc , choose the pair 

( ),x x+ − that is closest/next closest 1  to each other, set the origin point as 
0 ( ) 2c x x+ −= + , based on which a normal vector 0c⊥ ( 0c x x⊥ + −⊥ ) is obtained, then 

pass through ic and jc respectively to form two hyperplanes 
ich and 

jch , which satisfy 

i jc c oh h c⊥ , this two hyperplanes separate cluster ic and jc into two sub-clusters 

respectively (see Fig.1), initialize splitting counter 0s = , 0k = . 

Splitting implementation: 

Repeat 

Step 1:  calculate the centre of new cluster ikc and jkc , which lie inside of hyperplane 

ikch and
jkch , take the new centers as ( )1i kc + and ( )1j kc +  

Step 2:  if ( )1i kc x+
+ = or ( )1j kc x−

+ = , then go to end 

Step 3:  split current cluster into two subclusters through hyperplane 
( )1i kch

+
and 

( )1j kch
+

, 
( )1i kch

+ ( )1 0j kch c
+

⊥ , 1k k= + , 1s s= +  

Step 4:  go to step 1  
End 

                                                           
1  Once this pair doesn’t give the optimal hyperplane to SVM, then re-choose the pair from 

neighbor training data. 
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Stage II: SVM training 

Initialization: 

Take the split cluster sequence as { }1 0, ,...,s sc c c− , where s is jsc c c= and the rest 

may be deduced by analogy, initial training value t s= , ( )f ⋅ is the hyperplane 

separating function 

Step 1:  train the SVM on tc , 
t

t k

k s

c c
=

=  

Step 2:  if ( ) ( )k ky f x Cf x+≥  k i jx C C∀ ∈   

then train the SVM on 
'tc , 

't t itc c c= −  

if ( ) ( )k ky f x Cf x+≥  

then set the training data in 
'tc as SVs and go to end   

else train the SVM on 
''tc , 

''t t jtc c c= −  

 if ( ) ( )k ky f x Cf x+≥  

then set the training data in 
''tc as SVs and go to end. 

else  set the training data in tc as SVs and go to end 
Step 3: 1t t= − , go to step 1  

End 

 

Fig. 1. Illustration of clustering splitting 

3   Formulation of MUD on SVM 

In our training model, a target vector (TV) and an online learning vector—asymptotic 
property vector (APV) is introduced to guide the learning of the heavy-interfered user 
[6]. With the “help” of these two vectors, each user can randomly locate a TV as the one 
it will shift to, an online updating algorithm through APV will ensure the convergence 
of user vector to the given TV. 
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Consider K users in system, denoted as 1 2, ,..., Ku u u . Let iV represent the TV 

(modulated signal by an orthogonal signature code sequence without MAI) and 

iA denote the APV for user iu , 
iV

n is an initialization factor used to decide to what 

extent a user belongs to a given TV. Once a user is classified by the SVCs and the 

discriminant result indicate that this user belongs to iV , then 
iV

n increased with one, 

else 
iV

n keep unchanged. When a user is classified by all SVCs pair, the index of 
iV

n  

give the weighting factor of a user winning a iV . Consider a worst situation, some users 

have the same weighting factor in winning a iV , then iV is assigned to all of them2. 

Lastly let | |μν denote the Euclidean distance from μ  to ν , i.e., μ ν− , where 
. is the Euclidean norm. Consider the user has the following expression [7] 

u s x= +  (1) 

where s is signature waveform of the interested user and is a constant item, x is an 

interference item. According to de-correlation principle, the de-correlation output with 

respect to iV and jV is 

1 i i id uV sV xV= = +  

2 j j jd uV sV xV= = +  
(2) 

obviously, if is V= , then 1d is the interested de-correlation output. When we acquired 

a minimization of ixV , the optimal detection result is obtained. 1d is not adopted due to 

approximately orthogonality between s and jV . It’s known from distribution of input 
feature space that the location deviation between interested vector (namely iV ) and 

initial point of u is an indirect reflection of interference extent. when iteration 

algorithm begin from (0)u to ( )u k after k iterations, ( )u k shift to iV or jV (this paper 
assume iV is the interested user), then ( ) app

iu k V⎯⎯→ , 0app
ixV ⎯⎯→ , which is showed 

in Euclidean distance as min max | |i ixV xV , so | |ixV show a monotonic increase 

property. Yet for | |jxV , assume (0)u shift to jV after k iterations, then 
( ) ( )i ju k V x k V= + = , from which we get ( ) 0j ix k V V= − ≠ , obviously 

| ( ) |jx k V < | ( ) |ix k V , this conclusion shows that the result of iteration learning make 
(0)u shift to iV , not to jV . Reconsider the iteration direction at the starting point, we 

take it in two cases as is V= and js V= , the corresponding initial value for (0)x is 

(0) (0)i ix u V= − and (0) (0)j jx u V= − , it’s clear (0)ix and (0)jx is not a constant 

under different test pattern, as is just the same for | (0) |i ix V and | (0) |j jx V , so the 
iteration process may be represented as an asymptotic process with monotonic or 

zigzag trajectory. 

                                                           
2 Such a case is analyzed in CL scheme in next part. 
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In this section we will detail the updating of A and u to ensure the algorithm 
implementation. Assume current iteration move to n th step, iteration direction point to 

iV , we have 

( 1) ( ) ( ( ), , ) ( ( ), , )n i j i jA n A n A n V V A n V Vδ+ = + Θ  (3) 

where ( )nδ is a step factor. 
1 min(| ( ) |,| ( ) |) 1

( ( ), , )
min(| ( ) |,| ( ) |)

i j

n i j

i j

if A n V A n V
A n V V

A n V A n V otherwise
δ

>
= . 

( )Θ is a direction vector, defined as 

| ( 1) | | ( 1) | ( )( )

| ( 1) | | ( 1) | ( )( )
( ( ), , )

| ( 1) | | ( 1) |( )

( )

i j j

i j i

i j

i j

if x n V x n V and A n VA n

if x n V x n V and A n VA n
A n V V

if x n V x n V anA n

A n

⊥

⊥

+ > + →

+ < + →
Θ =

+ > + ( )

| ( 1) | | ( 1) | ( )

i

i j j

d A n V

if x n V x n V and A n V

→

+ < + →

 

here ( )A n
⊥

 represent  the  nearer  direction  from  current  location  to iV and jV , the  

initial  value  
(0)

(0)
| (0) |

i

i

x V
A

x V
= .  Through  such an updating scheme, A always point to a 

direction in which the interference decreases. 3  So we say A has the asymptotic 
property with respect to its associated input user vector. 

The updating of item ( )u n , due to a constant signature waveform s , is actually an 
updating of ( )x n , we have 

( 1) ( ) ( )x n x n A n+ = +  (4) 

because x u s= − , so (0) (0)x u s= − , from the analysis above we know that the initial 

choice of s doesn’t affect the updating of ( )x n , thereby we get ( ) 0
n k

x n
→

→ , where k is 

the total steps to complete the iteration. 

4   Competition Learning Scheme Description 

Assume N  among K  users need to implement an iteration learning process to attain 
the givenV , each user is assigned two V and the learning process is trigged at the same 

time, all users form a chain structure (See Fig.2). Assume 1V is the first one captured by 

                                                           
3  In initial stage, (0)x can be set to point to iV or jV , and finally stay at the given V after 

iterations. 
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Nu , then remove part I from the chain, so the links between these parts vanish 

accordingly. The next most possible V will be captured is NV by 1Nu − (otherwise 

NV will be “left”, such a case actually existed but with little probability, we need to 
reassign ( , )V u pair among the left unclassified users), so we turn around to the learning 

of 1Nu − and 1u , once one of 1Nu − and 1u find its corresponding V , 2Nu − and 2u follows, 

till the last u finished such a search process. 

 

Fig. 2. Representation of CL in chain structure 

5   Simulation and Analysis 

5.1   Clustering Splitting Simulation 

In this section we present experimental results on two relevant problems, the validity of 

SVCs based on clustering splitting and efficiency performance of MUD based on SVCs. 

In the first problem, our goal is to compare the difference of training size and training 
time under different training set. Consider there is four users, 1u , 2u , 3u and 4u need to 

be detected (that means four classes need to be classified), total training set 100N = , 
ii

u N= , iu represent the training size for user i , the total number of SVCs is 
( 1) 2k k − ( 4)k = , that is 1 2 1( , )u u SVC→ , 1 3 2( , )u u SVC→ ,…, 3 4 6( , )u u SVC→ . For 

convenience of comparison, we use standard QP algorithm for reference, the training 

result is given in Table. 1 

The data in Table1 shows that clustering splitting scheme has a great advantage in 

reduce the training size and training time, here we give a quantization expression as 

i i i
i

E s t e= × × , where is , it and ie represent training size, training time and 

classification error rate for user i , respectively. Which can be used to evaluate the 

uN

uN-1
u3

u2

u1 

…

V1 
V3

V2 
VN-1

VN

I
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classification performance. From E we know that overall classification efficiency is 

improved in clustering splitting scheme although the structure itself still needs to be 

investigated for the further step. 

Table 1. A comparison between clustering splitting and standard QP algorithm 

Standard QP algorithm Clustering splitting  
1 2( , )u u 1 3( , )u u 1 4( , )u u 2 3( , )u u 2 4( , )u u

3 4( , )u u  
1 2( , )u u 1 3( , )u u 1 4( , )u u 2 3( , )u u 2 4( , )u u

3 4( , )u u  

Number of 
SVs 

 10     8     13     9      7     8   10      7     11      9      8      7 

Training size   58    45     53     47     55     42  32     25     30     26     30     19 
Training time 

(ms) 
130   115    137     97     148    123   114    90     95     106    129    103 

Classification 
Error rate 

 0.10   0.09    0.13    0.14    0.09   0.11   0.12   0.10    0.13    0.16   0.10   0.12 

E 4102.8 2096.06 

5.2   Experiment of MUD Based on SVC 

This simulation example is used to investigate the proposed SVM MUD based on CL 
scheme and compares its performance with linear MMSE and optimal MUD. It is worth 
pointing out again that the linear MMSE MUD and the optimal MUD are designed 
based on the complete knowledge of the system while the SVM MUD is trained using a 
block of the noisy received signal samples. The detection process is assumed as 
follows: for any user when V is found, this detection is thought successful, else this 
detection is thought failed and need to be re-arranged. From previous analysis we know 
that when a certain V is “left” in iteration process, we can always re-detect this vector 
through a reassignment of ( , )u V pair, for sake of convenient comparison, we take each 
reassignment as a detection error (which is equivalently a bit information detection 
error), so we can describe detection performance approximately in bit error rate (BER), 
accordingly the signal component, a signal with an addition of interference item under 
multiuser environment, is denoted by the signal noise rate(SNR), thus the BER-SNR 
relation is obtained through previous CL scheme. 

Here we first consider a four-user system with eight chips per bit. The orthogonal 
code sequence of the four users were (-1, -1, +1, +1, +1, +1, -1, -1), (-1, +1, -1, -1, +1, 
+1, -1, +1), (-1, -1, +1, -1, -1, +1, +1, +1) and (+1, -1, +1, -1, +1, -1, -1, +1), 
respectively, and the transfer function of the channel impulse response (CIR) is [8] 

1 2( ) 0.3 0.7 0.3H z z z− −= + +  (5) 

the training set for each user is constructed as follows: each user has 50 training samples 
modulated by bit information +1 or –1 randomly and also a white noise sequence is 
added to the modulated signal, the received signal is just the source of training set for 
SVM, among which two training samples modulated by +1 and –1 without noise as a 
class reference, namely the target vector analyzed in previous section. 



 Study of Multiuser Detection: The Support Vector Machine Approach 449 

 

 
Fig. 3. The detection comparison between three schemes under two MAI environments: (a) light 
MAI and (b) heavy MAI 

 

Fig. 4. Computation complexity vs. the number of users 

(a) 

(b) 
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Then the test data for online implementation of CL scheme is generated by 
modulating information bit +1 or –1 in an imperfect orthogonal code sequence – (-1, -1, 
+1, +1, +1, +1, -1, +1), (-1, +1, -1, +1, +1, +1, +1, +1), (-1, -1, +1, +1, -1, +1, +1, +1) 
and (+1, -1, +1, -1, +1, +1, -1, +1), the modulated signals is transmitted through the 
same channel, the received signal can be expressed as [9] 

y RAb n= +  (6) 

here R is unitary cross-correlation matrix, A represent signal amplitude. y is the input 
data for SVCs. also assume these four users have equal signal power, that is, all users 
have an equal SNR. Fig. 3 gives the Monte Carlo simulation result of 10000 bit 
information sign in Matlab 6.1 simulation environment, which give performance 
comparisons between three different detection schemes. Fig.4 gives the comparison 
result of total computation amount between optimal, MMSE and CL detection scheme. 

The simulation shows that under same SNR, different MAI cause a different BER, 
Fig.3 show us that when MAI increase, the detection performance in MMSE scheme 
become deteriorated, while SVM-CL scheme get close to optimal detection 
performance. Fig.4 indicate that the computation complexity of CL scheme lies 
between optimal and MMSE due to SVM implementation is just a ( 1) 2K K − linear 
combination of SVC, as a result, it has a polynomial complexity with user number. 

6   Conclusions 

This paper propose a novel MUD scheme based on multi-class classification of SVM, 
this scheme include a problem solution in two aspects, an efficient SVC training model 
and an effective detection algorithm.  The former is constructed through 
one-against-one mode, a clustering splitting algorithm is used instead of standard QP 
solution to reduce the training size and training time. The latter has the former as a base, 
a CL scheme is introduced to form an adaptive mechanism under a heavy MAI 
environment, the relevant analysis shows that an asymptotic iterative learning ensure 
each user to find its target vector, the digital result also indicate that in case of a heavy 
MAI environment, this detection algorithm outperform the conventional MMSE 
algorithm. 
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Abstract. In this note, a robust adaptive tracking control problem is discussed 
for a class of affine nonlinear systems in the strict-feedback form with unknown 
nonlinearities. A unified and systematic procedure is developed to derive a 
novel robust adaptive fuzzy controller. Compared with most results reported in 
the literature, the proposed control algorithm has several advantages: 1)the con-
troller singularity problem is avoided perfectly;2)the online computation burden 
is kept to minimum;3)exponential tracking to the reference trajectory up to an 
ultimately bounded error is achieved;4)the controllers are particularly suitable 
for parallel processing and hardware implementation. 

1   Introduction 

During the last decade, the adaptive control of nonlinear systems has undergone rapid 
development after the introduction of adaptive backstepping design methodology [1]. 
For a large class of state feedback linearizable nonlinear systems, the design scheme 
provides a systematic framework for the design of tracking and regulation strategies. 
One of the problems with backstepping approaches is that certain functions must be 
linear in the unknown parameters and some tedious analysis is needed to determine a 
regression matrix. 

In recent years, the study of nonlinear control using universal function approxima-
tors has received much attention [2-9]. Usually, a neural network(NN) or a fuzzy 
logic system(FLS) is used to approximate the unknown functions of the systems .By 
combining the backstepping design scheme with NN or FLS, the linearity-in-the-
parameter assumption of unknown function and the determination of regression ma-
trices are removed. Although significant progress has been made, most results re-
ported in the literature suffer from at least one of the following drawbacks. 

1) Because the derivatives of the virtual controllers are included in NN or FLS, the 
structure of the NN or FLS is very complex and hard to realize. 2) Most controllers 
only guarantee the output tracking error asymptotically converges to a ball-type error 
residual set. The size of the residual set increases when the size of the uncertainties 
increases. Therefore, these controllers are not robust to unmodeled dynamics and ex-
ternal disturbances. 3) In order to avoid the controller singularity problem, the control 
gain functions are often assumed to be known. However, this assumption can  
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not be satisfied in many cases. The techniques based on projection and integral-type 
Lyapunov function can be employed to avoid controller singularity problem, but these 
methods are difficult to use in practice. 4) Some algorithms require the information of 
the compact set to which the optimal parameter vector of the universal approximator 
belongs. 5) Because a lot of parameters are to be updated online, the computation 
burden is very high. 

In this note, by using the advantage of FLS, a novel algorithm is proposed to solve 
these problems. The new design method can easily incorporate the linguistic informa-
tion into the controller design. The controllers are highly structural and particularly 
suitable for parallel processing and hardware implementation. 

2   Problem Formulation 

2.1   System Description 

Consider the following nonlinear system 

( ) ( ) 1++= iiiiii xxgxfx& ,   11 −≤≤ ni  

                             ( ) ( )uxgxfx nnnnn  +=& , 

                             1xy = , 

 

(1) 

where ( ) i
ii Rxxx ∈= T

1 ,,L , ni ,,1 L= , are state variables, Ru ∈ and Ry ∈ are sys-

tem input and output, respectively. The control objective in this note is to design a 
fuzzy control law for system (1) to ensure the plant output y to track desired trajec-

tory ry within an ultimately bounded error, while maintaining all the signals bounded. 

Also the ultimate error bounds can be made arbitrarily small by choosing appropriate 
controller parameters. 

We make the following assumptions as commonly being done in the literature. 
Assumption 1. The desired output trajectory ry and its derivatives up to n th order 

are known and bounded. 
Assumption 2. The signs of ( )⋅ig are known. There exist constants 001 >≥ ii gg  

such that ( ) 01 iii ggg ≥⋅≥ , ∀ n
n Rx ⊂Ω∈ . Without losing generality, we shall as-

sume ( ) 001 >≥⋅≥ iii ggg , ∀ n
n Rx ⊂Ω∈ . 

Assumption 3. There exists constant 0>idg such that ( ) idi gg ≤⋅& , ∀ n
n Rx ⊂Ω∈ . 

2.2   The FLS 

The basic configuration of the FLS includes a fuzzy rule base, which consists of a col-
lection of fuzzy IF-THEN rules in the following form: 

( )lR : IF 1x is l
1F , and ,L and nx is l

nF , THEN ll wy = , where l
iF are fuzzy sets, 

( ) n
n RXxxx ⊂∈= T

1 ,,L is an input linguistic vector, lw is the fuzzy singleton in the  
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l th rule. Let M be the number of the fuzzy IF-THEN rules. The output of the FLS 
with center average defuzzifier, product inference, and singleton fuzzifier can be ex-
pressed as 

( )
==

=
MM

vwvxy
11 l

l

l
l

l , (2) 

where ( )iF
x

i
lμ is the membership function value of the fuzzy variable ix and 

( )i

n

i F
xv

i
∏ =

=
1 l

l μ  is the true value of the l th implication. Then, equation (2) can be 

rewritten as 

( ) ( )xxy ψθ T= , (3) 

where ( )Mww ,,1
T L=θ is an adjustable parameter vector and ( ) =xTψ ( )( L,1 xψ  

( ))xMψ  is the fuzzy basic function vector defined as ( )
=

=
M

vvx
1l

lllψ . 

In the rest of the note, MR∈θ is referred to as the parameter vector of the FLS, and 
MRx →:ψ the fuzzy basic functions. Based on the universal approximation theorem, 

the FLS (3) is universal approximator in the sense that given any real continuous 

function RRf n →: in a compact set nRX ⊂ , and any 0>k there exists a FLS (3) 

such that ( ) ( ) kxfxy
Xx

<−
∈

sup . 

According to this result, the function ( )xf can be expressed as 

( ) ( ) ( )xfxxf Δ+= ψθ T*  , ∀  nRXx ⊂∈  (4) 

where the reconstruction error ( )xfΔ satisfies ( ) kxf
Xx

<Δ
∈

sup and *θ is the optimal pa-

rameter vector ( ) ( )−=
∈∈

xfx
XxRM

ψθθ
θ

T* supmin arg . 

3   Controller Design 

The design procedure consists of n steps. At each step i , the virtual controller iα  

will be developed by employing an appropriate Lyapunov function iV . For clarity, the 

step 1 is described in detail. The design procedure is given below. 
Step 1. Define ryxz −= 11 , 122 α−= xz , where 1α is the first virtual controller. Re-

ferring to the first equation in (1), we have 

( ) ( ) ryxxgxfz && −+= 211111 . (5) 
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We treat 2x as its virtual control input. Equation (5) can be rewritten as 

( ) ( ) ( ) ( )( )ryxgxxfxgxgz && 1
1

12111
1

1111
−− −+= . (6) 

Since the functions 1
1

1 fg −  and 1
1
−g are unknown, we use two FLSs ( )11

T
1 xϕθ and 

( )11
T

1 xψδ to approximate them, respectively. Based on a priori knowledge, the prem-

ise parts of the FLSs as well as the nominal vectors 1θ and 1δ are designed first and 

are fixed. Thus, there exist positive constants 11ρ and 12ρ such that 111
*
1 ρθθ ≤− , 

,121
*
1 ρδδ ≤−  where *

1θ and *
1δ are the optimal parameter vectors. Define 

( )t111111 ˆ~ ρρρ −= , ( )t121212 ˆ~ ρρρ −= , where 11ρ̂ and 12ρ̂ denote the estimates of 11ρ  

and 12ρ , respectively. The FLS reconstruction error ( ) ( )⋅−−−= −−
1

T*
1

1
11

T*
11

1
11 ψδϕθ gfgd  

ry& is bounded, i.e., there exists a constant 011 >ε such that 111 ε<d . Throughout the 

note, we introduce ( )⋅ii ϕθ T and ( )⋅ii ψδ T as FLSs and define their reconstruction error 

as =id ( ) ( ) 1
T*1T*1

−
−− −−− iiiiiiii gfg αψδϕθ & , where ni ,,2 L= , *

iθ and *
iδ denote the 

optimal vectors. We assume that there exists positive constant 1iε such that 1iid ε< . 

It follows from (6) that 

( )1121
T*

11
T*

111 dzygz r +++−= αψδϕθ && . (7) 

We choose the first virtual controller as 

−−−+−=
13

11
112

12

11
111111

T
11

T
11 tanhˆtanhˆ

ε
ψ

ψρ
ε

ϕ
ϕρψδϕθα

zy
y

z
zky r

rr

&
&&  

 

(8) 

where 01 >k , 012 >ε , and 013 >ε are constants. 

Consider the following Lyapunov function 

( )
2

12
12

2
11

11

2
1

11
1

~
2

1~
2

1

2

1 ρρ
rr

z
xg

V ++=  (9) 

where 011 >r and 012 >r are constants. 

From (7) and (8), the time derivative of 1V is 

( )
( )
( ) 1212

12
1111

11

2
1

1
2
1

11

11

11
1
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2
ρρρρ &&&&&
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1111
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tanh~ ρ
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ψρρ
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ϕρ &&
&&

r
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z
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131212111121
2
12
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1 2
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&
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(10) 
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Choosing the following adaptive laws 

−= 1111
12

11
111111

ˆtanhˆ ρσ
ε

ϕ
ϕρ

z
zr& ,

−= 1212
13

11
111212

ˆtanhˆ ρσ
ε

ψ
ψρ

zy
zyr r

r

&
&&  

(11) 

where 011 >σ and 012 >σ are constants. 

Let 12111 kkk += , where 012 >k , 11k is chosen such that 0
2 2

10

1
1110 >−=

g

g
kk d . By 

completing the squares, we have 

( )
2

~

2
~~ˆ~

2
11

2
11

1111111111

ρρρρρρρ −≤−= ,                      

( )
2

~

2
~~ˆ~

2
12

2
12

1212121212

ρρρρρρρ −≤−= ,                  

12

2
11

111
2
11211

2
112 4k

zzkdzzk
εε ≤+−≤+− . 

(12) 

Substituting (11) into (10) and using (12), we have 

12

2
11

13121211
2
12

122
11

112
12

122
11

112
110211 422

~
2

~
2 k

zkzzV
εερερρσρσρσρσ +++++−−−≤& . (13) 

Step i )12( −<≤ ni . Define iii xz α−= ++ 11 . Differentiating 1−−= iii xz α yields 

( ) ( ) ( ) ( )( )1
1

1
1

−
−

+
− −+= iiiiiiiiiii xgxxfxgxgz α&&

( ) ( ) ( )( )iiiiiiiiiiii dzxxxg +++−= +− ααψδϕθ 11
T*T* & . 

(14) 

The virtual controller iα is designed as 

−−−+−= −−
2

111
TT tanhˆ

i

ii
iiiiiiiiiii

z
zzk

ε
ϕ

ϕραψδϕθα &

− −
−

3

1
12 tanhˆ

i

iii
iii

z

ε
αψ

αψρ
&

& . 

(15) 

Consider the Lyapunov function 

( )
2
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2
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1

2
1

~
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1
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1
i

i
i

i
i

ii
ii rr

z
xg

VV ρρ +++= −  (16) 
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and the adaptive laws 

−= 11
2

11
ˆtanhˆ

ii
i

ii
iiii

z
zr ρσ

ε
ϕ

ϕρ& ,

−= −
− 22

3

1
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iii
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z
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&&  

(17) 

where 01 >ir , 02 >ir , 01 >iσ , and 02 >iσ are constants. Let 21 iii kkk += , where 

02 >ik , 1ik is chosen such that 0
2 2

0
10 >−=

i

id
ii g

g
kk . 

From (14)-(17), the time derivative of iV gives 
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Step n . In the final step, we will get the actual controller. Differentiating 

1−−= nnn xz α yields 

( ) ( ) ( )( )nnnnnnnnnnn duxxxgz ++−= −1
T*T* αψδϕθ && . (19) 

The controller u is designed as 

−−−+−= −−
2

111
TT tanhˆ

n

nn
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z
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ε
ϕ

ϕραψδϕθ &
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−

3

1
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(20) 

Consider the Lyapunov function 
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and the parameter adaptation laws 

−= 11
2

11
ˆtanhˆ

nn
n

nn
nnnn

z
zr ρσ

ε
ϕ

ϕρ& ,

−= −
− 22

3

1
122

ˆtanhˆ
nn

n

nnn
nnnnn

z
zr ρσ

ε
αψ

αψρ
&

&&  

(22) 



458 G. Chen, S. Wang, and J. Zhang 

where 01 >nr , 02 >nr , 01 >nσ , and 02 >nσ are constants. Let 21 nnn kkk += , where 

02 >nk , 1nk is chosen such that 0
2 2

0
10 >−=

n

nd
nn g

g
kk . From (19)-(22), the time de-

rivative of nV gives 
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4   Stability and Performance Analysis 

Let 

( )
===

++++=
nnn

k1 2

2
1

1
3221

1

2
2

22
1

1

422 l l

l

l
llll

l
l

l
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l εερερρσρσε ,

}{ 221212111111001010 ,,,,,,2,,2min nnnnnn rrrrkgkgc σσσσ LLL= . 

(24) 

It follows from (23) that 

ε+−≤ nn cVV& , ∀  0≥t . (25) 

Theorem 1. Consider the closed-loop system consisting of system (1) satisfying 
Assumptions 2-3, controller (20), the parameter updating laws (11), (17), (22). For 
bounded initial conditions, 1)all the signals in the closed-loop system are bounded; 
2)the tracking error exponentially converges to an arbitrarily small neighborhood 
around zero by an appropriate choice of the design parameters. 

Proof. 
1) Let }{ 010min ,,min nkkk L= , }{ 1111min ,,min nσσσ L= , }{ 2122min ,, nσσσ L= , 

( )T
1 ,, nzzz L= , ( )T

1111
~,,~~

nρρρ L= , ( )T
2122

~,,~~
nρρρ L= . 

From (23), we obtain 

ε
ρσρσ

+−−−≤
2

~

2

~ 2

22min

2

11min2

min zkVn
& . (26) 

Therefore, the derivative of global Lyapunov function nV is negative whenever 

>=Ω∈
min

1  
k

zzz
ε

, (27) 
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or 

>=Ω∈
1min

1121

2~ ~~
σ

ερρρ , (28) 

or 

>=Ω∈
2min

2232

2~ ~~
σ

ερρρ . (29) 

These demonstrate the uniformly ultimately boundedness of z , 1
~ρ , and 2

~ρ . Since 

ryxz −= 11 , we know that 1x is bounded. From the definition of the first virtual con-

troller, we can get that 1α is bounded. Noting that 122 α−= xz , we further get that 2x  

is bounded. Recursively using this analysis method, we conclude that ix , ni ,,3 L= , 

and jα , 1,,2 −= nj L , are bounded. Thus, the control input u is bounded. From (28) 

and (29), we know that the estimates of the parameter vector bounds are bounded. 
Thus, we conclude that all the signals in the closed-loop system are bounded. 

2) Equation (25) implies 

( ) ( )
c

e
c

VtV ct
nn

εε +−≤ −0 ,  ∀  0≥t . (30) 

From (30), we have 
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Noting that ( )⋅≥ ii gg 1 . Let }{ 11max max ini gg ≤≤= . Then, we have 
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, (32) 

that is 

( )
c

g
c

ge
c

Vgz ct
n

εεε
maxmaxmax

2

1 2202 →+−≤ − . (33) 

Let RX s ⊂ be the ball centered at the origin with radius ( ){ ,02max max nVg  

}cg εmax2 . For any ( ) sXz ∈01 , the tracking error ( )tz1 tends to a ball centered at 

the origin with radius cg εmax2 , which can be made arbitrarily small by adjusting 

control gains ik , the parameters in the robustness terms 2iε , 3iε , and the parameters 

in the adaptive laws 1ir , 2ir , 1iσ , 2iσ .                                                                            
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Remark 1. No matter how many rules are used in the FLS, our algorithm only requires 
2n parameters to be updated online, where n denotes the number of the state variables 
in the designed system. The online computation burden is reduced dramatically. In 
order to illustrate this idea, we give an example here, i.e., let us assume the input vec-
tor is three-dimensional. If we are given three fuzzy sets for every term of the input 
vector, then 27 parameters are required to be updated online for the conventional 
adaptive fuzzy controllers. However, only one parameter is needed to be updated in 
our algorithm. 

Remark 2. The algorithm can easily incorporate a priori information of the plant into 
the controller design. Based on the priori knowledge, we can first design the nominal 
fuzzy controller. In control engineering, the fuzzy control is very useful when the 
processes are too complex for analysis using conventional techniques, and have avail-
able qualitative knowledge from domain experts for the controller design. 

Remark 3. The exponential convergence of the tracking error to an arbitrarily  
small neighborhood of the origin is achieved. In most existing results based on uni-
versal approximators, only the asymptotical convergence property is guaranteed  
[2-5], [7]. 

Remark 4. The algorithm is more suitable for practical implementation. For most re-
sults reported in the literature [2], [5], [7], the derivatives of the virtual controllers are 
included in NN or FLS. Thus, the NN or FLS is difficult to realize. From the practical 
application point of view, we propose a novel design scheme. Based on this method, 
the controllers and the parameter adaptive laws are highly structural. Such a property 
is particularly suitable for parallel processing and hardware implementation in the 
practical applications. 

Remark 5. By using a special design technique, the controller singularity problem is 
avoided. 

5   Conclusions 

By combining backstepping technique with FLS, a novel control design scheme is de-
veloped for a class of nonlinear systems. The design method can easily incorporate a 
priori information about the system through if-then rules into the controller design. 
The main feature of the algorithm is the adaptive mechanism with minimal adaptive 
parameters, that is, no matter how many states and how many rules are used in the 
FLS, only n2 parameters are needed to be updated online. The computation burden is 
reduced dramatically. The controllers are highly structural and are convenient to real-
ize in control engineering. Furthermore, under the proposed control law, all the sig-
nals in the closed-loop system are guaranteed to be semi-globally uniformly ulti-
mately bounded and the tracking error is proved to exponentially converge to a small 
neighborhood of the origin. 
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Abstract. Given the popularity of Web news services, we focus our attention 
on mining hierarchical patterns from Web news stream data. To address this 
problem, we propose a novel algorithm, i.e., FARTMAP (fast ARTMAP). We 
devise a new match and activation function which both simple for computation 
and understanding. The novelty of the proposed algorithm is the ability to iden-
tify meaningful news patterns while reducing the amount of computations by 
maintaining cluster structure incrementally. Experimental results demonstrate 
that the proposed clustering algorithm produces high-quality patterns discovery 
while fulfill a reasonable run time. 

1   Introduction 

On most Web pages, vast amounts of useful knowledge are embedded into text. Given 
such large sizes of text datasets, mining tools, which organize the text datasets into 
structured knowledge, would enhance efficient document access. Given that the Web 
has become a vehicle for the distribution of information, many news organizations are 
providing newswire services through the Internet. Given this popularity of the Web 
news services, we have focused our attention on mining patterns from news streams.  

In this paper, we propose a novel algorithm, which we called FARTMAP (fast 
ARTMAP). We devise a new match and activation function which both simple for 
computation and understanding. The novelty of the proposed algorithm is the ability 
to identify meaningful news patterns while reducing the amount of computations by 
maintaining cluster structure incrementally. Experimental results demonstrate that the 
proposed clustering algorithm produces high-quality patterns discovery while fulfill a 
reasonable run time. 

2   Proposed Learning Algorithms 

Fuzzy ART is a clustering algorithm that operates on vectors with analog-valued 
elements [1, 2, and 3]. These algorithms have been successfully applied to numerous 
tasks, including speech recognition [4], handwritten character recognition [5], and 
target recognition from radar range profiles [6]. 

After parsing and document "cleaning" and feature extraction and vector space 
construction, a document is represented as a vector in an n-dimensional vector space. 
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In our algorithm, a document id  is represented in the following form: ( ),i i id t id= . 

Where iid  is the document identifier which can be used to retrieve document id  and 

it  is the feature vector of the document: it = 1 2( , , , )i i int t t . Here n is the number of 

extracted features, and ijt  is the weight of the j-th feature, where {1, 2, , }j n∈ .  

Definition 1. cluster kC : Given M documents in a cluster: 1 2{ , , , }Md d d , the 

Documents Cluster kC  is defined as a triple : kC = ( ), ,k k kN id Τ . Where kM the 

number of documents in the cluster is kC , kID  is the set of the document identifiers 

of the documents in the cluster, kΤ  is the feature vector of the document cluster. 

Definition 2. i ( , )i jS m d d Distance [7]: To measure closeness between two docu-

ments, we use the Cosine metric. The cosine of the angles between two n-dimensional 

document vectors ( id and jd ) is defined by 

21 2
si ( , )

n

i j i j i ji
m d d t t t t

=
=  (1) 

We calculate jz  using the concept vector proposed by Inderjit S. Dhillon et al.[8]. 

Suppose we are given M document vectors 1 2( , , , )Mt t t . Let all neuron weights 

jz (j=1…N), which denote a partitioning of the document vectors into k disjoint clus-

ters 1, , NC C such that  

{ }1
1

,
N

j M
j

C t t
=

= j lC C if j lφ∩ = ≠  (2) 

For each 1 j N< < , the mean vector or the centroid of the document vectors con-

tained in the cluster jC  is  

1

jX Cj

x
n ∈

 (3) 

Where jn  is the number of document vectors in jC . The corresponding concept 

vector of mean vector writes as 

1 1

j j

j
X C X Cj j

m x x
n n∈ ∈

=  (4) 

The concept vector jm  has the following important property. For any unit vec-

tor dz R∈ , we have from the Cauchy-Schwarz inequality that 
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i J i J

T T
i i j

t C t C

t z t m
∈ ∈

≤  (5) 

Thus, the concept vector may be thought of as the vector that is closest in cosine 

similarity (in an average sense) to all the document vectors in the cluster jc . 

In our proposed approach, at first, let  

jz jm=  (6) 

Then we have used the below metric distance for activation functions: 

( )j i i jT t t z=  (7) 

We define match function as 

jM = ( ) / max( , )T T
j i i i j jT t t t z z  (8) 

FARTMAP-Algorithm { },1 ,2 ,( , , , , , )i i i jt t t p β  

1. { }0 ,1 ,2 ,, , ,l l l qz z z z←  

2. templates { }0z←  

3. for each ,i kt ∈ { },1 ,2 ,, , ,i i i jt t t  

4. do max 0lT ← and max
lz none←  

5.       for each ,l rz ∈ templates 

6.       do if  jM = , , , , ,( ) / max( , )T T
l i k i k i k l r l rT t t t z z p≥  

           and   , ,( , , )i k l r lT t z β , ,,i k l rt z= max ,T k r> ≠  

8.                   then  

                        max , ,( , , )i k l r lT T t z β←  

                          max ,
l

l rz z←  

9.          if max 0
lz z≠  and , max( ) ( )l

i kclasslabel t classlabel w=  

10.            then max max , max ,/l l l
i k i kz z t z t←  

11.                       else templates ← i,k

i,k

t
templates

t
∪  

12. return templates  

Fig. 1. proposed FARTMAP inline learning algorithms 

Fig. 1. shows our proposed algorithm. We called the proposed algorithm as 
FARTMAP (fast ARTMAP).  
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3   Conclusions  

This work presents a FARTMAP algorithm that works online. We devise a new 
match and activation function which both simple for computation and understanding. 
The comprehensive experiments based on several publicly available real data sets 
shows that significant performance improvement is achieved and produce high-
quality clusters in comparison to the previous methods. The algorithm also exhibited 
linear speedup when the number of news documents is increased. 
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Abstract. Fuzzy Multiple Criteria Decision Making (MCDM) has been widely 
used in evaluating and ranking weapon systems characterized by fuzzy assess-
ments with respect to multiple criteria. However, most criteria have interdepend-
ent or interactive characteristic so weapon system cannot be evaluated by con-
ventional evaluation methods. In this paper, a new method based on trapezoidal 
fuzzy AHP and fuzzy Integral is proposed. The ratings of criteria performance 
are described by linguistic terms expressed in trapezoidal fuzzy numbers. The 
weights of the criteria are obtained by trapezoidal fuzzy AHP. And the hierarchi-
cal fuzzy integral model is proposed based on λ -fuzzy measure and Sugeno in-
tegral to determine the synthesis evaluation of weapon system. Finally, an exam-
ple of evaluating the best main battle tank is given. The results demonstrate the 
engineering practicability and effectiveness of this method. 

1   Introduction 

Weapon system is a large and complex system. Effective evaluation and analysis of 
weapon systems not only reduce the current cost, but also give our military effective 
fighting machines. In general, many influence levels and factors must be considered 
in the process of weapon system evaluation. These weapon systems’ performance 
evaluation and analysis problems are Multiple Criteria Decision-Making (MCDM) 
problems [1]. Several traditional methods have been proposed to help the researchers 
evaluation and optimal design weapon system [2,3,4]. 

The existing methodologies for weapon system evaluation are divided into single-
criteria cost/benefit analysis, multiple criteria scoring models and ranking methods, and 
subjective committee evaluation methods [4]. But, there are have some shortcoming: 

(1)Most prior methods are mainly used in nearly crisp decision applications.  
(2)The subjective evaluation and preference of decision makers is usually ap-

proximated using the linear combination mathematical model. 
(3)These methods are assume that the criteria involved are non-interactive and in-

dependent, hence, their weighted effects are viewed as additive type. 

To overcome these problems, a more realistic fuzzy MCDM method for evaluating 
weapon system based on trapezoidal fuzzy AHP and hierarchical fuzzy integral is 
proposed. 
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2   Fuzzy Set Theory 

The fuzzy set theory was introduced by Zadeh to deal with problems in which a 
source of vagueness is involved. A fuzzy set can be defined mathematically by as-
signing to each possible individual in the universe of discourse a value representing 
its grade of membership in the fuzzy set.  

2.1   Trapezoidal Fuzzy Number 

A fuzzy number is a special fuzzy set })({ xRxF Fμ∈= , where x  takes its values 

on the real line +∞<<−∞ xR :1  and )(xFμ  is a continuous mapping from 1R  to the 

close interval [0,1]. A trapezoidal fuzzy number can be denoted as ),,,(
~

4321 aaaaA= , 

4321 aaaa ≤≤≤ . Its membership function ]1,0[:)(~ →Rx
A

μ  is equal to 
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Trapezoidal fuzzy numbers are appropriate for quantifying the vague information 
about most decision problems, and numerous publications on the development of 
trapezoidal fuzzy number theory have appeared in the academic and professional 
journals. The primary reason for using trapezoidal fuzzy numbers can be stated as 
their intuitive and computational-efficient representation. 

According to the characteristic of trapezoidal fuzzy numbers and the extension 
principle, the arithmetic operations laws of two trapezoidal fuzzy number can be see 
in [3,4,5]. 

According to [5], for a trapezoidal fuzzy number ),,,(
~

4321 aaaaA= , its defuzzification 

value is defined to be 4/)( 4321 aaaac +++= .           

2.2   Linguistic Variable 

A linguistic variable is defined as a variable whose values are not numbers, but words 
or sentences in natural or artificial language [6,7]. The concept of a linguistic variable  

Table 1. Linguistic variable for the ratings 

Opinion Value 
Very Poor (VP) (0,0,0.1,0.2) 
Poor (P) (0.1,0.2,0.2,0.3) 
Medium Poor (MP) (0.2,0.3,0.4,0.5) 
Fair (F) (0.4,0.5,0.5,0.6) 
Medium Good (MG) (0.5,0.6,0.7,0.8) 
Good (G) (0.7,0.8,0.8,0.9) 
Very Good (VG) (0.8,0.9,1.0,1.0) 
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appears as a useful means for providing approximate characterization of phenomena 
that are too complex or ill-defined to described in conventional quantitative terms. In 
this paper, the evaluating opinions are described by linguistic terms expressed in 
trapezoidal fuzzy numbers are shown in Table 1.  

2.3   The Overall Valuation of the Fuzzy Judgment 

The overall valuation of fuzzy judgment copes with the fact that every respondent 
differently toward every criterion. The subsequent valuation of the linguistic variable 
certainly varies among individuals. We integrate the overall fuzzy judgment by 
Eq.(2). 

])()()()[( 211 m
ijijijmij EEEE +++×=                                    (2) 

where ijE  is the overall average performance valuation of entity i under criterion j 

over m assessors. 

3   Trapezoidal Fuzzy AHP 

When the evaluating hierarchy structure is built, the trapezoidal fuzzy AHP method in 
terms of ratio scale is employed to proceed with relative importance of pairwise com-
parison among every criterion and calculate the trapezoidal fuzzy weights of the 
evaluating criteria [8,9].  

3.1   Trapezoidal Fuzzy Judgment Matrix Construction  

According to AHP model, there are k layer in the model and nk factors on the kth 
layer, k and nk are positive integers, and k ≥ 2. Pairwise comparison between criteria 

1−k
hA  on layer k-1,(h=1,2,…,nk-1), and the corresponding index nk on the kth is carried 

through. Then the fuzzy judgment matrix 
nnijaA ×= )(  will be obtained. For each value 

of i and j, ),,,( ijijijijij snmla =  representing the relative importance of index i to index j 

are all trapezoidal fuzzy numbers. 

3.2   The Consistency Test  

When AHP method is used, it is indispensable to perform the consistency test on the 
trapezoidal fuzzy judgment matrix in order to ensure the veracity of ranking. 

Definition 1 (Consistency). For fuzzy judgment matrix 
nnijaA ×= )( , if 

jk

ik

a

a
ija ≈  

( nkji ,,2,1,, = ), then A is a fuzzy judgment matrix with consistency. 

Theorem 1. For a fuzzy judgment matrix nnijaA ×= )~(
~

, ija~  is a fuzzy number. If 

),,2,1,},1)(~{~(ker njixaxaa ijijij ===∈  exists and nnijaA ×= )(  is the fuzzy judgment matrix 

with consistency, then A
~

 is a fuzzy judgment matrix with consistency.    
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3.3   The Trapezoidal Fuzzy Weights of the Evaluating Criteria 

Before the calculation of the trapezoidal fuzzy weights, it is necessary to make as-
sumptions: A is a fuzzy judgment matrix of mm ×  order. Element of which is repre-

sented as ija , composed by the results of pairwise comparison between factors, A1, 

A2,…,Am with one certain criterion on one certain layer, ija , the element of matrix A, 

is described as trapezoidal fuzzy number and both 1)( −= ijji aa  for all },,2,1{, mji ∈  and 

)1,1,1,1(=iia  for all },,2,1{ mi∈  are tenable. To define m
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the weight of factor iA , is ),,,( α
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δ
α iiii , },,2,1{ mi∈ . 

 The consistency of the trapezoidal fuzzy judgment matrix is to be tested first. To 

apply feedback control on it until it matches the consistency, k
ihω , the fuzzy weight of 

k
iA  on layer k to 1−k

hA  is worked out, and ),,,( α
δ

β
γ

γ
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δ
αω iiiik

ih = , ),,2,1( kni= , then 
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k
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k
h ωωωωω =  is the fuzzy weights of all the factors on the kth to factors 

1−k
hA  on layer k-1. 

4   The Hierarchical Fuzzy Integral Model 

Due to some inherent interdependent or interactive characteristics among the criteria 
or weapon system [3,4], the non-interactive or independent assumption is not realistic. 
We proposed the hierarchical fuzzy integral to analyze and solve the interactive and 
interdependent criteria problem. 

4.1 −λ Fuzzy Measure  

Definition 3 ( −λ fuzzy measure [6]). A −λ fuzzy measure λg is a fuzzy measure 

with the following property. 
)(, XBA β∈∀  and φ=BA , then  

)()()()()( BgAgBgAgBAg λλλλλ λ++=    for ∞<<− λ1           (3) 

According to the definition of λg , the finite set },,,{ 21 nxxxX =  mapping to 

function λg  can be written using fuzzy density })({ ii xgg λ=  as 
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for ∞<<− λ1 .  
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Because 1)( =Xgλ , the λ  value of −λ fuzzy measure λg  can be calculated by  

∏
=

+=+
n

i
ig

1

)1(1 λλ                                              (5) 

4.2   Fuzzy Integral 

Definition 4 (Fuzzy integral). Let g be a fuzzy measure on X and h be a measurable 
function from X to [0,1]. Assuming that )()()( 21 nxhxhxh ≥≥≥ , then the Sugeno fuzzy 

integral is defined as follows: 

)))(),((min(max)(
1

ii

n

iX
Hgxhhdghe λ=

==                                   (6) 

where }{ 11 xH = , },{ 212 xxH = , , XxxxH nn == },,,{ 21 .  
Since criteria interact and affect each other in real world, but the fuzzy integral 

model does not need to assume non-interactive or independency of one criterion from 
another, it can be employed to conduct non-additive operations for these interdepend-
ent or interactive aspects, criteria and sub-criteria. The fuzzy integral of f with respect 
to g gives the overall evaluation of an alternative. 

4.3   The Hierarchical Fuzzy Integral Model 

According to AHP structure, the hierarchical fuzzy integral model is constructed  
as shown in Fig.1. If we see each circle as a node, we can use the evaluation values  
f and the grades of importance g on the lower-level objects/elements calculated on 
integral’s  Eq.(6)  to  obtain  the upper-level’s objects/elements evaluation values. For 
example, 11

1
11
2

11
1 ,,, sfff   are the evaluation values of the bottom-level’s objects/elements;  
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Fig. 1. The hierarchical fuzzy integral model   Fig. 2. The hierarchy structure of main battle tank 
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and 11
1

11
2

11
1 ,,, sggg are the grades of importance. By using integral’s Eq.(6) to compute 

the subtotal evaluation values of the first node on Level 4, we can get the result 1
1f . 

The other subtotal evaluation values also can be calculated in the same way. Then all 

results are ),,,( 1
1

1
2

1
1 kfff ,…, ),,,( 21

n
k

nn

n
fff , respectively. Likewise, there are n 

nodes on Level 3. Here 1
1

1
2

1
1 ,,, kfff  are the evaluation values, 1

1
1
2

1
1 ,,, kggg  are the 

grades of importance, and the result is 1f . The other subtotal evaluation values are 

nff ,2 . Finally, there is only one node on Level 2. Here nfff ,,, 21  are the evalua-

tion values and nggg ,,, 21  are the grades of importance. By using Eq.(6) to compute 
the overall evaluation value, we get the final result on Level 1.  

5   Numerical Example 

In this section, we construct an example for evaluating military unmanned combat air 
vehicle to illustrate our proposed method. Since World War II, the advanced nations 
have devoted themselves developing unmanned air vehicles for military use [4]. To 
date, the unmanned air vehicle equipped with velocity, fire power and flexibility, is 
suitable for complex duty in modern threats from combat air weapons. We select 
M1A1 (USA) Challenger 2 (UK) and Leopard (Germany) main battle tank as our 
evaluating entities. On the basis of the comprehensive analysis and the evaluation 
indices of the main battle tank, the hierarchy structure is constructed as in Fig.2. 

5.1   The Weight of Criteria 

According to the definition in section 3.2, the judgment matrix (only 1-2 layer as an 
example) based on trapezoidal fuzzy AHP is shown in Table 2. 

Table 2. The judgment matrix 

A B1 B2 B3 B4 
B1 (1,1,1,1) (1/7,1/6,1/6,1/5) (1/5,1/4,1/4,1/3) (1/3,1/2,1/2,1) 
B2 (5,6,6,7) (1,1,1,1) (1/6,1/5,1/5,1/4) (1/4,1/3,1/3,1/2) 
B3 (3,4,4,5) (4,5,5,6) (1,1,1,1) (1/5,1/5,1/5,1/5) 
B4 (1,2,2,3) (2,3,3,4) (5,5,5,5) (1,1,1,1) 

The consistency test is to be performed. From Table 2, we know 

=

1532

5/1154

3/15/116

2/14/16/11

B
 

And because B is the judgment matrix with consistency, according to criterion, it’s 
obvious that the trapezoidal fuzzy judgment matrix A-B is the fuzzy judgment matrix 
with consistency. So are the trapezoidal fuzzy judgment matrixes B1-C, B2-C, B3-C 
and B4-C. 
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From the method expressed in section 3 and after the defuzzification and normali-
zation processing, the sequencing of the trapezoidal fuzzy weights of the main battle 
tank can be obtained as shown in Table 3. 

Table 3. The weight of criteria                                   Table 4. The rating of M1A1 

B1 B2 B3 B4   E1 E2 E3 C  
0.1912 0.3437 0.4447 0.1603  C1 G G MG 0.6995 

C1 0.1396 0 0 0  C2 VG G VG 0.8833 
C2 0.5279 0 0 0  C3 G MG G 0.7500 
C3 0.3325 0 0 0  C4 MG G G 0.7500 
C4 0 0.1019 0 0  C5 VG G G 0.8416 
C5 0 0.1923 0 0  C6 G MG G 0.7500 
C6 0 0.2356 0 0  C7 G G MG 0.7500 
C7 0 0.4702 0 0  C8 MG G MG 0.6995 
C8 0 0 0.5457 0  C9 G MG MG 0.6995 
C9 0 0 0.4702 0  C10 G G G 0.8000 
C10 0 0 0 0.5936  C11 VG G MG 0.7912 
C11 0 0 0 0.4064       

5.2   The Rating of Alternative 

A committee of three decision-makers E1, E2 and E3 has been formed to select the best 
main battle tank. The linguistic rating variables and their transform value of fuzzy 
rating are shown as Table 4, 5 and 6.  

Table 5. The rating of Challenger 2                            Table 6. The rating of Leopard  

 E1 E2 E3 C   E1 E2 E3 C 
C1 G MG G 0.7500  C1 MG G G 0.7500 
C2 MG MG MG 0.6500  C2 MG MG G 0.6995 
C3 MG G MG 0.6995  C3 VG VG G 0.8833 
C4 F MG F 0.5500  C4 G G G 0.8000 
C5 MG F F 0.5500  C5 G G MG 0.7500 
C6 G MG MG 0.6995  C6 G G G 0.8000 
C7 MG F F 0.5500  C7 F MG MG 0.6000 
C8 G G G 0.8000  C8 F F F 0.5000 
C9 F F MP 0.4500  C9 G MG MG 0.6995 
C10 MG G G 0.7500  C10 G MG G 0.7500 
C11 MG MG G 0.6995  C11 MG G MG 0.6995 

5.3   Fuzzy Integral 

The procedure of employing a hierarchical structure of fuzzy integral for the multi-
criteria comprehensive assessment, as stated in section 4 above, is applied to  
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analyze the evaluation. The calculating procedures for this problem are shown as  
Table 7, 8,9,10,11. And form Table 11, we can see that the M1A1 is the best main 
battle tank. 

Table 7. The integral result of attack ability 

Criteria gi M1A1 Challenger Leopard 
C1 0.1396 0.6995 0.7500 0.7500 
C2 0.5279 0.8833 0.6500 0.6995 
C3 0.3325 0.7500 0.6995 0.8833 
B1  0.6995 0.6500 0.6995 

Table 8. The integral result of mobility ability 

Criteria gi M1A1 Challenger Leopard 
C4 0.1019 0.7500 0.5500 0.8000 
C5 0.1923 0.8416 0.5500 0.7500 
C6 0.2356 0.7500 0.6995 0.8000 
C7 0.4702 0.7500 0.5500 0.6000 
B2  0.5721 0.5500 0.6000 

Table 9. The integral result of defense ability 

Criteria gi M1A1 Challenger Leopard 
C8 0.5457 0.6995 0.8000 0.5000 
C9 0.4543 0.6995 0.4500 0.6995 
B3  0.6995 0.5457 0.500 

Table 10. The integral result of command ability 

Criteria gi M1A1 Challenger Leopard 
C10 0.5936 0.8000 0.7500 0.7500 
C11 0.4064 0.7912 0.6995 0.6995 
B4  0.7912 0.6995 0.6995 

Table 11. The integral result of tank 

Criteria gi M1A1 Challenger Leopard 
B1 0.1912 0.6995 0.6500 0.6995 
B2 0.3437 0.5721 0.5500 0.6000 
B3 0.4447 0.6995 0.5457 0.5000 
B4 0.1603 0.7912 0.6995 0.6995 
A  0.6995 0.5500 0.6000 
Ranking  1 3 2 
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6   Conclusion 

In this paper, a new general and easy fuzzy group multiple criteria decision-making 
method based on trapezoidal fuzzy AHP and hierarchical fuzzy integral has been 
proposed, and construct a practical example of evaluating the best main battle tank to 
illustrate our proposed method. The results demonstrate the engineering practicability 
and effectiveness of this method.  
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Abstract. The process detecting and measuring granule named gran-
ular analysis is very important in mineral analysis. Classical methods
for granular analysis are based on Matheron’s sieving method. However,
these methods are not adequate for mineral microscope image analysis.
First, it is not an easy job to choose proper element structure for sieving
process. Second, these traditional methods cannot exactly locate the po-
sition of each grain in the image. Third, the running cost of these methods
on PC is too high to implement an online application. This paper pro-
poses a granular analysis model based on improved watershed which is
called varying-ladder watershed. The improved watershed overcomes the
over-segment problem by adjusting the ladder height among successive
steps and quickly segments the whole image into regions of different tex-
tures. Experiments show that using the proposed method gets accurate
and detailed results and gains high computational performance.. . .

1 Introduction

Granule is a kind of texture in image processing which exists in many kinds
of mineral images. In some conditions, quantity and dimension of granules con-
tained in minerals usually determine the quality of minerals. So it is impor-
tant for mineral analysis to detect and measure the granules in mineral images.
However, the current way of granular detection and measurement depends on
technologist’s observation and estimation, which leads to a low efficiency and
an unstable result as different people has different standards. So that developing
automatic method for granular analysis is an urgent request. Using digital image
processing method implemented on common PC is a good choice for automatic
analyzing. Metheron[1] has proposed a sieving process theory based on mathe-
matic morphology which has been successfully used to get granular information
in binary image. The sieving process applies a family of mathematic morphologic
openings with nonnegative and size-increasing element structure to the image
so that the volume of the image decreases, and finally it yields a size distribu-
tion which is called pattern spectrum [2]. The moments extracted from different
orders of the pattern spectrum used as texture characteristics are adopted in
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texture classification [3] [4]. Whereas, these characteristics obtained from mor-
phologic openings do not contain any information about positions so that it may
classify two textures with similar size distributions but very different space dis-
tributions into the same class. A concept of size distribution called spatial size
distribution (SSD) has been introduced in [5]. SSD contains not only the size
information but also the spatial information of granules. Using this distribution
can highly improve the ability of classification. However, those methods based
on Matheron’s sieving process are not adequate for mineral analysis for several
reasons. First, it is not an easy job to choose a proper element structure to
implement the sieving process. Second, these methods could only produce size
distributions, while most granular analysis requires more information, such as
position or contour information of each granule. Third, the sieving process has
high computational complexity because of lots of opening operations. Since the
technique of image segmentation has been developing rapidly in recent years and
many segmentation methods with high performance have been proposed, we can
resort to the segmentation methods to do granular analysis.

Watershed transform [6] has been widely used in image segmentation in re-
cent years, but applying watershed transform usually leads to over-segmentation,
so some improved methods have been proposed. These improved methods can
be categorized into two kinds. One is called marked-based watershed [8] which
imposes the markers on corresponding images, either original image or gradi-
ent image, to suppress the disturbance of noises which cause over-segmentation.
The other is based on region merging approach which merges similar regions into
one region so as to overcome over-segment problems [9]. Although the existing
methods aforementioned could avoid over-segmentation remarkably, their high
computing complexity makes them not meet the performance requirement of the
mineral-analysis applications. Therefore, in this paper, we propose a varying-
ladder watershed method which not only solves over-segment problem efficiently
but also obtains good results. Furthermore, we describe a new model of granular
analysis for chromatic mineral images.

The rest of this paper is organized as follows. Section 2 reviews the defini-
tion of watershed by immersion, discusses the over-segment problem and shows
how the varying-ladder watershed solves this problem. Section 3 presents a new
application model for our granular analysis in mineral images. The last section
gives some experiment results using the proposed method.

2 Watershed Transform

2.1 Definition by Immersion

Watershed is originally a concept of topography, which is the joint line between
waters coming from different basins. In image processing, gray-scale image is
considered as topographic relief where elevation relates to gray level of the im-
age. Such a representation is useful in image study, since it gives a more direct
view for better appreciation. Therefore, many concepts of topography can be
easily applied to image processing and watershed is just one of them. However,
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extracting watershed line from digital pictures is far from easy until Vincent pro-
posed an efficient algorithm based on immersion simulations in [6]. He considers
grayscale image as a topographic surface with minima pierced, and immerses
the surface into water, then the waters from different minima will fill up basins,
finally the joint yields watershed lines. Fig. 1 shows this.

catchment basin minimum

watershed

F

Fig. 1. Image F is immersed in water

Let I be the gray scale image under study, denote hmin the lowest gray level
of I and similarly hmax the highest, Th is the subset with a water level below
h and X(h) stands for the watershed subset with a level h, then we get the
definition by immersion.{

X(hmin) = T (hmin)
∀h ∈ [hmin, hmax − 1], X(h+ 1) = min(h+ 1) ∪ IZT (h+1)(X(h)) (1)

As can be seen, it is a recursion. At each step the watershed subset X(h+1)
is the union of the newly appeared minima at level h+1 and the influent zone
of the former watershed subset. You can find more exact explanations about
the definition in [6]. Although there are other definitions and algorithms for
watershed [7], this paper only focuses on the definition by immersion because
our method is based on concepts contained in this definition.

2.2 Over-segmentation and Varying-Ladder Watershed

As noises exist in digital pictures under study inevitably, so a lot of minima are
added when applying the watershed algorithm, which will cause over-
segmentation. As illustrated by Fig. 2, the left is the ideal image which is not
corrupted by noises. Applying watershed transform to this image, we can acquire
one watershed and two basins. However, the right in Fig. 2 is the same image
corrupted by noises; therefore these noises lead to additional minima when ap-
plying watershed transform so that causes over segmentation. So how to avoid
these additional minima is the key point of the proposed method in the paper.

Let’s consider the discrete situations, because most applications are discrete.
Denote the difference between two successive gray levels in watershed transform.
In definition (1), the value of is always fixed and equal to the gray level interval
of gray-scale image usually with value 1. Denote D the homogeneous region. As
illustrated by Fig. 3, the homogeneous region D is corrupted by noise so that
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watersheds

Fig. 2. Over segmentation

D1 D2 D3 D4

D

¡ h’
¡ h

Fig. 3. Varying-ladder watershed

there are some small minima existed in the region. If is less than the peak value
in region D as Fig. 3 shows, the area will be over segmented into more than
one region. However, if we adjust to which is greater than the peak value of this
area, we’ll get the expected result and over segmentation is avoided. So properly
adjusting the value of according to requirement could efficiently suppress the
disturbance of noises, and the over-segment problem comes to solution.

This is the improved watershed which is called varying-ladder watershed in
this paper. The ladder here means the difference Δh between the successive gray
levels in watershed transform. The varying-ladder watershed is defined as⎧⎨⎩X(h0) = T (h0)

X(hi+1) = min(hi+1) ∪ IZT (hi+1)(X(hi))
Δh(i) = hi+1 − hi(i = 0...N − 1)

(2)

The influent zones in (2) are different from those in definition (1). In definition
by immersion, pixels in the same influent zone have the same value of gray level,
whereas in (2) the gray values of pixels are in the same interval with depth
of Δh. We can see that in (2) the number of recursive steps is less than that
of original definition, so this improved watershed algorithm could both solve
the over-segment problem and enhance the running performance, which is the
advantage that the existing methods do not have. Either the marker-extracting
or region-emerging method is far more complex than varying-ladder watershed,
so the varying-ladder watershed is very practical in the applications which have
to maintain performance with speed limitations.

3 A Model of Granular Analysis Based on Watershed

As mentioned in introduction, most existing methods are based on Matheron’s
sieving process, which continuously applies the morphological openings to the
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image with size-increasing structure elements, and finally yields a curve named
pattern spectrum. The moments extracted from the spectrum can be used as
features in classification. This kind of method is definitely effective for classi-
fication of those images, each of which contains only one texture. However, if
there is more than one texture in each image, it becomes unavailable because
we should segment the image first. Moreover, these methods can not locate the
position of granules while a lot of applications require more information such as
the accurate contours of the granules. To solve the problems mentioned above,
a model of granular analysis for digital mineral pictures is presented in Fig. 4.
The first step is preprocessing, which does some preparative work for following

 

Granular Analysis  

Image  

Classifier  

Marker  
Extraction  Markers  

Morphological  
Gradient  

Gradient  
Image  

Varying  - ladder  
Watershed  

Segmentation  
Result  

Feature  
Extraction  

Preprocess  

Output  

Region  
Features  

Fig. 4. Model for granular analysis. The flow charted by dot line is optional.

process such as noise cleaning, contrast adjustment etc. Furthermore, in most
cases the input image is chromatic, so it must be converted to gray-scale im-
age first. The next step is to calculate the gradient image using morphological
gradient defined as

grads(I) = δs(I)− εs(I) (3)

where I,δ and ε denote the original image, dilation and erosion respectively, s
is the structure element. So the morphological gradient under structure element
s represents the difference between dilation and erosion image. However, the
gradient defined above produces low gradient value at blur edges, we can use the
multi-scale gradient [10] instead, which is described as

MG(I) =
1
n

n∑
i=1

{εgi−1 [gradgi (I)]} (4)

where MG(I) represents the multi-scale gradient of image I , gi is the size-
increasing structure element. Having obtained the gradient image, the varying-
ladder watershed could generate segmentation regions where each region repre-
sents a single granule. The following steps are pattern recognition steps - feature
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extraction and classification steps. We can choose features such as color, area,
perimeter, average gradient of the region, and then put the feature vectors into
the classifier. Finally, we’ll get the output including not only the segmentation
and classification but also the statistical information about the granules such as
size and shape distribution.

4 Experiment

Using the proposed granular analyzing model based on the varying-ladder wa-
tershed, we have done a lot of experiments on microscope mineral images. The
results are well-pleasing because of the high accuracy and efficiency.

 

 
(a)

 

 
(b)

 

 
(c)

Fig. 5. Part of the results from mineral analysis experiments. The above images are
the original images, and the below ones are the segmentation results where each region
is filled with average color.

Fig. 5. shows some segment results from our mineral analyzing experiment
which automatically segments thousands of digital mineral pictures with a size
of 800 × 800 pixels into small granular regions. Because of the size limitation,
only the small parts of original pictures are shown in the paper. We can see that
the segment results are close to the results acquired from observation. With the
segments results, we can both categorize them into different classes according to
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Fig. 6. The Size distributions of samples in Fig. 5

size, shape, color and other region features, and also get statistical information
about these granular regions such as size distribution etc.

The pictures in Fig. 6 are the size distributions of the samples in Fig. 5.
Solid lines are acquired from the segmentation results with our granular anal-
ysis method, while the dot lines are calculated in Matheron’s sieving way. The
element structure is a disk. As can be seen, the results of sieving method lose
the distribution information of large regions, while the results acquired from the
method proposed in this paper describe both the large and small regions cor-
rectly. Moreover, the computational performance of the proposed way to extract
size distribution is much higher than that of the sieving method. The compar-
ative computing costs of the two methods in our experiments are illustrated by
Table 1.

Table 1. Time consumptions which are acquired on p4-2.4 PC

Image Sieving method Varying ladder

(a) 131,047 219
(b) 135,500 219
(c) 158,406 219
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5 Conclusion

Granular analysis is an important task for mineral analysis because the size and
quantity of granules contained in the mineral samples decides the quality of the
mineral. In the image processing field, there is a classic way for granular analysis
based on Matheron’s sieving process. However, existing sieving methods are in-
efficient and unable to locate the position of granules. Since the watershed trans-
form has been successfully used in image segmentation, we adopt it in our gran-
ular analysis. However, the watershed transforms may cause over-segmentation
when applying them directly to images. There are some existing methods which
could overcome this problem, but they all have high computational complex-
ity. The paper proposes an improved watershed called varying-ladder watershed
based on the Vincent’s immersion definition. The improved method can not only
overcome the over-segment problem but also highly enhance the computing per-
formance. Then the paper proposes a new model of granular analysis based on
watershed. The model is verified to be efficient and has high performance for
granular analysis through large amount of experiments.
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Abstract. This paper presents a new approach for the cost-sensitive 
classification problems based on the Boosting ensemble of support vector 
machines (SVMs). Different from conventional Boosting ensemble learning 
methods that adjust the distribution of training instances for minimizing the 
misclassification rate, the presented approach adjusts the training data 
distribution so as to minimize the expected cost of classification. This approach 
has been applied successfully in Microcalcification (MC) detection which is a 
typical cost-sensitive classification problem in breast cancer diagnosis. Its 
performance is evaluated by means of Receiver Operating Characteristics 
(ROC) curves and the expected costs of classification. Experimental results 
have consistently confirmed that the ROC of the SVM ensemble classifier is 
very close to the curve enveloping the base classifier ROC curves. This 
characteristic illustrates that the SVM ensemble is able to always improve the 
performance of the classification. Furthermore, the experimental results 
demonstrate that the method presented is able to not only increase the area 
under the ROC curve (AUC) but also minimize the expected classification cost. 

1   Introduction 

Most traditional machine learning algorithms for classification have been developed 
to minimize the misclassification rate. The classifiers generated by these methods are 
not optimal for many real-world classification problems that having different cost for 
different classification errors and inherent with imbalanced distribution of sample 
classes. In medical diagnosis a false positive might lead to unnecessary treatment and 
unnecessary worry, while a false negative lead to postponed treatment, failure to treat 
or even death. It is thus expected that a learning algorithm can reflect the cost factors 
and construct classifiers to work robustly in such a cost-sensitive environment.  

Much research has been performed to investigate the effectiveness of ensemble 
machine learning to construct optimal combination of multiple diverse classifiers for 
unseen data samples accurately [1]. It has been demonstrated that machine learning 
ensembles can often perform better than the associated base classifier in terms of 
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accuracy. Boosting is one of the widely-used ensemble machine learning methods, in 
which a common learning algorithm is used to generate multiple classifiers with re-
sampled training instances in order for maximizing the classification accuracy. In 
addition, several researchers have recently demonstrated that the ensemble machine 
learning offers a promising solution for cost-sensitive problems (e.g. [2],[3],[4] and 
[18],[19]). For example, in [4], Ting investigated four different versions of cost-
sensitive Boosting algorithms for the ensemble of decision tree C4.5.  

A few researchers explored the effectiveness of Support vector machine (SVM) 
ensembles [5],[6],[7],[8]. Kim et al. [5], [6] reported that improvements over single 
SVMs have been obtained by SVM ensembles, and Valentini et al [8] showed that an 
ensemble of SVMs is theoretically promising and suggested two approaches for 
developing SVM ensembles. Different from the traditional Boosting method that 
adjusts the distribution of training instances for minimizing the classification error 
rate, the approach presented intends to adjust the distribution of training instances to 
minimize the expected cost. The effectiveness of the presented SVM ensemble is 
evaluated by a Microcalcification detection that is a typical cost-sensitive problem, in 
which the cost of false positive is significantly different from that of a false negative.  

Microcalcifications are tiny calcium deposits that appear as small bright spots in a 
mammogram, which have become an important indicator for breast cancer diagnosis. 
MCs are usually difficult to detect, especially in the early stage of development, 
because of the complex surrounding of breast tissue, their variation in shape, 
orientation, brightness and size (typically, 0.05-1mm). Manual searching for MCs 
from mammography is labour intensive, time consuming, and demands great 
concentration. During the past decades, many image-processing algorithms and data 
mining techniques have been proposed for the detection of MCs [9]. A two-stage 
neural network [10], and a hierarchical neural network [11] approaches were 
proposed. The use of SVM [12] and association rules classification [13],[14] have 
been also investigated recently. In [12], an SVM is trained through supervised 
learning to classify each location in the image as MC-present or MC-absent, and a 
method called ‘successive enhancement-learning’ was developed to select iteratively 
the most representative MC-absent examples for training.  

2   MC Detection Based on SVM Classification 

The process of MC detection is to scan each pixel in a mammogram and determine 
whether a pixel is located in an MC-present region or not. It can be treated as a two-
class classification problem, classifying each pixel into MC-present or MC-absent 
[12]. For classification, one pixel is characterized by its surrounding pixels with an m 
by n window (m, n are odd integers, m=n=9 is used in this study), i.e. a pixel is 
represented by a feature vector dRx ∈ , d= mxn. Pixels located in MC-absent region 
and MC-present region are denoted by the class label y=-1 or y=1 respectively.  

Unlike most of the modeling methods attempting to minimize an objective  
function (such as the mean square error) for the whole training instances, SVM  
finds the hyperplanes that produce the largest separation between the decision 
function values for the instances located at the borderline between two classes. Let  
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training instances. The target of MC detection is to construct a decision function f(x): 
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SVM classification are the Linear, Polynomial and Gaussian functions. 

3   Cost-Sensitive Ensemble of SVMs  

3.1   Boosting Ensemble of Machine Learning  

One important discovery during the past years is that ensemble of multiple classifiers 
can usually produce better accuracy than the individual base classifiers [1]. Boosting 
has been shown to be an effective method of producing base classifier and improving 
the classification accuracy [15],[16]. It uses a common learning algorithm to induce 
multiple individual classifiers sequentially, during which the distribution of training 
instances is adjusted according to the contribution of classification error. In the end, a 
vector of weights is produced to reflect the importance of each trained base classifier.  

The distribution of training instances is adjusted in terms of their contribution to 
misclassification, i.e. higher sampling probability is assigned to the instances that 
were misclassified and less probability to instances classified correctly. These 
adjustments enable the machine learner to select different examples to learn in each 
trial and so lead to diverse classifiers. Finally, the individual classifiers are combined 
to form a composite classifier by weighting the outputs of base classifiers. The 
AdaBoost, one version of Boosting widely used to generate multiple individual 
classifiers and their combination [15], is summarized in Fig.1.  

3.2   Cost-Sensitive Learning for Classification 

Cost-sensitive learning aims at developing an optimal classifier when different 
misclassification errors incur different costs. For a two class classification problem, 
the cost matrix has the structure shown in Table 1. 

The cost coefficient C(i,j)=cij denotes the cost predicting an instance as class  
j  when  its  true  class  is i. The costs of a false positive and false negative are denoted 

Table 1. Cost matrix for two-class classification 

 Actual Positive Actual Negative 
Predicted Positive C(+1,+1)=c11 C(-1,+1)=c01 
Predicted Negative C(+1,-1)= c10 C(-1,-1)=c00 
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respectively by c01 and c10. It is reasonable to assume that c01>c00 and c10>c11 and 
c11=c00=0 [17]. In a cost-sensitive classification, the optimal prediction for an instance 
x is the class i that is associated with a minimal cost of classification, i.e. 
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where p(j|x) is the probability of x being class j. In a two-class classification problem, 
the optimal prediction is positive (+1) if and only if 
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Based on the estimated p*, a cost-sensitive classification can be achieved by 
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Fig. 1. AdaBoost Ensemble of Machine Learning 

3.3   Boosting SVM to Construct Cost-Sensitive Classifier 

The AdaBoost method provides an effective method to implement the ensemble 
machine learning. It can be modified to reflect the different cost factors associated to  
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different types of classification error and thus to produce a cost-sensitive classifier. 
Several researchers have reported the success of using the Boosting algorithm to 
achieve a cost-sensitive learning [4],[18],[19].  

The traditional Adaboost algorithm employs Eqs. (2-4) to adjust the distribution 
of samples. The proposed new cost-sensitive Boosting method concentrates on learn 
from the classification costs, as shown in Fig.2, different from the classical 
Boosting algorithm and the existing cost-sensitive Boosting algorithm (e.g. 
[4],[18],[19]): 
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where n+ and n-  are the number of positive and negative classes respectively.  
2) The cost coefficients c01 and c10 are used to update the data distribution such that 

the instances producing higher misclassification cost are assigned with higher 
sampling probabilities, by replacing the error rate in the Eq. (3) with an relative cost 
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3) For the adjustment of training instance distribution, indicated by Eq.(12), two 
important modifications have been made compared to the existing methods. One is 
the use of the factor ( )),min(log1 0110102 ccc+ . This is based on two considerations: 

(i) it is able to return back as an AdaBoost by setting equal c01 and c10, and (ii) the 
distribution can be adjusted more smoothly by using the logarithm function. The other 
modification is that, when an instance of rare class (e.g. yi=+1) has been classified 
correctly, its sampling probability will not be reduced immediately but kept to be the 
same as in previously. This reflects the significance of rare instances.  
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4) In classification, the expected cost is calculated to generate a final classification. 
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Fig. 2. Cost-Sensitive Ensemble Learning 

4   Performance Evaluation and Discussion 

4.1   Experimental Datasets and Results 

The proposed approach has been tested by mammogram samples selected from the 
DDSM Digital Mammography Database at the University of South Florida1. All the 
mammograms selected have a pixel depth of 12 bits. In this study, the emphasis has 
been put on evaluating the effectiveness of Boosting ensemble of SVMs for the 
classification of pixels with MC-present and pixels with MC-absent, and so 624 pixels 
have been carefully selected from the MC-present regions, and 1248 pixels have been 
randomly picked from the MC-absent regions.  

Fig.3 shows the results of three samples of mammogram (the grey images) and the 
detected MCs (black-white image). The black-white images were produced by 
masking the MC-absent pixels as black and the MC-present pixel as white. 

 
(a)                                                         (b)                                                      (c) 

Fig. 3. MC Detection Samples 

                                                           
1
 http://marathon.csee.usf.edu/Mammography/Database.html 
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In the performance evaluation, the data set is divided in a random fashion into two 
separate subsets; one subset contains 400 (800) MC-present (MC-absent) pixels, and 
the remaining 224 (448) MC-present (MC-absent) pixels are then used for testing. 
The ROC cure, a plot of the true-positive rate achieved by a classifier versus the false 
positive rate, is employed for evaluating the effectiveness of the presented ensemble 
methods. Provost and Fawcett [20] explained how ROC provides a robust measure for 
comparing the performance of multiple classifiers in imprecise and changing 
environments and how ROC graph provides insight into the behavior of a classifier 
without regard to class distribution and misclassification cost. The area under the 
ROC curve, abbreviated as AUC [21],[22] provides a single scalar value for 
comparing the overall performance of classifiers. A classifier having greater AUC has 
better average performance than one having less AUC. 

4.2   Performance of SVM and SVM Ensemble 

By using different threshold values, a ROC can be generated by calculating the 
corresponding TPR and FPR for a SVM classifier: 

positives Total

classified correctly   Positives=TPR  and 
negatives Total

classifiedy  incorrectl  Negative=FPR . 

Fig. 4 (a) shows the ROC curve (solid line) for the ensemble of 7 base SVM 
classifiers produced by the proposed Boosting algorithms. By comparing it with the 
ROC curves of single polynomial SVM classifier (dot break line) and SVM ensemble 
classifier (solid line), it is clearly shown that better performance has been achieved by 
the SVM ensemble classifier. Fig.4 (b) shows the ROC curves associated with these 7 
base classifiers. It has been observed that the ROC of the ensemble is nearly 
constructed by enveloping the ROC curves of base classifiers, namely each base 
classifier contributes from different regions to increase the AUC of the ensemble of 
SVMs. This reveals the reason why the ensemble of SVMs can achieve a better 
performance than a single SVM classifier. 
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Fig. 4. ROC curves of ensemble SVM classifier. 

4.3   Cost-Sensitivity of SVM Ensembles 

The cost-sensitivity of the method presented is evaluated by the experiments 
performed under different cost matrices. Fig. 5(a) and (b) show respectively the 
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results of using two different cost coefficients of false positive and false negative: a) 
c10=10, c01=1 and b) c10=1, c01=10, in which the ROC curves of ensembles and single 
SVM classifier are shown by the solid and dot break lines respectively. For 
comparison, the ROC curve of SVM ensemble for c10=c01=1 is also shown in Fig.5 in 
dot line. It is clearly shown, from Fig.6(a), that when increasing the cost coefficient of 
false positives, the upper part (the region of FPR=2%~100%) of ROC has moved 
more significantly towards the upper and left-hand corner than the lower part, which 
results in a significant reduction of false positives. On the other hand, as shown in 
Fig.6(b), when increasing the cost coefficient of false positives, the lower part of 
ROC (the region of FPR from 0% to 3%) have moved significantly towards the upper 
and left-hand corner, which results in a increased true positive rate and a reduction of 
false negatives rate. These results demonstrate that the method presented is able to 
increase the AUC and improve the performance for different regions of ROC curve.  
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Fig. 5. ROC curves of SVM ensemble under different cost coefficients 

 

The ROC provides an insight of analyzing the behavior of a classifier. The 
following experiments are used to evaluate if the method presented can minimize the 
expected cost of classification. By setting different cost coefficients (Table 2), a set of 
classification error (false positives and false negatives) and the associated 
classification cost have been calculated. Experimental results (Fig.6(a)) show (1) 
increasing the cost of false negative c10 results in decreasing FN and increasing FP; 
(2) increasing the cost coefficient of false positive c01 results in reducing FP and 
increasing FN. These patterns effectively reflect the cost-sensitivity of classification 
problems and the characteristics of the method presented, i.e. it can adaptively adjust 
the learning mechanism to focus on learning from instances with the high cost and try 
to avoid making error for these high cost instances. In Fig.6, the results obtained by 
the method presented in denoted as CS-enSVM, and the AdaBoost results were 
obtained by setting c10=c01=1. 

Table 2. Experimental parameter setup (c10,c01) 

No. 1 2 3 4 5 6 
c10>=c01 1,1 2,1 4,1 6,1 8,1 10,1 
c10<=c01 1,1 1,2 1,4 1,6 1,8 1,10 
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Fig.6(b) shows the classification costs are calculated based on the false negatives 
and false positives and the cost coefficients: FNcFPc ×+× 1001

. Fig.6(b) illustrates 

that when the cost coefficient changed, the costs of single SVM classifier change 
significantly; however the cost of SVM ensemble is kept at a minimum level, namely 
the ensemble of SVM can minimize the expected cost of classification although it 
may not minimize the classification error rate. Furthermore, the AdaBoost has the 
similar change pattern as single SVM but with lower cost, which confirms that 
AdaBoot improves the classification accuracy rather than minimizing the cost of 
classification. 
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Fig. 6. Classification costs under different cost coefficients 

5   Conclusions and Future Work 

This paper presents a cost-sensitive approach for the ensemble of support vector 
machines so that it can work effectively under different cost conditions. In the 
proposed method, the sampling probability of training instances is adjusted according 
to their contributions to the cost of classification. The effectiveness of the proposed 
method has been demonstrated by a MC detection problem, which is a typical cost-
sensitive problem, by means of ROC and the expected cost of classification. Two 
main results and observations can be summarized as: 

1) The ROC of Boosting ensemble of SVM is nearly generated by enveloping the 
ROC curves of the base SVM classifiers. This indicates the Boosting ensemble of 
SVMs is able to effectively increase its AUC and thus improve its performance in 
classification.  

2) By analyzing the ROC curves and the expected cost of classification obtained 
under different cost matrices, it is clearly shown that the method presented can 
reflect effectively the classification cost and adjust accordingly the learning 
mechanism (instance sampling) so as to lead to an optimal classifier that 
minimizes the classification cost. 

This research has raised several interesting subjects that are under investigation. 
One is the use of ROC for guiding the generation of an optimal ensemble of machine 
learning, i.e. to generate multiple classifiers that have complementary natures so that  
 



492 Y. Peng et al. 

 

their combination can maximize the performance using the minimum number of base 
classifiers. One possible solution is to embed a mode selection mechanism for 
selecting the sensible base classifiers rather than involving all the base classifiers. 
Another interesting subject is to develop a cost-insensitive ensemble of SVM that can 
work robustly under varying cost conditions of classification and class distributions, 
and it is different from this research that emphasizes on the cost-sensitivity in 
classification. 
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Abstract. Clustering results often critically depend on density and sim-
ilarity, and its complexity often changes along with the augment of sam-
ple dimensionality. In this paper, we refer to classical shared nearest
neighbor clustering algorithm (SNN), and provide a high-dimensional
shared nearest neighbor clustering algorithm (DSNN). This DSNN is
evaluated using a freeway traffic data set, and experiment results show
that DSNN settles many disadvantages in SNN algorithm, such as out-
liers, statistic, core points, computation complexity etc, also attains bet-
ter clustering results on multi-dimensional data set than SNN algorithm.

1 Introduction

Cluster analysis mainly originates from many research domains, including data
mining, statistics, biology, machine learning and so on. Most data mining re-
searchers focus on the scalability and effectivity on clustering algorithm. Except
that, researchers also try to find out methods for cluster data with complex
figures and types, high-dimension cluster analysis technology, and methods for
hybrid numerical and systematic data.

Clustering is one of the challenging research domains in data mining and is
widely applied on all kinds of application. But different application has its special
requirement, such as flexibility, domain knowledge minimum to decide input
parameter, ability to deal with outliers, not sensitive to input record sequence,
high dimensionality, usability and so on.

In this paper, we describe a high-dimensional shared nearest neighbor clus-
tering (DSNN) algorithm, and evaluate it on multi-dimensional spatio-temporal
data set. The rest of the paper is organized as follows: In section 2, we will intro-
duce the challenge of high dimensional data and classical shared nearest neighbor
clustering algorithm, and analysis its disadvantages. Then by introducing new
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relevant similarity and density definitions, we bring out the DSNN algorithm in
Section 3. Finally, in Section 4, we evaluated DSNN on American freeway traffic
dataset. The experiment results prove that DSNN algorithm has better perfor-
mance than SNN algorithm on correlative measures, such as in-cluster similarity,
between-cluster dissimilarity, spatio-temporal complexity and so on.

2 Related Works

The clustering algorithm is mainly applied on spatio-temporal dataset, especially
for traffic dataset.

2.1 Challenge from High Dimensionality

Observe the data samples showed in table 1 and table 2, their Euclidean distance
is five. A attribute with a “0” value means it is a useless data(the experiment got
no test data) or it is a free traffic situation. Attributes with a value from “1”to
“4” stands for a more and more busy traffic situation. That is attribute with
a value “4” means the most busy traffic situation. But it is not hard to judge
that there is higher similarity between Sample Three and Sample Four than
between Sample One and Sample Two, because there are eight shared attributes
between the former pair, and none between the latter pair. Generally speaking,
if there are redundant “0” attributes in samples, it is sparse; we often define the
similarity by ignoring those useless attributes between two samples.

Other measures, such as cosine measure, Jaccard modulus etc, can be used
to deal with this problem. If we compute the cosine measures between Sample
One and Sample Two, Sample Three and Sample Four respectively, the former
is zero and the latter is 0.8286.

Even if cosine and Jaccard measure can provide relevant similarity informa-
tion about whether there are intact attributes or not, they can’t handle high
dimensionality very well. By computing cosine measure between high dimen-
sional data, we can find that, if only observing 15-20 percents of attributes of
Sample A, those data, which is very similar to Sample A, may belong to other
clusters without Sample A, as described in [1]. It doesn’t derive from the defective
similarity measure, but from the un-trusted direct similarity of high dimensional
data, since the similarity between any sample pair is all very low.

Another very important problem derived from similarity measures is the tri-
angle inequality doesn’t hold. Consider the following example in table 3: Sample

Table 1. data sample 1∼2

Point Att1 Att2 Att3 Att4 Att5 Att6 Att7 Att8 Att9 Att10 Att11 Att12
1 4 0 0 0 0 0 0 0 0 0 0 0
2 0 0 0 0 0 0 0 0 0 0 0 3
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Table 2. data sample 3∼4

Point Att1 Att2 Att3 Att4 Att5 Att6 Att7 Att8 Att9 Att10 Att11 Att12
3 4 2 0 1 4 3 0 2 3 4 1 0
4 0 2 0 1 4 3 0 2 3 4 1 3

Table 3. data sample 5∼7

Point Att1 Att2 Att3 Att4 Att5 Att6 Att7 Att8 Att9 Att10 Att11 Att12
5 3 4 2 4 1 4 3 3 2 2 1 4
6 0 0 2 4 1 4 2 1 4 3 2 3
7 4 2 3 3 0 2 2 1 4 3 3 1

5 is close to sample 6, sample 6 is close to sample 7, but sample 5 and sample 7
have a similarity of 0. The similarities come from different sets of attributes.

2.2 SNN Algorithm

Some researchers provide a shared k nearest neighbors-based algorithm (SNN al-
gorithm) [2,3]. Its procedure can be described as: firstly compute the similarity
matrix, then sparsify the similarity matrix by keeping only the k most similar
neighbors, finally construct a correlative shared nearest neighbor graph. Subse-
quently, it will find out the SNN density of each point to specify the core points,
and form clusters with the core points. Except that, it also discards all noise
points and assigns all non-noise, non-core points to clusters.

With the synthesis analysis on this algorithm, it is not difficult to find that
there are many disadvantages as follows:

– There are no enough processes about outliers, which results in redundant
pointless computations.
Apparently, there are only a few calculations about outliers in SNN, until
finishing constructing SNN graph with all samples. Moreover, you have to
begin judging whether it is an outlier until computing link strengths between
all points. By analyzing its algorithm, we can find that the complexity of
computing similarity matrix and constructing SNN graph is 0(M2), which
lead to a high complexity of this algorithm.

– Scientist definitions of thresholds for core points, outliers and filter those
link strengths are not clearly provided.
With the statistics to the sample data, we can find out the thresholds to de-
fine core points and outliers. However, there is high spatio-temporal measure
in statistics, which undoubtedly add complexity in this total algorithm.

– The procedure of defining core points is not good enough.
It is not very exact to define core points directly by thresholds, which lead to
a vital problem: defined core points may belong to identical cluster. Thus,
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if clustering with these core points, it is hard to avoid partitioning born
clusters. In other word, in order that the latter clustering can be as accurate
as possible, the core points had better to be as disperse as possible.

3 High Dimensional Shared Nearest Neighbor Clustering
Algorithm (DSNN)

In order to overcome the disadvantages of the classical SNN algorithm, we bring
out the refined DSNN clustering algorithm.

3.1 “Elementary Deletion for Outliers”

Given a distance measure on a feature space, there are many different defini-
tions of distance-based outliers. The simplest type of algorithm based on nested
loops in conjunction with randomization and a pruning rule gives state-of-the-
art performance [4]. The algorithm not only computes the distance between any
two examples using, for example, Euclidean distance for continuous features and
Hamming distance for discrete features, but also can be any monotonically de-
creasing function of the nearest neighbor distances such as the distance to the
kth nearest neighbor, or the average distance to the k neighbors.

The main idea in our nested loop algorithm is that for each example in a
data set, we keep track of the closest neighbors found so far. When an example’s
closest neighbors achieve a score lower than the cutoff, we remove the example
because it can no longer be an outlier. As we process more examples, the algo-
rithm finds more extreme outliers and the cutoff increases along with pruning
efficiency.

What needs to attend is that samples can be put into random order in linear
time and constant main memory with a disk-based algorithm. One repeatedly
shuffles the data set into random piles and then concatenates them in random
order.

As far as the algorithm complexity, because of the nested loops, it could
require 0(M2) distance computations and 0(M2/blocksize) data accesses.

3.2 Core Points and Outliers

SNN Algorithm can define the core points and outliers with the help of correlative
threshold by users. Those points with a higher link strength than the threshold
is defined as core points, vice versa. This method with threshold often have a
inferior efficiency, since users are required to have a deep understand on spatio-
temporal data set, and also require to take abundant correlative experiments
for thresholds setting. There apparently exists the possibility of threshold data
error, and it often reflects on spatio-temporal data set, which reduces clustering
precision and maneuverability by a long way.

Furthermore, there exists another important problem: All or some of these
core points may possibly belong to identical cluster.
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DSNN Algorithm has a new idea for defining core points. Firstly, we can
confirm a candidate set of core points, which must make certain that all possible
core points are included in it. Then, we can choose a core point randomly, and
define a candidate point as a new core point by distance measure, whose distance
is more than distance threshold. After defining new core points as a seed, we
can continuously define other candidate core points in that candidate set until
judging all candidate points.

Aimed at outliers, the method in DSNN is based on SNN graph and candidate
core point set. If some sample has fewer SNN of other samples, it is defined as
an outlier.

3.3 DSNN Algorithm

After discussing the deficiencies of the classical SNN algorithm and providing
correlative solutions, we have succeeded in discovering the following DSNN al-
gorithm.

Algorithm 1 DSNN clustering algorithm
Input: spatio-temporal data set
Output: every individual cluster

1.Transfer an algorithm to find distance-based outliers as above, in order to achieve
better precision with refined sample set.
2.Based on this sample set, construct the similarity matrix.
3.Sparsify the similarity matrix using k-nn sparsification.
4.Construct the shared nearest neighbor graph from k-nn sparsified similarity matrix.
5.For every point in the graph, calculate the total strength of links coming out of the
point.
6.Define noise points by choosing the points that have low total link strength and
remove them, and gain a refined dataset again.
7.Based the new dataset, re-implement Step 2 to Step 5 once.
8.Define the candidate set of core points by choosing the points that have high total
link strength.
9.For this candidate set, to do some refining as follows: saving those whose relative
distance is very high as defined core points, and deleting the remainder.
10.Based on these core points and new SNN graph, to form clusters, where every point
in a cluster is either a core point or is connected to a core point.

4 Experiments

This traffic dataset is from American freeway network, which is recorded as a
matrix, where every row indicates each checkpoint and column to time segment.
For every data set Di,j , it records traffic state in the jth time segment within
the ith checkpoint. Moreover, it has been preprocessed, and records traffic states
with 0 to 4, where 0 indicates free, 4 indicates busy.
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Fig. 1. the same Cluster Results with SNN and DSNN

Fig. 2. the Cluster with SNN Algorithm (Left) and DSNN Algorithm (Right)

In this section, we evaluate our DSNN by applying SNN and DSNN on this
data set and compare their results on different experiment environment. We will
try different attempts with this experiment dataset, such as different amount of
data set, and compare their experiment results.

We randomly chose 300 samples from the set, and the clustering result with
DSNN method was same as one with SNN method in same time: As the three
figure showed in Figure 1, they respectively show a cluster. The number of ab-
scissa stands for the experiment day number, while the ordinate stand for the
time period of a day. As we can see from the three figures, the amount and
sample data was also same respectively, which shows that they can be used to
handle small data set with same precision. We can get the traffic situation from
the tint area in the figure: tint area show a free traffic situation, others is a busy
traffic situation. For example, the first left figure shows that in the time periods
16, from 29 to 32, from 41 to 44(those tint area), the traffic is in a normal sit-
uation, it also shows that the traffic situation has a high similar in these time
period.
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Fig. 3. the Supreme cluster with SNN (left) and DSNN (right) method

Fig. 4. The partial outliers with DSNN method

What is showed in Figure 2 is the most primary cluster with classical SNN
algorithm and DSNN method respectively and about 600 samples. The meaning
of abscissa and ordinate is the same with Figure 1. The left figure and the
right figure stand for a cluster result respectively. By computing their cluster-in
similarities respectively, we can gain the clusters with high cluster-in similarities
if adopting the DSNN method. In other word, DSNN clustering algorithm can
help with obtaining more accurate clusters on big data sets.

Perhaps there is an incident in the clustering result with six hundred samples,
so we decided to cluster with more samples continuously in order to evaluate the
performance of the DSNN algorithm.

Figure 3 shows the supreme cluster graphs with the classical SNN method
and the DSNN method respectively. The meaning of abscissa and ordinate is the
same with Figure 1. The left figure include the data in the right figure, but each
of them stand for a cluster result respectively. Obviously, they are same on the
whole, but there are more outliers in the former. Moreover, with careful feedback
of algorithm implement, we can find that the difference is primarily included in
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the outliers during the course of deleting outliers, as showed in Figure 4. All
the above shows that DSNN has a much better adaptability and performance
than SNN.

5 Conclusion

In this paper, we firstly analyzed the classical SNN algorithm in the fields of
spatio-temporal data cluster analysis. Then we brought forward the high dimen-
sional nearest neighbor clustering algorithm (DSNN) step by step to overcome
SNN’s shortcomings. This refined algorithm can reduce the spatio-temporal com-
plexity effectively, and refined many performances, such as outliers, core points,
clustering results and so on. With the experiments on American freeway traffic
dataset, we prove that DSNN can reduce computation effectively, at the same
time, it can accurately judge core points and outliers, and gain better clustering
performance than SNN algorithm with better clustering methods.

There are still some limits in DSNN. For example, it can’t deal with data flow;
it must be used to preprocess sample data. And how to expand its application
domains, how to improve its validity and how to delete sensitive data better such
as outliers, etc, are our future work.
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Abstract. Let opinions of experts among group decision making be rep-
resented as L-R fuzzy numbers. The difference of two experts’ opinions
is reflected by two distances, which are called the left-hand side distance
and the right-hand side one. A method to calculate two types of distances
based on the same α-level is presented. Then the distances are employed
to construct a new similarity function to measure the similarity degrees
of both sides which represent the pessimistic and optimistic similarity de-
grees between the experts, respectively. The degree of importance of each
expert among group decision making is obtained by employing Saaty’s
analytic hierarchy process (AHP). The method of aggregating individual
fuzzy opinions into a group consensus opinion by combining similarity
degrees and the degree of importance of each expert is proposed. Finally
some properties of the proposed similarity measure are proved and some
numeric examples are shown to illustrate our method.

1 Introduction

Up to now, several methods have been proposed for drawing consensus from
opinions of experts. Methods in [5,9,10,15,17] considered the fuzzy preference
relation of each expert. Ishikawa et al.[8] and Xu et al.[19] proposed the indi-
vidual opinions represented by interval-values and got the consensus from cu-
mulative frequency distribution. Hsu [7] proposed a method called similarity
aggregation method (SAM) to aggregate individual opinions of experts based
on the similarity degree function. But it is not effective when experts’ opin-
ions which are represented as fuzzy numbers have no common intersection. Even
when they intersect, the difference between them still exists. For example, let the
opinions of expert E1 and expert E2 be represented as trapezoidal fuzzy num-
bers (1, 2, 4, 5) and (4, 5, 6, 7). Obviously, they intersect at the point P (4.5, 0.5).
Since the left- and right-hand membership functions are considered to reflect the
pessimistic and optimistic opinions of experts, respectively, for expert E1, the
opinion at the point of intersection is optimistic while for expert E2 it is pes-
simistic. Thus, they aren’t thought to be identical. At the same time, there are a

L. Wang and Y. Jin (Eds.): FSKD 2005, LNAI 3614, pp. 503–513, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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number of approaches to determine the distance between fuzzy sets in the liter-
ature [2,11,12,13,14]. Most of them are based on the Hausdorff distance between
the α-level cuts. However these approaches can not keep producing output sets
with the same nature as the input sets [2,6]. Lee [3] proposed an iterative pro-
cedure for approximating the optimal consensus of experts’ opinions which are
represented by trapezoidal fuzzy numbers. Lee’s method based on the distance
between Ã = (a1, a2, a3, a4) and B̃ = (b1, b2, b3, b4) is defined by:

dp(Ã, B̃) = (
4∑

i=1

(|ai − bi|)p)1/p . (1)

This distance satisfies the conditions of non-negativity, symmetry and trian-
gle inequality. However, Lee’s method may not be effective in some cases. For
example, let Ã = (4, 5, 7, 8), B̃ = (2, 5, 7, 8) and C̃ = (5, 6, 8, 9) be three trape-
zoidal fuzzy numbers and assume p = 2. According to Lee’s method, we obtain
d2(Ã, B̃) = 2, d2(Ã, C̃) = 2. But in fact the two distances aren’t identical.

The main characteristics of the methods mentioned above are synthesized as
follows:

(1)most of them are limited to the use of trapezoidal fuzzy numbers;
(2) the shape of the membership function is not taken into consideration or

only a part of it is used, which leads to losing much information;
(3) the pessimistic opinion and the optimistic opinion which are two entirely

distinct conceptions aren’t considered, respectively.
In this paper, an aggregation based on the left- and right-hand side distances

between fuzzy numbers for the degrees of similarity among experts whose opin-
ions are represented by L-R fuzzy numbers is presented.

2 L-R Fuzzy Numbers

A fuzzy number is a fuzzy set in the real line and is completely defined by its
membership function as follows:

μ(x) : X → [0, 1] (2)

where X is the subset of real line, R̃ = {(x, μ(x))|x ∈ X} is called a fuzzy set.
The membership degree of x to the fuzzy set R̃ is expressed by the mem-

bership function μ(x). For computational purpose, this definition is generally
restricted to those fuzzy numbers which are both normal and convex:

(1) Normality: sup
x∈X

μ(x) = 1, where x ∈ X

(2) Convexity: μ{λx1 + (1− λ)x2} ≤min{μ(x1), μ(x2)} , where x ∈ R̃ and
λ ∈ [0, 1].

The definition and the two requirements imply that the α-level cut R̃α = {x :
μR̃(x)>α} of such a fuzzy subset R̃ is a closed interval [aα

l , a
α
r ] for any α ∈ (0, 1],

and the highest membership values are clustered around a given interval (or
point). And the 1-level cut R̃1 = {x : μR̃(x) = 1} is not an empty set.
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A general type of normal and convex fuzzy number is L-R fuzzy number and
is defined by:

μ(x) =

⎧⎨⎩
L(m−x

δ ), x < m, δ > 0
1, m ≤ x ≤ n
R(x−n

γ ), x > n, γ > 0
(3)

where δ, γ are the left-hand and the right-hand spread, respectively; L(x) is a
monotone increasing function and satisfies the condition L(0) = 1; R(x) which
is a monotone decreasing function and also satisfies the condition R(0) = 1 is
not necessarily symmetric to L(x). If L(x) and R(x) are linear functions, we can
call the fuzzy number trapezoidal fuzzy number. A trapezoidal fuzzy number
is determined by four parameters a,m, n, b; where R̃0 = [a, b]. We denote a
trapezoidal fuzzy number as (a,m, n, b), and obtain a triangular fuzzy number
while m = n.

In this paper, we assume that the pessimistic opinion of an expert’s is re-
flected by the left-hand membership function while the optimistic opinion is
reflected by the right-hand one, and the most possible opinion is reflected by
the support set which is the closed interval [m,n]. Obviously, the closed inter-
val [m,n] is obtained when the pessimistic and optimistic opinions are decided.
Since the pessimistic opinion and the optimistic opinion are two entirely distinct
conceptions, the pessimistic opinion should be compared with the pessimistic
one. So should the optimistic one. Therefore, the similarity degrees between pes-
simistic opinions and the similarity degrees between optimistic ones are merely
considered in this paper, when we consider the similarity degrees of experts.

3 Distance and Similarity Between L-R Fuzzy Numbers

In order to obtain a rational distance, in this paper the left- and right-hand
membership functions of L-R fuzzy number are assumed to be strictly monotonic
functions. We have the theorem as follows:

Theorem 1. The inverse function of g(x) is also strictly monotonic if and only
if g(x) is a strictly monotonic function.

Distance is an important concept in science and engineering. In the following,
two types of distances’ definitions between two L-R fuzzy numbers based on the
same α-level are given.

Definition 1. Let R̃i and R̃j,representing the subjective estimate of the ration
to an alternative under a given criterion of expert Ei and Ej, be two L-R fuzzy
numbers with membership functions μR̃i

(x) and μR̃j
(x). The left-hand side dis-

tance which reflects the difference of their pessimistic opinions at the same α-
level cut, is defined by:

ρL
R̃i,R̃j

(α) =| μL
R̃i

−1
(α) − μL

R̃j

−1
(α) | (4)
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The right-hand side distance which reflects the difference of their optimistic opin-
ions at the same α-level cut, is defined by:

ρR
R̃i,R̃j

(α) =| μR
R̃i

−1
(α) − μR

R̃j

−1
(α) | (5)

where α ∈ [0, 1]; μL
R̃i

and μR
R̃i

are the left- and right-hand membership functions

of R̃i while μL
R̃j

and μR
R̃j

are the left- and right-hand ones of R̃j, respectively.

According to the theorem 1, the inverse function has only one value for each
α, and both side distances satisfy the conditions of non-negativity, symmetry
and triangle inequality. It has to be noted that either of the side distances is
equal to zero if and only if μL

R̃i

−1(α) = μL
R̃j

−1(α), or μR
R̃i

−1(α) = μR
R̃j

−1(α). It
means that the two experts have the same degrees of membership at the same
point with the same opinion that is pessimistic or optimistic.

Now the side similarities between Ei and Ej at the same α-level are consid-
ered. It is well known that an exponential operation is highly useful in dealing
with a similarity relation, Shannon entropy and in cluster analysis. Therefore,
we choose

f(x) = e−x . (6)

The left- and right-hand side similarities between the two experts at the same
α-level are defined by:

fL
R̃i,R̃j

(α) = e
−ρL

R̃i,R̃j
(α)

, fR
R̃i,R̃j

(α) = e
−ρR

R̃i,R̃j
(α)

(7)

where fL
R̃i,R̃j

(α) is named the left-hand side similarity while fR
R̃i,R̃j

(α) is named
the right-hand one.

Obviously, if either of side distances between them is zero then the corre-
sponding similarity is equal to one. Since the side similarities depend on the side
distances and the α-level, the curvilinear integral is taken into account. That is

SL(R̃i, R̃j) =
∫

ρL
R̃i,R̃j

(α)
e
−ρL

R̃i,R̃j
(α)

ds/
∫

ρL
R̃i,R̃j

(α)
ds

SR(R̃i, R̃j) =
∫

ρR
R̃i,R̃j

(α)
e
−ρR

R̃i,R̃j
(α)

ds/
∫

ρR
R̃i,R̃j

(α)
ds

(8)

where α ∈ [0, 1]. SL(R̃i, R̃j) is named left-hand side similarity measure function
while SR(R̃i, R̃j) is named right-hand side similarity measure function.

We get SL(R̃i, R̃j) = 1 and SR(R̃i, R̃j) = 1 when expert Ei and expert Ej

have the same opinions, that is R̃i = R̃j . In other words, the opinions of expert
Ei and expert Ej are identical, and then the agreement degree between them is
equal to one.
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Since the left- and right-hand side similarity measure functions have been
defined, now the side average agreement degrees of expert Ei(i = 1, 2, · · · , n) are
given by

A(EL
i ) =

1
n− 1

n∑
j=1,j 
=i

SL(R̃i, R̃j), A(ER
i ) =

1
n− 1

n∑
j=1,j 
=i

SR(R̃i, R̃j) (9)

where A(EL
i ) is named the left-hand side average agreement degree while A(ER

i )
is named the right-hand one.

Now we compute the relative left- and right-hand side agreement degrees of
expert Ei(i = 1, 2, · · · , n) as follows:

SAL
i = A(EL

i )/
n∑

j=1

A(EL
j ), SAR

i = A(ER
i )/

n∑
j=1

A(ER
j ) (10)

where SAL
i is named the relative left-hand side agreement degree while SAR

i is
named the right-hand one.

According to the above definitions, an expert’s opinion is determined by his
pessimistic and optimistic opinions. The relative agreement degree of expert’s
opinion depends on the side relative agreement degrees. We take the average
value of SAL

i and SAR
i as the relative agreement degree of expert’s opinion by:

SAi = (SAL
i + SAR

i )/2 . (11)

In practice, the group decision making is heavily influenced by the degrees
of importance of participants. Sometimes there are important experts in the
decision group, such as the executive manager of a company, or some experts
who are more experienced than others. The final decision is influenced by the
different importance of each expert. Therefore, a good method to aggregate
multi-experts’ opinions must consider the degree of importance of each expert
in the aggregating procedure. We employ Saaty’s [16] analytic hierarchy process
(AHP) to deal with the weight of each expert. The construction of the square
reciprocal matrix (aij)n×n is performed by comparing expert Ei with expert
Ej , with respect to the degree of importance. The other values are assigned
as follows: aij = 1/aji; aii = 1. To solve the reciprocal matrix, the maximum
eigenvalue is cardinal ratio scale for the experts compared. The eigenvector is
then normalized and the weight γi(i = 1, 2, · · · , n) of each expert is obtained.

As is stated above, we get the relative agreement degree and the degree
of importance of each expert. Now the consensus degree coefficients of expert
Ei(i = 1, 2, · · · , n) can be defined by:

ωi = βSAi + (1 − β)γi (12)

where β ∈ [0, 1].
If β = 1, the degree of importance of expert is not considered in the aggre-

gation process. If β = 0, only the degree of importance of expert is reflected in
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the consensus. The membership function of aggregating the consensus opinion
R̃ can be defined by:

μR̃(z) = sup
z=

∑n
i=1 ωixi

minμωixi(xi), (i = 1, 2, · · · , n) . (13)

We summarize the criterion which is discussed above and propose an algo-
rithm to combine all experts’ opinion into the consensus opinion of group decision
making.

Algorithm 3.1
step 1: For the criterion and an alternative under group decision making

environment, each expert Ei (i = 1, 2, · · · , n) proposes his opinion as a L-R
fuzzy number denoted by R̃i. Suppose the left- and right hand-side membership
functions of R̃i are strictly monotonic.

step 2: Calculate the left- and right hand-side distances between R̃i and R̃j .
step 3: Calculate the side similarity degrees Sk(R̃i, R̃j), (k = L,R) of the

opinions between each pair of experts.
step 4: Calculate the side average agreement degrees A(EL

i ) and A(ER
i ).

step 5: Calculate the side relative agreement degrees SAL
i and SAR

i of expert
Ei(i = 1, 2, · · · , n).

step 6: Calculate the relative agreement degree SAi of expert Ei(i = 1,
2, · · · , ).

step 7: Define the degree of importance of expert Ei(i = 1, 2, · · · , n) by
employing Saaty’s AHP.

step 8: Calculate the membership function of the group consensus opinion
by equation(13).

The aggregation method preserves some important properties. These prop-
erties are as follows:

Corollary 1. If R̃i = R̃j for all i and j, then R̃ = R̃i. In other words, if all
estimates are identical, the combined result should be the common estimate.

Proof. If all R̃i is equal, then R̃ =
n∑

i=1
ωi ' R̃i = R̃i

n∑
i=1

[βSAi + (1 − β)γi] =

R̃i[β
n∑

i=1
SAi + (1− β)

n∑
i=1

γi] = R̃i[β + (1 − β)] = R̃i.

Agreement preservation is a consistency requirement. � 
Corollary 2. The result of the aggregation method would not depend on the
order with which individual opinions are combined. That is, if {(1), (2), · · · , (n)}
is a permutation of {1, 2, · · · , n}, then R̃ = f(R̃1, R̃2, · · · , R̃n) = f(R̃(1), R̃(2), · · · ,
R̃(n)). The result is also a consistency requirement.

Corollary 3. Let the uncertainty measure H(R̃i) of individual estimate R̃i be
defined as the area under its membership function μR̃i

(x),

H(R̃i) =
∫ ∞

−∞
μR̃i

(x)dx (14)
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The uncertainty measure H is defined to fulfil the following equation.

H(R̃) =
n∑

i=1

ωi ×H(R̃i) . (15)

Corollary 4. If an expert’s estimate is far from the consensus, then his estimate
is less important.

Corollary 5. The common intersection of supports of all experts’ estimates is

the aggregation result, namely
n⋂

i=1
R̃i ⊆ R̃.

Proof. Let α − cut of R̃i be R̃α
i = [aα

i , b
α
i ]; let

n⋂
i=1

R̃i be [aα, bα], and then

R̃α =
n∑

i=1
ωi ' R̃α

i = [
n∑

i=1
ωia

α
i ,

n∑
i=1

ωib
α
i ].

Since
n∑

i=1
ωia

α
i ≤ max

i
{aα

i } ≤ aα and
n∑

i=1
ωib

α
i ≥ min

i
{bαi } ≥ bα, we have

n⋂
i=1

R̃i ⊆ R̃. � 

Corollary 6. If
n⋂

i=1
R̃i = φ, a consensus also can be derived.

4 Numerical Example

Example 1. Consider a group decision problem evaluated by three experts. The
experts’ opinions are represented as trapezoidal fuzzy numbers as follows:

R̃1 = (1, 2, 3, 4), R̃2 = (1.5, 2.5, 3.5, 5), R̃3 = (2, 2.5, 4, 6).

We employ our method to deal with this problem and consider two cases:

1. Do not consider the degree of importance of expert; i.e. β = 0
2. Consider the degree of importance of each expert; i.e. 0 < β < 1 .

The result of R̃ is calculated in full details as follows:

Case 1: Do not consider the importance degree of each expert.
step 2: Calculate the left- and right hand-side distances between R̃i and R̃j .

The left hand-side distances are as follows:

ρL
R̃1,R̃1

(α) = ρL
R̃2,R̃2

(α) = ρL
R̃3,R̃3

(α) = 0;

ρL
R̃1,R̃2

(α) = ρL
R̃2,R̃1

(α) =| μL
R̃1

−1(α)− μL
R̃2

−1(α) |= 1
2 ;

ρL
R̃1,R̃3

(α) = ρL
R̃3,R̃1

(α) =| μL
R̃1

−1(α)− μL
R̃3

−1(α) |= 1− α
2 ;

ρL
R̃2,R̃3

(α) = ρL
R̃3,R̃2

(α) =| μL
R̃2

−1(α)− μL
R̃3

−1(α) |= 1
2 −

α
2 .
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The right hand-side distances are as follows:

ρR
R̃1,R̃1

(α) = ρR
R̃2,R̃2

(α) = ρR
R̃3,R̃3

(α) = 0;

ρR
R̃1,R̃2

(α) = ρR
R̃2,R̃1

(α) =| μR
R̃1

−1(α)− μR
R̃2

−1(α) |= 1− α
2 ;

ρR
R̃1,R̃3

(α) = ρR
R̃3,R̃1

(α) =| μR
R̃1

−1(α)− μR
R̃3

−1(α) |= 2− α;

ρR
R̃2,R̃3

(α) = ρR
R̃3,R̃2

(α) =| μR
R̃2

−1(α)− μR
R̃3

−1(α) |= 1− α
2 .

step 3: Calculate the side similarity degrees Sk(R̃i, R̃j), (k = L,R) of the
opinions between each pair of experts.

SL(R̃1, R̃1) = SL(R̃2, R̃2) = SL(R̃3, R̃3) = 1;
SR(R̃1, R̃1) = SR(R̃2, R̃2) = SR(R̃3, R̃3) = 1;
SL(R̃1, R̃2) = SL(R̃2, R̃1) = 0.6065, SR(R̃1, R̃2) = SR(R̃2, R̃1) = 0.4773;
SL(R̃1, R̃3) = SL(R̃3, R̃1) = 0.4773, SR(R̃1, R̃3) = SR(R̃3, R̃1) = 0.2325;
SL(R̃2, R̃3) = SL(R̃3, R̃2) = 0.7869, SR(R̃2, R̃3) = SR(R̃3, R̃2) = 0.4773.

step 4: Calculate the side average agreement degrees A(EL
i ) and A(ER

i ).

A(EL
1 ) = 0.5419,A(EL

2 ) = 0.6967,A(EL
3 ) = 0.6321;

A(ER
1 ) = 0.3549,A(ER

2 ) = 0.4773,A(ER
3 ) = 0.3549.

step 5: Calculate the side relative agreement degrees SAL
i and SAR

i of expert
Ei(i = 1, 2, · · · , n).

SAL
1 = 0.2897,SAL

2 = 0.3724,SAL
3 = 0.3379;

SAR
1 = 0.2990,SAR

2 = 0.4020,SAR
3 = 0.2990.

step 6: Calculate the relative agreement degree SAi of expert Ei(i = 1,
2, · · · , n).

SA1 = 0.2943, SA2 = 0.3873, SA3 = 0.3184.

Because we do not consider the degree of importance of each expert in this
case (β = 0), the consensus degree coefficients of the experts E1, E2 and E3 are

ω1 = SA1 = 0.2943,ω2 = SA2 = 0.3873,ω3 = SA3 = 0.3184.

The “overall” fuzzy number of combing experts’ opinions is

R̃ = ω1 ' R̃1 + ω2 ' R̃2 + ω3 ' R̃3 = (1.5121, 2.3528, 3.5121, 5.0241).

Case 2: Consider the degree of importance of experts.
Suppose that the degrees of importance of each expert are γ1 = 0.42, γ2 =

0.25,and γ3 = 0.33 by employing Saaty’s AHP. We take β = 0.6; the aggregation
coefficients of the experts E1, E2 and E3 can be computed as

ω1 = 0.6SA1 + 0.4γ1 = 0.3446, ω2 = 0.6SA2 + 0.4γ2 = 0.3324,
ω3 = 0.6SA3 + 0.4γ3 = 0.3230.

The “overall” fuzzy number of combining experts’ opinions is

R̃ = ω1 ' R̃1 + ω2 ' R̃2 + ω3 ' R̃3 = (1.4892, 2.3277, 3.4892, 4.9785).

In this example, the width of the result R̃ is smaller than the one using Hus’
method, and the uncertainty of the aggregation result for Hus’ method in case
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1 (H(R̃) = 2.341) and in case 2 (H(R̃) = 2.33)is larger than the one using our
method in case 1 (H(R̃) = 2.3356) and in case 2 (H(R̃) = 2.3253).

Example 2. Consider a group decision making problem with three experts. The
datum of the experts’ opinions are given as follows:

μR̃1
(x)=1 − 4(5− 4x)2,98 ≤ x ≤ 11

8 ; μR̃2
(x)=1 − 4(5

2 − 4x)2,48 ≤ x ≤ 6
8 ;

μR̃3
(x)=1 − (3− 4x)2,12 ≤ x ≤ 1.

We employ our method to deal with this problem and assume β = 0
step 2: Calculate the left- and right hand-side distances between R̃i and R̃j .

The left hand-side distances are as follows:

ρL
R̃1,R̃1

(α) = ρL
R̃2,R̃2

(α) = ρL
R̃3,R̃3

(α) = 0;

ρL
R̃1,R̃2

(α) = ρL
R̃2,R̃1

(α) =| μL
R̃1

−1(α)− μL
R̃2

−1(α) |= 5
8 ;

ρL
R̃1,R̃3

(α) = ρL
R̃3,R̃1

(α) =| μL
R̃1

−1(α)− μL
R̃3

−1(α) |= 1
2 +

√
1−α
8 ;

ρL
R̃2,R̃3

(α) = ρL
R̃3,R̃2

(α) =| μL
R̃2

−1(α)− μL
R̃3

−1(α) |= 1
8 −

√
1−α
8 .

The right hand-side distances are as follows:

ρR
R̃1,R̃1

(α) = ρR
R̃2,R̃2

(α) = ρR
R̃3,R̃3

(α) = 0;

ρR
R̃1,R̃2

(α) = ρR
R̃2,R̃1

(α) =| μR
R̃1

−1(α)− μR
R̃2

−1(α) |= 5
8 ;

ρR
R̃1,R̃3

(α) = ρR
R̃3,R̃1

(α) =| μR
R̃1

−1(α)− μR
R̃3

−1(α) |= 1
2 −

√
1−α
8 ;

ρR
R̃2,R̃3

(α) = ρR
R̃3,R̃2

(α) =| μR
R̃2

−1(α)− μR
R̃3

−1(α) |= 1
8 +

√
1−α
8 .

step 3: Calculate the side similarity degrees Sk(R̃i, R̃j), (k = L,R) of the
opinions between each pair of experts.

SL(R̃1, R̃1) = SL(R̃2, R̃2) = SL(R̃3, R̃3) = 1;
SR(R̃1, R̃1) = SR(R̃2, R̃2) = SR(R̃3, R̃3) = 1;
SL(R̃1, R̃2) = SL(R̃2, R̃1) = 0.5353, SR(R̃1, R̃2) = SR(R̃2, R̃1) = 0.5587;
SL(R̃1, R̃3) = SL(R̃3, R̃1) = 0.9588, SR(R̃1, R̃3) = SR(R̃3, R̃1) = 0.5353;
SL(R̃2, R̃3) = SL(R̃3, R̃2) = 0.6590, SR(R̃2, R̃3) = SR(R̃3, R̃2) = 0.8130.

step 4: Calculate the side average agreement degrees A(EL
i ) and A(ER

i ).

A(EL
1 ) = 0.5470,A(EL

2 ) = 0.7471,A(EL
3 ) = 0.7588;

A(ER
1 ) = 0.5971,A(ER

2 ) = 0.6741,A(ER
3 ) = 0.7360.

step 5: Calculate the side relative agreement degrees SAL
i and SAR

i of expert
Ei(i = 1, 2, · · · , n).

SAL
1 = 0.2665,SAL

2 = 0.3639,SAL
3 = 0.3696;

SAR
1 = 0.2975,SAR

2 = 0.3358,SAR
3 = 0.3667.

step 6: Calculate the relative agreement degree SAi of expert Ei(i = 1,
2, · · · , n).
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SA1 = 0.2820, SA2 = 0.3499, SA3 = 0.3681.

Because we do not consider the degree of importance of each expert in this
case (β = 0), the consensus degree coefficients of the experts E1, E2 and E3 are

ω1 = SA1 = 0.2820,ω2 = SA2 = 0.3499,ω3 = SA3 = 0.3681.

The membership function of the group consensus opinion is

μR̃(x) = 1− 34.1911(x− 0.8473)2

In this example, the opinions of experts are not expressed by trapezoidal
fuzzy numbers, so Lee’s method can’t deal with it. Meanwhile, Hsu’s method
can’t be also effective because R̃1 has obviously no common intersection with
R̃2 and R̃3.

5 Conclusion

In this paper, the problem aggregating individual opinions into group consensus
under group decision environment is addressed. A simple similarity measure to
deal with the L-R fuzzy numbers has been employed. The distance and similarity
function is proposed. The degree of importance of each expert is taken into
account further. Meanwhile, the membership function and the pessimistic and
optimistic opinions of experts’ are considered in the method. This aggregation
method preserves some important properties which other aggregation methods
processed.
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Abstract. We present a method of designing the generic linguistic model based 
on boosting mechanism to enhance the development process. The enhanced 
model is concerned with linguistic models being originally proposed by 
Pedrycz. Based on original linguistic model, we augment it by a bias term. Fur-
thermore we consider the linguistic model as a weak learner and discuss the un-
derlying mechanisms of boosting to deal with the continuous case. Finally, we 
demonstrate that the results obtained by the boosted linguistic model show a 
better performance than different design schemes for nonlinear system model-
ing of a pH neutralization process in a continuous stirred-tank reactor (CSTR). 

1   Introduction 

We have witnessed a dynamic growth of the area of fuzzy modeling based on the 
concept of fuzzy models. Several studies have been made on well-established meth-
odologies, design principles, and detailed algorithms [1]. Among various methodolo-
gies, the design environments and ensuing architectures of hybrid neuro-fuzzy system 
have emerged as a useful and comprehensive development paradigm [2]. Furthermore 
the construction of the interpretable rule-based models is also high on the overall 
agenda of fuzzy modeling [3][4]. In spite of this profoundly visible diversity of the 
architectural considerations and ensuing algorithms, a predominant majority of fuzzy 
models is surprisingly similar in the sense that the final model realizes as a nonlinear 
numeric mapping transforming multivariable numeric inputs into the corresponding 
elements of the real line R. In essence, fuzzy sets do show up as an integral design 
element yet the result (fuzzy model) manifests at the numeric level. The principle of 
linguistic modeling is very much different [5]. We do not look at the minute details of 
the model but rather start with forming information granules that are reflective of the 
experimental data at hand and then form a collection of links between them. As the 
way of building such granules is intuitively appealing, the ensuing links are evident. 

                                                           
* Corresponding author. 
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The linguistic model is inherently granular. Even for a numeric input, the output of 
the linguistic model is inherently granular and comes in the form of some fuzzy set. 
Information granules are formed through the use of a specialized type of so-called 
context-based fuzzy clustering [6].  

The main goal of this study is to establish a comprehensive design environment of 
linguistic models with emphasis on their learning enhancements via boosting. The 
boosting technique has been successful in the development of highly efficient classifi-
ers emerging on a basis of a collection of weak classifiers whose performance is 
slightly better than random guessing [7][8][9]. As the typical boosting schemes apply 
to discrete classification schemes, we revisit them and provide with necessary modifi-
cations and enhancements so that one could use them to continuous problems (as 
those addressed by linguistic models). We demonstrate that the results obtained by the 
boosted linguistic model outperform different design schemes for nonlinear system 
modeling of a pH process in a continuous stirred-tank reactor (CSTR) [10][11]. 

2   Boosting-Based Linguistic Models 

2.1   The Fundamental of Linguistic Models  

We briefly describe the underlying concept and architectural fundamentals of linguistic 
models as originally introduced by Pedrycz [5]. In contrast to the currently existing 
plethora of neurofuzzy models, which are in essence nonlinear numeric models, linguis-
tic modeling revolves around information granules – fuzzy sets constructed in input and 
output spaces. The emphasis is on the formation of these granules while the linkages 
between them are intuitively straightforward as being the result of the construction of 
the information granules themselves. The conditional (context-based) fuzzy clustering 
forms a backbone of the linguistic model. Before moving with the algorithmic details, 
let us concentrate on the generic architecture and relate it to the development of the 
linguistic models. Throughout this study, we are dealing with a finite collection of pairs 
of experimental data of the form {(x1, target1), (x2, target2),…,(xN, targetN)} where xk ∈  
Rn, target ∈  R. The input space X is then regarded as a subset of Rn.  

The point of departure of all our modeling pursuits is a finite collection of “p” fuzzy 
sets- linguistic contexts being defined in a certain output space Y. Those are some lin-
guistic landmarks that help organize our view at the multidimensional input data xk. For 
the given context Wi, we search for the structure in X that is implied (or induced) by this 
context. Such a structure can be easily revealed by a specialized fuzzy clustering called 
a context-based fuzzy clustering. It is also referred to as a conditional clustering as the 
structure revealed in X is conditioned by the given context (Wi).  Let us consider that for 
each context we complete clustering into “c” clusters. This in total, we arrive at c*p 
clusters. Fig. 1 presents an overall organization of the contexts and induced clusters. The 
first layer is formed by c*p clusters fully characterized by their prototypes. Each group 
of these clusters corresponds to the given context and when “activated” by the given 
input x, the levels of activation are summed up in the successive layer of the model (this 
results in z1, z2, …, and zp). Afterwards they are aggregated with the contexts (fuzzy 
sets) W1, W2, ..., Wp at the output layer of the model. 
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Fig. 1. The general architecture of the linguistic model with bias term regarded as a web of 
connections between linguistic landmarks 

In what follows, we briefly recall the essence of conditional clustering and elabo-
rate on the algorithmic facet of the optimization process. This clustering, which is a 
variant of the FCM, is realized for individual contexts, W1, W2,…, Wp. Consider a 
certain fixed context Wj described by some membership function (the choice of its 
membership will be discussed later on). Any data point in the output space is then 
associated with the corresponding membership value, Wj(targetk). Let us introduce a 
family of the partition matrices induced by the l-th context and denote it by U(Wl) 

∀<<∀=∈=
= =

c

1i

N

1k
ikk1ikik1 iNu0andkwu|]1,0[u)W(U  (1) 

where wlk denotes a membership value of the k-th datum to the l-th context. The optimi-
zation completed by the conditional FCM is realized iteratively by updating the partition 
matrix and the prototypes. The update of the partition matrix is completed as follows  

N,,2,1k,c,,2,1i,

vx

vx

w
u

c

1j

1m

2

jk

ik

k1
ik ==

−

−

=

=

−

 

(2) 

where ⋅  denotes a certain distance function. Note that uik pertains here to the parti-

tion matrix induced by the l-th context. The prototypes are calculated in the form 



 Modeling Nonlinear Systems 517 

 

=

==
N

1k

m
ik

N

1k
k

m
ik

i

u

xu

v  (3) 

where i =1,2,…,c. The fuzzification factor (coefficient) is denoted by ‘m”; its typical 
value is taken as 2.0.  

For the design of the linguistics model, we consider the contexts to be described by 
triangular membership functions being equally distributed in Y with the 1/2 overlap 
between two successive fuzzy sets. Alluding to the overall architecture, Figure 1, we 
denote those fuzzy sets by W1, W2, …, Wp.  Let us recall that each context generates a 
number of induced clusters whose activation levels are afterwards summed up as 
shown in Fig. 1. Denoting those by z1, z2, …, zp, the output of the model (network) is 
granular and more specifically a triangular fuzzy number Y that reads as  

nn2211 zWzWzWY ⊗⊕⊕⊗⊕⊗=  (4) 

We denote the algebraic operations by ⊕⊗ and to emphasize that the underlying 
computing operates on a collection of fuzzy numbers. As such, Y is fully character-
ized by three parameters that are a modal value and the lower and upper bounds. For 
the k-th datum, xk, we use the explicit notation Y(xk) = <yk-, yk, yk+> which helps 
emphasize the input-output relationship.  

So far the web of the connections between the contexts and their induced clusters 
was very much reflective of how the clustering has been completed. The emergence 
of the network structure suggests that we should be able to eliminate possible system-
atic error and this could be easily accomplished by augmenting the summation node at 

the output layer by a numeric bias term 0w as shown in Figure 1. The bias is com-

puted in a straightforward manner 

( )
=

−=
N

1k
kk0 yetargt

N

1
w  (5) 

where ky denotes a modal value of Y produced for given input kx . In essence, the 

bias term is a numeric singleton which could be written down as W0 =(w0, w0, w0)..
 

The resulting granular output Y reads in the form 

- modal value        
=

+
p

1t
0tt wwz  

2.2   Boosted Linguistic Models 

Boosting is regarded as a commonly used method that helps enhance the performance 
of weak classifiers [7][8][9]. Originally, boosting was developed and used in the do-
main of classification problems involving a number of discrete classes. When dealing 
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with continuous problems, it requires further refinement. In this study, we consider a 
typical variant of the boosting mechanism referred to as AdaBoost introduced by 
Freund [7] and revisit it to make it suitable for the linguistic models.  

We consider a collection of N input-output examples (training data),  
{ })etargt,(,),etargt,(,),etargt,( NNkk11 xxx  with the continuous output vari-

able. The linguistic model is treated here as a weak learner. Following the essence of 
the boosting mechanism, the algorithm repeatedly calls the weak learner going 
through a number of iterations, T,,2,1t = . At each iteration, it endows the data set 
with some discrete probability function, )k(D t k=1,2,..,N. Its role is to selectively 

focus on some data points which are “difficult” to capture and produce error when 
handled by the weak learner. Initially, we take D1(k) as a uniform probability function 
that is 

kallfor
N

1
)k(D1 =  (6) 

Obviously we have
=

=
N

1k t 1)k(D . This probability function becomes updated based 

upon the error of hypothesis produced for each data point. The main objective of the 
weak learner is to form a hypothesis which minimizes the training error. In our case, 
the error of hypothesis is computed in the form 

( )
=

−=ε
N

1k
ktt )etargt(Y1)k(D  (7) 

Note that the expression in the above sum indicates how much the output fuzzy set 
Y(targetk) departs from the corresponding numeric datum ketargt . In essence, we 

can regard y(xk) as the possibility measure of targetk computed with respect to Y 
being obtained for the input kxx = .  

In the sequel, we compute the following factor )1,0[t ∈   

( )
( )−−

−
=

ε−
ε

=β
)etargt(Y1)k(D1

)etargt(Y1)k(D

1
kt

kt

t

t
t  (8) 

Based on its values, we adjust the probability function to assume the values 

( ) θ<−β
×=+ otherwise1

)etargt(Y1if

Z

)k(D
)k(D kt

t

t
1t  (9) 

where tZ  provides the required normalization effect. The parameter ( 10 ≤< ) 

plays a role of the threshold reflecting a way in which the distribution function be-
comes affected. Once boosting has been completed, the final hypothesis issued for the 
training data kx  is taken as a linear combination of the granular outputs of the hy-

potheses produced in consecutive iterations  
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where 
=

αα=α
T

1t ttt ; here t = ( )t/1log . Fig. 2 visualizes the aggregation; here 

tL and ,T,,2,1t,Y
~

t = denote the weak classifier (linguistic model) and their output, 

respectively. The node labeled as N stands for the normalization effect.  
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Fig. 2. The final hypothesis realized through a linear combination of the linguistic models 

Our objective is to gain a better insight into the performance of the linguistic mod-
els, quantify the efficiency of the design process and analyze an impact of the selected 
design parameters. The performance of the developed models is quantified using the 
standard RMSE (Root Mean Squared Error) defined in the usual format 

( )
=

−=
N

1k

2
kk )x(y~etargt

N

1
RMSE  (11) 

where ( )kxy~  is the modal value of the fuzzy number produced by the final hypothesis 

(boosted linguistic model). 

3   Experimental Results 

We use the well-known benchmark problem with nonlinear dynamics for pH (the 
concentration index of hydrogen ions) neutralization process in a continuous stirred-
tank reactor (CSTR). The input variables are pH(k) and FNaOH(k) in the steady-state 
process. The output variable to be predicted is pH(k+1). The experimental data set 
was produced by randomly generating FNaOH(k) in the range of 513-525 l/min. For 
further details of this dynamic model for a pH in a CSTR, see [10][11]. The dataset 
includes 2500 input-output pairs. The random split into the training and testing part  
is the one of 60%-40%. The experiment was repeated 10 times (10 fold cross-
validation).  The  context-based  FCM  was  set up in a standard way: the fuzzification  
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Fig. 3. Changes in the RMSE values in successive iterations of the boosting for training data 

 
Fig. 4. Comparison of actual output and model output (boosted linguistic models) for test data 
(p=6,c=4) 

factor was equal to 2 while the distance was the Euclidean. Each of the input variables 
are normalized to within the unit interval [0,1]. The values of the essential parameters 
of the boosting procedure were set up by trial-and-error; the number of iterations was 
equal to 15. If is close to 0, the resulting distribution function affects a limited  
number  of data. On the other hand, if we admit values of  close to 1, almost all data  
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Fig. 5. Uncertain output represented by upper and lower bound (p=6,c=4) 

 
Fig. 6. The changes of the probability function in selected iterations (p=6,c=4) for some train-
ing data 

become affected. In essence, we can regard this threshold to be a parameter of the 
boosting mechanism and as such it could be subject to some optimization. The com-
pleted experiments reveal that an optimal value of the threshold is in the vicinity of 
0.5. The RMSE on the training set gradually reduces in successive iterations as shown 
in Fig. 3. We obtained the best performance in case of p=6 and c=4 as the number of 
“p” and ”c” increase from 2 to 6. Fig. 4 shows the comparison of actual output and 
model output obtained by the proposed method for test data (one among 10 runs). The 
uncertain output represented by the upper and lower bound is visualized in Fig. 5. In 
essence, the boosting effect translates into a way different data points are treated in 
the learning process. 
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Table 1. Comparison of RMSE 

 p, c 
RMSE 

(Training data) 
RMSE 

(Test data) 

linear ARX model . 0.547 0.532 

Linguistic model p=6,c=4 0.195 ± 0.005 0.311 ± 0.008 

Linguistic model with bias 
term 

p=6,c=4 0.194 ± 0.005 0.302 ± 0.007 

Proposed model  
(with boosting) 

p=6,c=4 0.151 ± 0.003 0.157 ± 0.004 

As illustrated in Figure 6, over consecutive iterations (t) this distribution changes 
quite significantly; finally we clearly witness several patterns that deserve more atten-
tion (those are the elements with higher values of Dt(k)). 

The comparative analysis covered in Table 1, shows that the boosted linguistic 
model yields better performance in compared with linear ARX model and conven-
tional linguistic model. 

4   Conclusions 

We have developed an augmented design methodology of linguistic models based on 
the boosting mechanisms. The linguistic models treated as weak learner showed a 
consistently better performance over the original design strategy. The architectural 
augmentation of the model by its bias term has also improved its performance. Ex-
perimental results clearly demonstrated the improved performance of the linguistic 
model constructed through boosting over some other models such as linear ARX 
model and conventional linguistic model.  
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Abstract. To enhance resolution and reduce artifacts in imaging from incomplete 
projections, a novel imaging model and algorithm to imaging from incomplete 
projections—multi-criterion fuzzy optimization approach is presented. This 
model combines fuzzy theory and multi-criterion optimization approach. The 
membership function is used to substitute objective function and the minimum 
operator is taken as fuzzy operator. And a novel resolution method was proposed. 
The result reconstructed from computer-generated noisy projection data is 
shown. Comparison of the reconstructed images indicates that this algorithm 
gives better results both in resolution and smoothness over analytic imaging 
algorithm and conventional iterative imaging algorithm. 

1  Introduction 

Imaging methods mainly have two categories: analytic algorithm, e.g. Convolution 
Back Projections (CBP) algorithm etc. and iterative algorithm, e.g. Algebraic 
Reconstruction Techniques (ART) algorithm. 

To imaging from sufficient and exact projections, analytic method is an efficient 
reconstruction algorithm. To incomplete or/and uneven distributed projections within 

2 that are necessary conditions for reconstructing certainly precise image by 
analytic algorithm, however, iterative algorithm is preferred. Single objective 
optimization imaging is one kind of iterative algorithms. Owing to certain limitation in 
the single objective optimization, there is a growing trend towards introducing 
multi-criterion optimization to imaging from incomplete projections. 

The starting point of multi-criterion optimization to imaging is that one thinks about 
many function characters and get their optimum simultaneously as possible so as to 
ensures various character of reconstructed image to be ‘best’ [2]. Because multiple 
objectives are often incommensurable and conflict with each other, the conventional 
optimality concept of single criterion optimization is replaced by Pareto optimality or 
efficiency. Therefore, the key of multi-criterion optimization to imaging is how to 
derive a compromise or satisfactory solution of a decision maker (DM), from a Pareto 
optimal or an efficient solution set, as final solution. 

Along with fuzzy set theory is widely used in various filed, multi-criterion fuzzy 
optimization (MCFO) has been one wondrously active research region all over the 
world. We reconstruct image by the aid of the theory and get anticipatory result. The 



Multi-criterion Fuzzy Optimization Approach to Imaging from Incomplete Projections 525 

 

idea of algorithm is that one depicts objective functions with membership functions, 
then evaluates whole satisfactory degree of every objections corresponding to their 
optimality respectively by fuzzy operator, and thereby constructs mathematic model, at 
last presents the solving approach. Results and conclusion are shown separately in the 
end. 

2  Multi-criterion Optimization to Imaging  

Let ( )T
n21 ,x,,xx=x  denote n  dimensions reconstructed image vector, 

( )T
m21 y,,y,y=y  is projections vector and ( )

nmija
×

=A  be projections matrix. 

We introduce noise vector ( )T,,, m21 eee=e  for projection model. Assume that 

ie  is represented independently of ( )2
i,0 σ  Gaussian distribution. 

Aiming at imaging problem from incomplete projections, reconstructed image is 
expected to be satisfied with,  Least error between real projections and re-projections 
through reconstructed image;  Higher whole smoothness in image;  Higher local 
smoothness in image. Whereas there is measurement error during real projection, it 
works as the constraint to be introduced to the reconstruction model and determines the 
set of feasible images vector x . 

Therefore, the model of vector mathematic programming to imaging is drawn, 
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The common resolution to the problem is utility function method [3]. 

3   Multi-criterion Fuzzy Optimization to Imaging 

Due to  plenty of stochastic and unsure fuzzy information exist during imaging.  It 
is difficult to equipoise various objective, which sometimes are mutually conflictive 
and non-commensurable.  For handling and tackling such kinds of vagueness in 
imaging, it is not hard to imagine that the conventional multi-criterion optimization 
approaches can not be applied. Further more,  multi-criterion fuzzy optimization 
simplifies solving process than conventional trade-off method. This paper presents 
multi-criterion optimization algorithm under fuzzy rule for imaging from incomplete 
projections. 

There are four essential problems of using multi-criterion fuzzy optimization 
algorithm to imaging: First, proper membership function is selected to depict fuzzy 
goal. Second, one or some arithmetic operators are adopted to integrate various 
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objectives, and define a measure of whole estimate in satisfactory degree. Third, 
mathematical model of MCFO should be established. Fourth, specific algorithm will be 
deduced. 

In this paper, fuzzy goal is depicted by linear membership function. 
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∈
=  under the given constraints. 

And minimum operator [4] is selected as fuzzy operator. 
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Zimmermann algorithm [4] is selected as mathematical model. The final aim of this 
algorithm is to solve the max satisfactory degree λ  in objective set and efficient 

solution *x  of original problem. Its mathematical model is expressed as, 
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We proposed a new method—iterative min-max algorithm to resolve above 
problem. A summary of the MCFO method to imaging from incomplete projections is 
as follows. 

 Choose an initial image vector 0x  that can be initialized by convolution back 
projection (CBP) for fan-scan projections. And choose a termination error scalar 

10 <<< ε , a max grade of membership 0,0 ' == λλ . Let iteration number 

0=k ;  ( )( ) ( )( ) ( )( )xxx 332211 fμ,fμ,fμ  corresponding to kx  are three various 

grade of membership. One minimum from them is selected as λ ;  Membership 

function relating to λ  and constraint condition are combined as a new optimization 
problem under constraint condition. It can be solved by iterating based on Huhn-Tucker 

condition, and the solution 1+kx ;  ( )( ) ( )( ) ( )( )xxx 332211 fμ,fμ,fμ  corresponding 

to 1+kx  are three various grade of membership. Let 

( )( ) ( )( ) ( )( ){ }xxx 332211
' fμ,fμ,fμmin=λ ;  If λλ <' , let kxx =* , output 
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*x  and stop. Else go to ;  If ελλ <−' , let 1* += kxx , output *x  and stop. 

Else go to ;  Let 'λλ = 1+= kk , go to . 

4   Results and Conclusion 

The application of the MCFO to imaging from incomplete projections was tested in 
following imaging situations: computer-generated noisy projections of self-defined 
Sheep-Logan head model 

For comparison, the image from the same projections reconstructed by Convolution 
Back Projection (CBP), General Algebraic Reconstruction Techniques (ART), 
Multi-criterion Optimization (MCO) [15] and Multi-criterion Fuzzy Optimization 
(MCFO) are shown in Fig. 1. (a)~(d) respectively. 
 

 

Fig. 1. Reconstructed Image (a) CBP method (b) ART method (c) MCO method (d) MCFO 
method 

Above results showed that the advance of MCFO algorithm compared to other 
image reconstruction method in error, smoothness and gray resolution, given the same 
noise and incomplete projections. 
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Abstract. This paper introduces a novel transductive knowledge based fuzzy 
inference system (TKBFIS) and its application for creating personalized 
models. In transductive systems a local model is developed for every new input 
vector, based on some closest data to this vector from the training data set. A 
higher-order TSK type fuzzy inference engine is applied in TKBFIS. Some 
existing formulas or equations, which are used to represent the knowledge and 
usually have a non-linear form, are taken as consequent parts of the fuzzy rules. 
The TKBFIS uses a gradient descent algorithm for its training. In this paper, the 
TKBFIS is illustrated with a case study of personalized modeling for renal 
function estimation of patients and the result is compared with other 
transductive or inductive methods. 

1   Introduction  

1.1   Transductive Versus Inductive Modeling 

Most learning models and systems in artificial intelligence developed and 
implemented so far are based on inductive methods, where a model (a function) is 
derived from data representing the problem space and this model is further applied on 
new data [5, 10]. The model is usually created without taking into account any 
information about a particular new data vector (test data). An error is measured to 
estimate how well the new data fits into the model. The inductive learning and 
inference approach is useful when a global model (“the big picture”) of the problem is 
needed even in its very approximate form. In contrast to inductive learning and 
inference methods, transductive inference methods estimate the value of a potential 
model (function) only in a single point of the space (the new data vector) utilizing 
additional information related to this point [9]. This approach seems to be more 
appropriate for clinical and medical applications of learning systems, where the focus 
is not on the model, but on the individual patient. Each individual data vector (e.g.: a 
patient in the medical area; a future time moment for predicting a time series; or a 
target day for predicting a stock index) may need an individual, local model that best 
fits the new data, rather than a global model, in which the new data is matched 
without taking into account any specific information about this data. 
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Fig. 1 

Fig. 1. A block diagram of a transductive reasoning system An individual model Mi is 
trained for every new input vector xi with data use of samples Di selected from a data 
set D, and data samples D0,i generated from an existing model (formula) M (if such a 
model is existing).  Data samples in both Di and D0,i are similar to the new vector xi 
according to defined similarity criteria. 

 
 – a new data vector;    – a sample from D;     – a sample from M 

Fig. 2 

Fig. 2. In the centre of a transductive reasoning system is the new data vector (here 
illustrated with two of them – x1 and x2), surrounded by a fixed number of nearest data 
samples selected from the training data D and generated from an existing model M 

Transductive inference is concerned with the estimation of a function in single 
point of the space only [9]. For every new input vector xi that needs to be processed 
for a prognostic task, the Ni nearest neighbours, which form a sub-data set Di, are 



530 Q. Song, T. Ma, and N. Kasabov 

 

derived from an existing data set D. If necessary, some similar vectors to vector xi and 
their outputs can also be generated from an existing model M. A new model Mi is 
dynamically created from these samples to approximate the function in the point xi - 
Fig 1 and Fig 2. The system is then used to calculate the output value yi for this input 
vector xi. 

1.2   Knowledge Based Higher-Order TSK Fuzzy Inference Systems 

The TSK fuzzy inference system was proposed by Takagi and Sugeno in 1985 [8]. 
Since then, a lot of concerned research and applications have been developed.  The 
TSK fuzzy model is now established as one of the most powerful fuzzy models and 
has been widely and successfully used in different research areas such as: adaptive 
control; classification; prediction and system identification.  

A typical TSK fuzzy model consists of If-Then rules that have the following form: 

Rl:  if x1 is F11 and x2 is F12 and … and xP is F1P,  

then y is g1(x1, x2, …, xP) (1) 

where “xj is Flj”, l = 1, 2, … m; j = 1, 2, … P, are m × P fuzzy propositions that form 
m antecedents for m fuzzy rules respectively; xj, j = 1, 2, …, P, are antecedent 
variables defined over universes of discourse Xj, j = 1, 2, …, P, and Flj, l = 1, 2, … m; 
j = 1, 2, …, P are fuzzy sets defined by their fuzzy membership functions μFlj: Xj → 
[0, 1], l = 1, 2, … m; j = 1, 2, …, P. In the consequent parts of the fuzzy rules, y is the 
consequent variable, and functions gl, l = 1, 2, … m, are employed. 

If gl(x1, x2, …, xq) = Cl, l = 1, 2, … m, and Cl are constants, we call this inference a 
zero-order TSK fuzzy inference system. The system is called a first-order TSK fuzzy 
inference system if gl(x1, x2, …, xq), l = 1, 2, … m, are linear functions. If these 
functions are non-linear functions, it is called a higher-order TSK inference system [6].  

For an input vector xi = [x1
i x2

i … xP
i], the result of the inference, yi, or the output 

of the system, is the weighted average of each rule’s output value indicated as 
follows: 
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Because a fuzzy inference system can be considered as an effective aggregator of 
interconnected subsystems, described with simple models, the first-order TSK models 
are mostly used so far. In some cases, however, certain kinds of non-linear functions 
would be more appropriate and more effective to use in a TSK system. In our 
research, we attempt to find an existing function as the consequent part of a fuzzy 
rule. Such a function usually has a non-linear form and it represents the knowledge in 
the certain area.  
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The paper is organized as follows: Section 2 presents the structure and the 
algorithm of TKBFIS models. Section 3 illustrates the approach with a case study 
example. Conclusions are drawn in Section 4. 

2   The Learning Procedure for TKBFIS 

The TKBFIS is a dynamic neural-fuzzy inference system with a local generalization. 
Here, the local generalization means that in a sub-space (local area) of the whole 
problem space a model is crated and it performs generalization in this local area. In 
TKBFIS models, Gaussian fuzzy membership functions are applied in each fuzzy rule 
as the antecedent parts. A gradient descent (BP) learning algorithm is used for 
optimizing the parameters of the fuzzy rules [4, 7].  

Suppose there are existing formulas or equations Gh, h = 1, 2, ..., Q, that globally 
represent the knowledge in a certain area. For each new data vector xq, an individual 
model is created with the application of the following steps: 

1. Search in the training data set in the input space to find Nq training samples that 
are closest to xq. The value of Nq can be pre-defined based on experience, or - 
optimized through the application of an optimization procedure. Here we assume 
the former approach. 

2. All of Q formulas are modified with the gradient descent method on selected Nq 
training samples (Eq.5 and Eq.6) and the best one (with the minimum RMSE – 
root mean square error) is selected as the consequence for each fuzzy rule. 

3. Calculate the distances di, i = 1, 2, …, Nq,  between each of these data samples and 
xq. Calculate the vector weights vi = [max(d) – (di – min(d))]/max(d), i = 1, 2, …, 
Nq,  max(d) and min(d) are the minimum value and maximum value respectively 
in the distance vector d = [d1, d2, … , dNq].  

4. Use a clustering algorithm – ECM [2, 6] to cluster and partition the input sub-
space that consists of Nq selected training samples.  

5. Create fuzzy rules to form a local model Mq and set their initial parameter values 
according to the ECM clustering procedure result and the selected modified 
function. For each cluster, the cluster centre is taken as the centre of the fuzzy 
membership function (Gaussian function) and the cluster radius is taken as the 
width.  

6. Apply the gradient descent method (back-propagation) to optimize the parameters 
of the fuzzy rules in the local model Mq following Eq. (6 – 13). 

7. Calculate the output value fq for the input vector xq with the local model Mq. 
8. End of the procedure.  

The parameter optimization procedure is described below: 

Consider the system having P inputs, one output and M fuzzy rules defined initially 

through the ECM clustering procedure, the l-th rule has the form of: 

Rl : If x1 is Fl1 and x2 is Fl2 and … xP is FlP, then y is Gl .  (3) 

Here, Flj are fuzzy sets defined by the following Gaussian type membership 
function: 
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and Gl are crisp functions selected from Q existing formulas and each of them has 
parameters bpf, 

The TKBFIS is given the selected training input-output data pairs [xi, ti], i = 1, 2, 
…, Nq, the function modifying procedure minimizes the following objective function 
for each existing formulas on the selected training data: 
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The gradient descent algorithm is used to obtain the recursions for updating the 
parameters b such that Eq of Eq.5 is minimized: 
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Using a Modified Centre Average Defuzzification procedure the output value of 
the system can be calculated for an input vector xi = [x1, x2, …, xP] as  follows: 
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For a training input-output data pair [xi, ti], the system minimizes the following 
objective function (a weighted error function): 
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(vi are defined in Step 3) 
The gradient descent algorithm (BP) is used then to obtain the recursions for the 

optimization of the parameters b, α,  m  and σ such that the value of E from Eq. (8) is 
minimized:  
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where: gb , b , αη , mη , and ση  are learning rates for updating the parameters b, 
α, m and σ  respectively.  

In the TKBFIS training–simulating algorithm, the following indexes are used: 

• Training data :     i = 1, 2, …, N; 
• Selected training data set:   i = 1, 2, …, Nq 
• Input variables:    j = 1, 2, …, P; 
• Fuzzy rules:     l = 1, 2, …, M; 
• Number of existing formulas   h = 1, 2, ..., Q; 
• Number of parameters in Gl   pf = 1, 2, ..., Lpf; 
• Learning iterations:    k = 1, 2, … 

3   TKBFIS for Personalized Modeling: A Real World Case Study 
on Renal Function Evaluation 

A real data set from a medical institution is used here for experimental analysis. The 
data set has 441 samples, collected at hospitals in New Zealand and Australia. Each of 
the records includes eight variables (inputs): age, gender, serum creatinine, serum 
albumin, race, blood urea nitrogen concentrations, weight and height, and one output - 
the glomerular filtration rate value (GFR). One formula is selected as the consequent 
part for each fuzzy rule in a personalized model from nine existing formulas – 
Jelliffe(1971), Mawer, Jelliffe(1973), Cockcroft-Gault, Hull, Bjorasson, Gates, 
Walser and MDRD [3]. These nine formulas have been developed in renal research 
area during the last thirty years.  

Using the proposed model, we have obtained a more accurate result than with the 
use of the existing formulas, or the use of some other connectionist models. For 
comparison, the results produced by using the formulas: Gates, Jelliffe73, MDRD and 
Walser equations; standard NN models, such as MLP and RBF neural networks [3, 5]; 
the adaptive neural fuzzy inference system (ANFIS) [1]; and the dynamic evolving 
neural fuzzy inference system (DENFIS) [2], along with the results produced by the 
proposed TKBFIS model, are listed in Table 1. The results include the number of 
fuzzy rules (for TKBFIS, ANFIS and DENFIS), or neurons in the hidden layer (for 
RBF and MLP), the testing RMSE (root mean square error), and the testing MAE 
(mean absolute error). All experimental results of learning systems reported here are 
based on leave-one-out cross validation experiments.  
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Table 1. Experimental results on GFR data 

Model Neurons or rules RMSE MAE 

Gates – 7.48 5.63 

Jelliffe73 – 7.83 5.87 

MDRD – 7.74 5.88 

Walser – 7.38 5.6 

MLP 12 8.44 5.75 

ANFIS 36 7.49 5.48 

DENFIS 27 7.29 5.29 

RBF 32 7.22 5.41 

Proposed TKBFIS 6.4 (average) 7.02 5.08 

4   Conclusions 

This paper presents a transductive knowledge based fuzzy inference system – 
TKBFIS. The TKBFIS performs a better local generalisation over new data as  
it develops an individual model for each data vector that takes into account the  
new input vector location in the space, and it is an adaptive model, in the sense  
that input-output pairs of data can be added to the data set continuously and 
immediately made available for transductive inference of local models.  This type 
of modeling is promising for medical decision support systems. As the TKBFIS 
creates a unique sub-model for each data sample, it usually needs more performing 
time than an inductive model, especially in the case of training and simulating on 
large data sets.  

Further directions for research include: (1) TKBFIS system parameter optimization 
such as optimal number of nearest neighbours; (2) applications of the TKBFIS method 
for other decision support systems, such as: cardio-vascular risk prognosis; biological 
processes modeling and prediction based on gene expression micro-array data.   
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Abstract. Mining frequent item sets (frequent patterns) in transaction databases 
is a well known problem in data mining research.  This work proposes a sam-
pling-based method to find frequent patterns.  The proposed method contains 
three phases. In the first phase, we draw a small sample of data to estimate the 
set of frequent patterns, denoted as FS.  The second phase computes the actual 
supports of the patterns in FS as well as identifies a subset of patterns in FS that 
need to be further examined in the next phase.  Finally, the third phase explores 
this set and finds all missing frequent patterns.  The empirical results show that 
our algorithm is efficient, about two or three times faster than the well-known 
FP-growth algorithm. 

1   Introduction 

There have been many algorithms developed for fast mining of frequent patterns, 
which can be classified into two categories.  The first category, candidate generation-
and-test approach, such as Apriori [1] as well as many subsequent studies, is directly 
based on an anti-monotone property: if a pattern with k items is not frequent, any of 
its super-patterns with (k+1) or more items can never be frequent. The most famous 
algorithm in this category is the Apriori algorithm, which generates a set of candidate 
patterns of length (k+1) from the set of frequent patterns of length k and then checks 
their corresponding occurrence frequencies in the database. Since the algorithm needs 
multiple passes to generate frequent patterns and each pass requires one full scan of 
database, its efficiency is not satisfactory when the database contains long patterns or 
when the number of candidate patterns is huge. Therefore, a number of researches 
have been proposed to improve its performance by reducing the number of candidate 
patterns [2], reducing the number of transactions to be scanned [1, 2] or the number of 
database scans [3, 4]. 

Recently, another category, compress-and-projection approach, such as the FP-
growth algorithm [5], has been proposed.  The idea of this approach is, firstly, to build 
up a compressed data structure to hold the entire database in memory.  Then, the 
database is recursively partitioned into multiple sub-databases according to the fre-
quent patterns found so far and it would search for local frequent patterns to assemble 
longer global ones.  The most famous algorithm in this category is the FP-growth 
algorithm, which use the FP-tree data structure to store the compressed database.  
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Other algorithms in this category include the Pattern Repository algorithm [6], the 
Opportunistic Projection algorithm [7], the H-Mine algorithm [8], the DepthProject 
algorithm [9] and the MAFIA algorithm [10]. 

Interestingly but not surprisingly, the weakness of the one approach is the strength 
of the other approach. The major weakness of the candidate generation-and-test ap-
proach is its low efficiency.  Two reasons result in this problem: (1) It usually gener-
ates a huge set of candidate patterns; (2) it may scan the database many times, espe-
cially when the database contains long patterns or dense patterns.  In this regard, the 
compress-and-projection approach performs better because by compressing the entire 
database into a compressed structure in memory it eliminates the needs to access the 
database multiple times and by using recursive partition and projection to generate 
frequent patterns it eliminates the needs to generate the sets of candidate patterns.  
Therefore, the algorithms in the second category are usually much faster than those in 
the first category. However, the second approach has its own problems. The difficulty 
is that they may not fit in the memory when the database is huge.  Besides, during the 
process of partition and projection, multiple copies of the database may be generated 
and kept in the main memory.  This makes the algorithms not scalable in large data-
bases. In this regard, the algorithms in the first category are exempted, because they 
don’t store the compressed database in the main memory. 

The comparisons above show a requirement to design an algorithm that has the ad-
vantages of both approaches but without their disadvantages. Thus, if the new  
algorithm is designed based on the first approach, it should meet the following re-
quirements. 

1. It needs only few database scans. 
2. The set of candidate patterns should be small. 
3. The performance should not be inferior to those in the second category. 
4. Te entire database should not be kept in the main memory. 

The goal of this paper is to propose an algorithm that meets all the above require-
ments. Basically, our algorithm adopts the framework proposed by Toivonen [11].  
This framework consists of three phases.  First, it mines a sample S of the database 
with a lower support threshold than the minimum support to find the frequent patterns 
local to S (denoted LS). Then, the second phase scans the whole database once to 
compute the actual supports of each pattern in LS.  Here, we design a method to de-
termine whether all frequent patterns appear in LS.  If they are, then one scan of data-
base is sufficed. Otherwise, the third phase uses a second scan to find the frequent 
patterns that were missing in the second phase.  In the original paper of Toivonen, he 
only gave a rough framework without specifying the implementation details.  

Although our algorithm has the same framework as Toivonen’s algorithm, we use 
a new advanced data structure to implement the framework. The data structure used in 
the algorithm is the all-subset tree, where each node corresponds to an itemset. This 
structure is similar to the lexicographical tree used in the TreeProjection algorithm 
[12] or the set-enumeration tree used in Max-Miner [13].  By combining sampling 
technique with the all-subset tree, a novel algorithm that satisfies all the above-
mentioned requirements is developed. The major characteristics of this algorithm 
include: (1) Apart from drawing a sample, the algorithm needs at most two scans of 
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the database; (2) The number of nodes in the all-subset tree is the same as the size of 
LS, and this size is much smaller than the size of the set of candidate patterns in the 
traditional Apriori-like algorithms; (3) Empirical results show that our algorithm can 
run about two or three times faster than the FP-growth algorithm, and; lastly, (4) The 
algorithm does not need to keep the database in the main memory.  

The rest of the paper is organized as follows. In Section 2, we describe the problem 
definitions and propose the algorithm.  Section 3 runs several simulations to evaluate 
its performance.  Finally, Section 4 is the conclusion.  

2   Problem Definitions and the Algorithm 

Let I={i1, i2, …, im} denote all items in database D.  Each transaction T =<e1,e2,…,en> 
is a set of items, where ei∈I for all i and ei is distinct from ej for i≠j. Let X be a pat-
tern. Then T contains X (T⊃X) if every item p in X also appears in T. In database D, 
the percentage of transactions in database containing X is called the support of X, 
denoted by support(X).  A pattern X is frequent if it satisfies support(X)≥minsup, 
where minsup is specified by the user.  Otherwise it is infrequent. We call the number 
of items in a pattern its size, and call a pattern of size k as a k-pattern.  Items within a 
pattern are kept in lexicographic order. Besides, we use Lk to denote the set of all 
frequent k-patterns and Ck to denote the set of candidate k-patterns. 

Since our algorithm is based on the all-subset tree, we will introduce the tree first.  
Basically, the tree stores a set of patterns, where each node corresponds to an item set. 
For example, if the actual frequent patterns for the database include {A}, {B}, {C}, 
{A, B}, {A, C}, {B, C}, {A, B, C}, {D}, {E}, {A, D}, {A, E}, {D, E}, {A, D, E}, 
then Fig. 1 shows the corresponding all-subset tree. The tree is named as the all-
subset tree because all subsets of a longer pattern must exist in the tree. Note that a 
count field is associated with each node to record the support of the corresponding 
pattern. Besides, a hash structure similar to the one used in the hash tree of the Apriori 
algorithm [1] is attached with each node to accelerate the speed of searching. 

 
Root

A B C D E 

B C D E C E 

C E 

 

Fig. 1. The all-subset tree constructed from the actual large itemsets 

The algorithm contains three phases.  In the first phase, we randomly draw a small 
sample S of transactions from database, from which an approximation set LS of fre-
quent patterns is obtained.  Then, we construct an all-subset tree T1 from LS.  Here,  
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two problems arise immediately about T1.  First, the actual supports of the patterns in 
T1 are still unknown.  Second, some frequent patterns in L may not appear in tree T1.  

For ease of reference, let us call the children of the nodes in T1 but not in T1 as 
terminals. To solve the first problem, we need a full scan of the database.  After the 
scan, the supports of all nodes in T1 are determined.  To solve the second problem, we 
must check if there exist any terminals of the nodes in T1 that are frequent. If all the 
terminals are infrequent, then all frequent patterns must have already been in T1. On 
the contrary, if some terminals are frequent, then we must further explore these fre-
quent terminals to find if there are any other frequent descendants spawning from 
them. Due to the consideration above, the second phase of our algorithm extends the 
tree with terminal nodes.  That is, each node will have two kinds of children: those 
belonging to T1 and those not, called terminal nodes. Let us name this extended tree 
as T2. Then the second phase will scan the entire database one time. In processing 
each transaction, tree T2 is traversed and the support counts of the visited nodes, in-
cluding terminal nodes and the nodes originally in T1, are computed.  When the tra-
versal is over, the supports of all the nodes are known, and we can find which termi-
nal nodes are frequent. If all terminal nodes are not frequent, we are done.  Otherwise, 
we must scan the database one more time to determine if there are any frequent pat-
terns in the descendants of terminal nodes. That is what the third phase of our algo-
rithm does.  The following introduces these three phases in order. 

2.1   The First Phase: Building T1 by Sampling 

We draw x transactions from database in this phase, where x is a parameter specified 
by users. Furthermore, to ensure that the frequent patterns contained in FS can be as 
complete as possible, we lower the minimum support threshold by dividing minsup 
with a parameter α, where α≥1. After drawing the sample, we use the FP-growth 
algorithm to find FS, because this algorithm is famous for its efficiency.   

Example 1. Let us consider the database shown in Fig. 2. Suppose we have x=5, 
minsup=50% and α=1.5. Assume that we draw the first five transactions in the data-
base.  By running the FP-growth algorithm with the minimum support threshold 1.67, 
we find the set LS as {{A}, {B}, {C}, {D}, {A, B}, {A, C}, {A, D}, {B, C}, {B, D}, 
{C, D}, {A, B, C}, {A, B, D}, {A, C, D}, {B, C, D}, {A, B, C, D}}. From LS, we 
construct the all-subset tree T1 as shown in Fig. 3. 

TID Items TID Items 

001 A, B, C, D 006 A, D, E, F 

002 A, B, C 007 A, B, C, D, E 

003 A, D, E, G 008 A, D, E, F, G 

004 A, B, C, D 009 A, B, C, F 

005 C, F 010 A, D, E, G 
 

Fig. 2. The database 
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Fig. 3. T1 constructed from LS             Fig. 4. Extend tree T1 with terminal nodes 

2.2   The Second Phase: Building T2 and the First Scan of Database 

As mentioned before, the most difficult problem is that some frequent patterns may be 
missing in T1. To remedy, we need to check if any children of the nodes in T1 are 
frequent. If there are some frequent children, then these children need to be further 
explored. On the other hand, if all children are infrequent, then all frequent patterns 
have already been included in T1.  

Due to the reason above, we need to know not only the supports of the nodes in T1, 
but also the supports of terminal nodes, where the terminal nodes are the children of 
the nodes in T1 but are not in T1.  Therefore, we extend the original tree T1 so that 
each node in T1 is expanded with a set of terminal nodes, which can be used to store 
the supports of these children.  Let us use T1 in Fig.3 as an example. Since there are 7 
items in the database, i.e., A, B, C, D, E, F and G, the extended tree will look like the 
one shown in Fig. 4, where we only show the terminal nodes for the root node, node 
{D} and node {C, D}.  

Here, we use a method to speed up the performance. Let us observe the root node 
in Fig. 4, where we have three pointers pointing to the three terminal nodes and each 
terminal node needs a count field to store its support value. A smart reader may im-
mediately find that these terminal nodes are not necessary, because we can use the 
space for storing pointers in the root to store their support values. Thus, we add a 
Boolean variable preceding each field to tell if this is a pointer pointing to an actual 
node in T1 or the count field of a virtual terminal node. By virtualizing tree T1 this 
way, we obtain a new tree T2. 

The virtualization benefits the performance, because it makes the tree size very 
small.  Suppose ⏐LS⏐ denote the number of frequent patterns in LS. Then the number 
of the nodes in T2 will be also ⏐LS⏐, because we did not actually generate any termi-
nal nodes.  Later, when we need to traverse the tree T2 for every transaction, the small 
tree will make the traversal very efficient. 

Having constructed tree T2, we need a full scan of the database to determine the 
supports of all the nodes as well as those of all virtual terminal nodes in T2.  Once it is 
finished, we can output all the frequent patterns in T2 by depth first search. During the 
traversal, if we find some virtual terminal nodes that are frequent, then we must store 
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them into set LT for further processing in the third phase. Finally, if LT is empty, then 
the algorithm stops.  Otherwise, we go to the next phase. 

Example 2. Suppose that we use the database in Fig. 2 to traverse the tree shown in 
Fig. 4. Then, after scanned, the support counts of all nodes will be obtained. By using 
the depth first search to traverse the tree, we output the frequent patterns including 
{{A}, {B}, {C}, {A, B}, {A, C}, {B, C}, {A, B, C}, {D}, {E}, {A, D}, {A, E}, {D, 
E}, {A, D, E}}.  Meanwhile, since there are some frequent terminal nodes, we keep 
them in LT={{E}, {D, E}, {A, E}, {A, D, E}} and go to the third phase. 

2.3   The Third Phase: Building T3 and the Second Scan of Database 

We perform this phase only when LT is not empty.  In this situation, we need to fur-
ther explore these frequent terminal nodes to see if they have any frequent descen-
dants. To do so, we first construct an all-subset tree from the patterns in LT. After 
that, we insert every transaction into the tree. Note that, if a transaction does not con-
tain any patterns in LT, then this transaction will insert nothing into the tree.  But if 
there are some patterns in LT that are contained in the transaction, then the nodes 
corresponding to these patterns will grow descendant nodes. 

For ease of presentation, all the nodes are classified into three different classes: 
non-leaf nodes, terminal nodes and newborn nodes.  The terminal nodes correspond to 
the patterns in LT, the non-leaf nodes are the nodes in the paths from the root to the 
terminal nodes, and newborn nodes are the descendant nodes spawning from terminal 
nodes. The following steps show how to insert a transaction into the tree. 

Subroutine Traverse(u, T, i ) 

Parameters:  u: the node in the tree where we are currently located 

T: the transaction that we are processing 

i: the last position in the transaction that has been matched  

if u is a newborn node then add 1 into the counter of node u; 

if u is a terminal node or a newborn node then 

  for( j = i+1; j ≤ length(T); j++ ) 

     if there is a child v of u satisfying item(v ) = item(T( j ))  

     then Traverse (v, T, j) 

    else create a newborn child v of u with item label item(T( j )) 

        Traverse (v, T, j) 

else 

  for( j = i+1; j ≤ length(T); j++ ) 

     if there is a child v of u satisfying item(v ) = item(T( j ))  

     then Traverse (v, T, j); 

return  
Example 3.  Since Example 2 has LT={{E}, {D, E}, {A, E}, {A, D, E}}, we perform 
the third phase.  The first step uses the patterns in LT to construct the all-subset tree  
in Fig. 5.  After that, we need to insert every transaction in Fig. 2 into the tree. During 
the insertion process, only transactions 003, 006 and 008 can insert the tree  
successfully.  The other transactions will fail because they cannot match the patterns 
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in LT. Fig. 6 shows the resulting tree, where round, rectangle and round-cornered 
rectangle nodes denote non-leaf, terminal and newborn nodes, respectively.  In addi-
tion, the number beside each newborn node is its support count.   
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Fig. 5. Building tree from LT                              Fig. 6. After insertion 

The constructed tree like Fig. 6 may produce a lot of descendents from a single 
terminal node. The following properties help us to prune the tree.  

Property 1. Let u denote the item attached to the current node, and let w denote the 
item attached to an ancestor node. Then, the pattern corresponding to the current node 
can be frequent only if (1) {w, u} is in L2 and (2) u is in L1. 

Proof. The pattern corresponding to the current node is the set of items attached to the 
nodes along the path from the root to the current node. By the anti-monotone prop-
erty, any subset of a frequent pattern must be also frequent. Therefore, both {w, u} 
and u must be frequent.     

Property 2. Let u denote the item attached to the current node and L′ the set of fre-
quent patterns obtained after phase 2. Then every frequent pattern in L1 must be in L′. 
Proof. Since T2 extends every node in T1 with terminal nodes, every candidate pat-
tern in C1 must appear in T2: either as an actual node or a virtual terminal node in the 
first level of the tree. Therefore, after computing the supports every frequent pattern 
in L1 must exist in L′.   

Property 3. Let L′ denote the frequent patterns obtained after phase 2. If there are 
some frequent 2-patterns in L2, say {w, u}, that are not in L′, then w must be the item 
attached to a virtual node in the first level of T2.  

Proof.  If y is an actual node with item w in the first level of T2, then either y has a 
virtual child node corresponding to {w, u} or has an actual child node corresponding 
to {w, u}.  In both cases, {w, u} must exist in L′ after phase 2.  This contradiction 
proves that y must be a virtual node with item w in the first level of T2.      

Based on the properties above, before we insert a newborn node with item u, we 
will execute the following test, where w denotes the item attached to an ancestor node 
of the current node.  
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1 If u is not in L′, then stop the insertion. 
2 For every ancestor node with item w 

If (w, u) is not in L′ and w is not the item attached to a virtual terminal node in 
the first level of T2, then stop the insertion. 

3 Create this newborn node.  

3   Experiment Results 

To study the performance, our algorithm, named as the All-subset-tree algorithm, and 
the FP-growth algorithm are implemented by Visual C++ language and tested on a PC 
with Pentium-III 933 processor and 1.024G main memory under the Window 2000 
operating system. We generate the synthetic datasets by applying the well-known syn-
thetic data generation algorithm in [1]. Throughout the simulation, unless stated other-
wise, we set the parameters as follows: ⏐L⏐=2000, ⏐I⏐=4, T=10, ⏐D⏐=200000, minsup 
=1% and N=1000. When we need to draw a sample, we draw the data sequentially from 
the beginning until the number of the data records reaches the target. 

At first, we determine the best combinations of the sample size x and the threshold 
divisor α. So, we execute the All-subset-tree algorithm for 40 different possible com-
binations. After an extensive study, we find that the better combinations are (4000, 
1.6), (6000, 1.5) and (8000, 1.4).  Therefore, the following use these three combina-
tions as test cases.  

Next, we explore how the performance varies for different minimum support 
thresholds. Therefore, we generate 30 data sets mentioned before, and vary the mini-
mum support thresholds from 0.5% to 2%.  Fig. 7 shows the execution times of the 
FP-growth algorithm as well as three different versions of the All-subset-tree algo-
rithm. Meanwhile, Table 1 shows the average numbers of database scans required for 
these three versions of the All-subset-tree algorithm. The results show that all these 
three are faster than FP-growth, and the average number of scans is close to 1.  

Table 1. Average numbers of database scans vs. minimum supports 

 (4000, 1.6) (6000, 1.5) (8000, 1.4)

0.5% 2.00 1.73 1.77 

0.75% 1.27 1.20 1.23 

1% 1.03 1.10 1.13 

1.5% 1.00 1.00 1.00 

2% 1.00 1.00 1.00 
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Fig. 7. Execution times vs. minimum supports 
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Finally, we study how the performance varies when the database size changes. 
Therefore, we run the comparison 30 times with different numbers of transactions, 
ranging from 200K to 1000K.  Fig. 8 shows the execution times of the FP-growth 
algorithm as well as three different versions of the All-subset-tree algorithm. Mean-
while, Table 2 shows the average numbers of database scans required for these three 
versions. The results show that all three versions are faster than FP-growth algorithm. 
Moreover, it is clear that our algorithm has a better scalability than the FP-growth 
algorithm, because as the database size gets larger, the ratio of the needed run time of 
the FP-growth algorithm to that of our method gets larger as well. 

Table 2. Average numbers of database scans vs. numbers of transactions 

 (4000, 1.6) (6000, 1.5) (8000, 1.4)

1000K 1.17 1.07 1.13 

800K 1.07 1.03 1.07 

600K 1.10 1.03 1.07 

400K 1.00 1.03 1.07 

200K 1.03 1.10 1.13  
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  Fig. 8. Execution times vs. numbers of transactions 

4   Conclusions 

The goal of this paper is to develop a new efficient algorithm for mining frequent 
patterns.  To this end, we use the all-subset tree data structure as the basis to develop a 
three-phase algorithm. The following are the major characteristics of the proposed 
algorithm.  

1. The algorithm scans the database no more than twice. The experiments show that 
most of the time one database scan is enough. 

2. Since we virtualized the all-subset tree structure, the number of the nodes in the 
all-subset tree equals to the size of LS.  This is much smaller than the size of the set 
of candidate patterns produced in the traditional algorithms such as the Apriori  
algorithm.  

3. The algorithm is very efficient.  The evaluation shows that it is about two or three 
times faster than the FP-growth algorithm. 
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4. The algorithm does not use the main memory to hold the entire database. Due to 
this reason, it has a better scalability in dealing with large databases. 
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Abstract. In this paper, first, the model of a fuzzy reversed posyno-
mial geometric programming is built after introduction of a prime fuzzy
posynomial geometric programming. Besides, its fuzzy Lagrange prob-
lem is studied. On this basis, a validity of direct algorithm is designed
to solve the former programming. Finally, the model and algorithm are
testified by a numerical example.

1 Introduction

The author advanced the fuzzy reversed posynomial geometric programming
(PGP) based on the prime fuzzy PGP [1][2] by Zadeh fuzzy set theory [5], gives
its Lagrange problem and a direct algorithm, which will be wide applied in
optimization and classification.

2 Fuzzy Reversed PGP Model

We try to expand the reversed PGP [4] into a fuzzy reversed PGP model.

Definition 1. We call

(P̃ ) m̃in g̃0(x)
s.t. g̃i(x) � 1(1 � i � p′), g̃i(x) � 1(p′ + 1 � i � p), x > 0

a fuzzy reversed PGP, where x = (x1, x2, · · · , xm)T is an m−dimensional vari-
able vector, ‘T’ represents a transpose symbol, and all g̃i(x) =

∑Ji

k=1 ṽik(x)(0 �
i � p) are fuzzy posynomials of x, here ṽik(x) = {c̃ik

∏m
l=1 x

γ̃ikl

l , (0 � i � p′; 1 �
k � Ji); c̃ik

∏m
l=1 x

−γ̃ikl

l , (p′ + 1 � i � p; 1 � k � Ji)}. And for each item
ṽik(x) (p′ + 1 � i � p; 1 � k � Ji) in the reversed inequality g̃i(x)�1, −γ̃ikl

serves as exponents in it. ‘ � (or �)’ represents ‘approximate � (or �)’. The
membership functions of objective and constraints are defined by

Ãi(x)=B̃i(ḡi(x))=

⎧⎨⎩
1, if ḡi(x)�bi, bi ={z0, i = 0; 1, 1 � i �p′},
1− ti

di
, if ḡi(x)=bi + ti, 0 � ti �di,

0, if ḡi(x)�bi + di, 0 � i �p′,
(1)

Ã′
i(x)=B̃′

i(ḡi(x))=

⎧⎨⎩
1, if ḡi(x)�1,
1− ti

di
, if ḡi(x)=1 − ti, 0 � ti �di,

0, if ḡi(x)�1 − di, p
′ + 1 � i �p,

(2)
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respectively, where z0 is an aspiration level of the objective function g̃0(x), di �
0(0 � i � p) is a flexible index of i−th fuzzy function g̃i(x). ã may be freely
fixed in the closed interval [a−, a+], and its degree of accomplishment [2] are
determined by

ã(a) =

⎧⎨⎩
0, if a < a−,
((a− a−)/(a+ − a−))r , if a− � a � a+,
1, if a > a+,

(3)

here ã represents fuzzy coefficients c̃ik as well as fuzzy exponents γ̃ikl, and
a, a−, a+, r are all real numbers. Ãi(x) = B̃i(·) is a fuzzy compound function,

ḡi(x) =
∑Ji

k=1 c̃
−1
ik (β)

∏m
l=1 x

γ̃−1
ikl(β)

l , β ∈ [0, 1], (0 � i � p). Symbol m̃in is an
extended min operation, and is defined as m̃in g̃i(x) ← g̃i(x) � z0.

The objective function in (P̃ ) might be written as a minimizing goal in order
to consider z0 as an upper bound, then (P̃ ) can be rewritten as{

g̃0(x) � z0,
g̃i(x) � 1, (1 � i � p′), g̃i(x) � 1, (p′ + 1 � i � p), x > 0. (4)

Definition 2. Ãi = {x ∈ Rm|g̃i(x) � 1, x > 0}(1 � i � p′) and Ã′
i = {x ∈

Rm|g̃i(x) � 1, x > 0}(p′+1 � i � p) are fuzzy feasible solution sets corresponding
to g̃i(x) � 1 and g̃i(x) � 1, respectively. Ỹ = Ã0

⋂
(
⋂

1�i�p′ Ãi)
⋂

(
⋂

p′+1�i�p Ã
′
i)

is called the fuzzy decision for (4), and so is for (P̃ ), satisfying

Ỹ (x) = Ã0(x)
∧

min
1�i�p′

Ãi(x)
∧

min
p′+1�i�p

Ã′
i(x), x > 0, (5)

while x∗ is called a fuzzy optimal solution to (4), and so is to (P̃ ), satisfying

Ỹ (x∗) = max
x>0

{Ỹ (x) = min{Ã0(x), min
1�i�p′

Ãi(x), min
p′+1�i�p

Ã′
i(x)}}. (6)

If there exists a fuzzy optimal point set Ã0 of g̃0(x), (5) holds, calling (6) a fuzzy
reversed PGP for g̃0(x) with respect to Ỹ .

Substituting (1)(2)(3) into (5), after some rearrangements [6], then
Ỹ (x) =

(
1− ḡ0(x)−z0

d0

)∧
min

1�i�p′

(
1− ḡi(x)−1

di

)∧
min

p′+1�i�p

(
1 + ḡi(x)−1

di

)
.

Introducing a new variable α, α ∈ [0, 1], the maximization decision of (P̃ )
can be turned into solving x(> 0), that is, maximizing x∗ in Ỹ (x).

Let α = Ỹ (x). By using functions (1) and (2), when Ã0(x) = z0 − d0, and
Ãi(x) = 1 + di, we have the following theorem.

Theorem 1. The maximizing of Ỹ (x) is equivalent to Ỹ (x) � α, so we arrive
at Formula (7)

max α
s.t. ḡ0(x) � z0 + (1− α)d0, ḡi(x) � 1 + (1− α)di, (1 � i � p′),

ḡi(x) � 1 + (α− 1)di, (p′ + 1 � i � p), x > 0, α, β ∈ [0, 1].
(7)



548 B.-y. Cao

3 Fuzzy Lagrange Problem and Algorithm

Definition 3. Assume that g̃i(x) is m−dimensional fuzzy differentiable func-
tion, and its gradient ∇xg̃i(x) = ( ∂

∂x1
g̃i(x), ∂

∂x2
g̃i(x), . . . , ∂

∂xm
g̃i(x))T is equiva-

lent to ∇xḡi(x) = ( ∂
∂x1

ḡi(x), ∂
∂x2

ḡi(x), . . . , ∂
∂xm

ḡi(x))T .

Definition 4. Find fuzzy feasible solution x∗ to (P̃ ) and μ∗ = (μ∗
1, μ

∗
2, . . . , μ

∗
p)

T

� 0, satisfying μ∗
i (g̃i(x∗)−1) = 0(1 � i � p), such that a fuzzy Lagrange function

L̃(x, μ) = g̃0(x) +
p′∑

i=1

(g̃i(x)− 1) +
p∑

i=p′+1

μi

(
1− g̃i(x)

)
fits ∇xL̃(x∗, μ∗) = 0, called a Lagrange problem in (P̃ ). Here g̃i(x∗) = 1 is a
fuzzy equality, its membership degree is B̃i(ḡi(x) − 1) = 1, and Ãi(x) = B̃i(·) is
a continuous and strictly monotonous (CSM) fuzzy function.

Theorem 2. Let x∗ be a fuzzy feasible solution to PGP (P̃ ), writing I =
{i|g̃i(x∗) = 1, 1 � i � p} as a subscript set of fuzzy effective constraint at
x∗ and B̃i(x)(0 � i � p) are fuzzy functions to CSM. Then μ∗ enables (x∗, μ∗)
to be a fuzzy solution in Lagrange problem iff all variable vectors x(> 0) satisfy

m∑
l=1

Γ̃il(ln xl − lnx∗l ) � 0 (i ∈ I), (8)

and then g̃0(x∗) � g̃0(x), (9)

here, Γ̃il =
∑Ji

k=1 γ̃iklṽik(x∗), (i ∈ I, 1 � k � Ji; 1 � l � m).

Proof. Let B̃i(x)(0 � i � p) be a fuzzy function to CSM, then
(P̃ ) ⇐⇒ min Ã0(g̃0(x))

s.t. B̃i(g̃i(x) − 1) � α, (1 � i � p′), (10)
B̃i(1 − g̃i(x)) � α, (p′ + 1 � i � p), x > 0, α ∈ [0, 1],

while I ⇐⇒ I′ = {i|B̃i(g̃i(x∗)− 1) = 0, (1 � i � p)}, with
(8) ⇐⇒ B̃i[Γ̃il(lnxi − lnx∗i )] � α(i ∈ I′), (11)

and then (9) ⇐⇒ B̃0[g̃0(x∗)− g̃0(x)] � α. (12)

From the condition, it is known that x∗ is a fuzzy feasible solution to (P̃ ),
which is equivalent that (x∗, α) is a parameter feasible solution to (10)[2]. There-
fore, as for subscript set I ′ and any α(∈ [0, 1]), there exists μ∗, enabling (x∗, μ∗,
α) to be a Lagrange problem solution with parameter α iff all variable vectors
x > 0 satisfy (11). And (12) holds from the knowledge of Theorem 4.4.1 in [4].
Hence the theorem holds from arbitrariness of α, β in [0, 1]. � 

Proposition 1. Let Ãi(x)(0 � i � p) be a fuzzy function of CSM. On the
assumption of constraint complete lattice, a local optimum solution to (P̃ ) must
be a part of fuzzy solution to the Lagrange problem.
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Proposition 2. Let Ãi(x)(0 � i � p) be the fuzzy function of CSM and x∗ be
a part of fuzzy solution to the Lagrange problem. x∗ is a global fuzzy optimum
solution to (P̃ ) if (P̃ ) is fuzzy convex or p′ = p; x∗ is not necessarily a global
fuzzy optimum one to (P̃ ) if p′ �= p, not even a local fuzzy optimum one.

4 A Direct Algorithm

If η is a continuous function on [0,1], there exists a unique fixed point ᾱ = η(α).
Let g̃i(x) be differentiable. Then steps of a direct algorithm are as follows.

10 Let k = 1, and determine α1 as well as h by means of 1− hd = α1.
20 Calculate η(k) = supx∈Aαk

|Ã0
(
g̃0(x)

)
| and M̃ (k)(x) = 1

η(k) g̃0(x) ∈ [0, 1].

30 Calculate εk = αk − M̃ (k)(x). If |εk| > ε, then go to 20, otherwise to 50.
40 Select rk ∈ [0, 1] properly. If αk+1 = αk − rkεk, let k be k + 1, go to 20.
50 Calculate M̃ (k)(x∗) when α = αk, then x∗ is an optimal solution to P̃ .

Note 1. It is proper to take α1 ∈ [0.9, 1] when g̃0(x) increases strictly
monotonous, otherwise to take α1 ∈ [0.75, 0.9]. If b(> 0) is very larger, larger,
smaller, very small, it is proper to take h to be 0.02, 0.2, 2 and 20, respectively.
As for rk selection, when ε1 & ε2, rk = 0.5 may be chosen. If ε1 � ε2 changes a
little and if ε1 ( ε2, rk ∈ [0.618, 1] and rk ∈ [0.382, 0.4] can be properly taken,
respectively. Otherwise, a contradictory may appear.

Example 1. Find m̃in {2x1 + 3x2}, s.t. x2
1 + x2

2 � 1, x1, x2 > 0.
Since its crisp Lagrange solution is x∗1=2/

√
13, x∗2=3/

√
13, take η(1)=

√
13. Sup-

pose a constraint membership function is χ1(d1)={1− 0.2h, 0 �d1< 0.25; 0, d1�
0}; we can find x∗1=0.915683, x∗2=0.555, α2 = 0.93535, M̃ (2)=0.969717 and an
objective function represents S ≈ 3.496 by two steps. A fuzzy optimal solution
to the problem is x(0)∗ = (1.07075, 0); its constraint infimum is MP̄ = 2.1415;
x(2) = (x∗1, x

∗
2) = (0.915683, 0.555) is not global fuzzy optimal solution, nor is a

local one. So Proposition 2 is confirmed. But x∗ is still a fuzzy optimal solution to
all of x satisfying (8). Since Γ11 = −2(x∗1)2 ≈ −1.677, Γ12 = −2(x∗2)2 ≈ −0.616,
all of x1 and x2 satisfy the problem, such that −1.677(lnx1−lnx∗1)−0.616(lnx2−
lnx∗2)�0 =⇒ x−1.677

1 x−0.616
2 �0.44572, then 2x1 + 3x2 �3.4963, that is, (x∗1, x

∗
2)

is a fuzzy optimal solution to the problem in certain range. So Theorem 2 is
confirmed. The property is called tangentially optima of fuzziness.

5 Conclusion

The author gives a direct algorithm to the Lagrange problem of fuzzy reversed
PGP. As for its dual programming, it will be built by fuzzy dual theory[3]. There-
fore, the fuzzy reversed PGP has great value both in theory and in application.
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Abstract. The value of the itemset share is one way of evaluating the magnitude 
of an itemset. From business perspective, itemset share values reflect more the 
significance of itemsets for mining association rules in a database. The 
Share-counted FSM (ShFSM) algorithm is one of the best algorithms which can 
discover all share-frequent itemsets efficiently. However, ShFSM wastes the 
computation time on the join and the prune steps of candidate generation in each 
pass, and generates too many useless candidates. Therefore, this study proposes 
the Direct Candidates Generation (DCG) algorithm to directly generate 
candidates without the prune and the join steps in each pass. Moreover, the 
number of candidates generated by DCG is less than that by ShFSM. 
Experimental results reveal that the proposed method performs significantly 
better than ShFSM.  

1   Introduction  

Data mining techniques have been developed to find new and potentially useful 
knowledge from data. [11]. Traditional methods for mining association rules are 
based on the support-confidence framework to discover all relationships among items 
(each market product is called an item) from historical transaction databases.  

The support value is applied to measure the importance of itemsets (a group of 
products bought together in a transaction) in a transaction database. It only reflects the 
percentage of transactions in which the itemset sold, but neither reveals the profit, the 
cost nor the real quantity sold of each itemset. For example, in Table 1, the column 
“Count” indicates the sale volume of each item in each transaction. According to the 
support value, {A} appears in four transactions, but its real sale volume is 12.  

Users are usually more interested in knowing which itemsets are bought in sufficient 
numbers to gain a certain net profit or attain a given cost. To reveal such knowledge, 
several issues have been proposed, such as share-confidence framework, profit mining 
and utility itemsets [7, 8, 16]. In 1997, Carter et al. first introduced a share-confidence 
framework [7]. Instead of discovering frequent itemsets, the method with 



552 Y.-C. Li, J.-S. Yeh, and C.-C. Chang 

 

share-confidence framework finds share-frequent (SH-frequent) itemsets. The share 
measure can provide valuable information of itemsets’ net profit or cost, which the 
support measure cannot [6].  

Table 1. Example of a transaction database with counting 

TID Transaction Count Total count 
T01 {A, B, C, D, G, H} {1, 1, 1, 1, 1, 1} 6 
T02 {A, C, E, F} {4, 3, 1, 2} 10 
T03 {A, C, E} {4, 3, 3} 10 
T04 {B, C, D, F} {4, 1, 2, 2} 9 
T05 {A, B, D} {3, 1, 2} 6 
T06 {B, C, D} {3, 2, 1} 6 

An SH-frequent itemset usually includes some infrequent subsets even no frequent 
subset. Obviously, an exhaustive search method can be used to generate all 
SH-frequents, such as the ZP and the ZSP algorithms [4, 6]. However, the exhaustive 
search method is time-consuming and does not work efficiently in a large dataset. Some 
algorithms have been proposed to facilitate the extraction of SH-frequents with 
infrequent subsets, such as SIP, CAC and IAB [4, 5, 6], but they may not discover all 
SH-frequent itemsets. Recently, Li et al. first developed algorithms to swiftly discover 
all SH-frequent itemsets [12, 13]. Among these algorithms ShFSM is the best. In 
contrast to the number of SH-frequent itemsets, the performance bottleneck of ShFSM 
is generating too many candidates in each pass. Accordingly, this work proposes the 
Direct Candidate Generation (DCG) method to further improve the performance of 
ShFSM. Our scheme directly generates candidates in each pass without the join and the 
prune steps. Furthermore, DCG can efficiently lower the number of useless candidates 
and further accelerate the mining process. For simplicity and without loss of generality, 
this study supposes that the measure value of each item in each transaction is a 
non-negative integer.  

The rest of this paper is organized as follows. Section 2 reviews support-confidence 
and share-confidence frameworks. Section 3 explains the proposed Direct Candidate 
Generation (DCG) algorithm for discovering all SH-frequent itemsets. Section 4 
provides experimental results and evaluates the performance of the proposed algorithm. 
Finally, we conclude in Section 5 with a summary of our work. 

2   Review of Support and Share Measures 

2.1   Support-Confidence Framework 

Agrawal et al. first defined the problem of mining association rules [2, 3]. The formal 
definition is as follows. Let I = {i1, i2, …, in} be a set of literals with binary attributes, 
called items. Let X be an itemset, where X ⊆ I. Let the transaction database DB = {T1, 
T2, ..., Tz} be the set of transactions, where each transaction Tq∈DB, Tq ⊆ I, 1 ≤ q ≤ z. 

The notation X Y presents an association rule, where X ⊆ I, Y ⊆ I and X Y = φ . 

The rule X Y has support s%, denoted as Sup(X Y), in the transaction database DB 
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if the itemset X Y appears in s% of transactions in DB. The confidence of the rule 
X Y, denoted as Conf(X Y), is c% if the set of transactions containing X in DB 
has c% transactions also containing Y. Thus, Conf(X Y) = Sup(X Y)/Sup(X). 
Given the minimum support (minSup) and minimum confidence (minConf) threholds, 
the process of mining association rules is to generate all rules that satisfy the two 
certain constraints, respectively.  

Apriori is a level-wise (including multiple passes) algorithm. In each pass, Apriori 
employs the downward closure property to efficiently identify all frequent k-itemsets 
(itemsets with length k and their supports are greater than or equal to minSup). In fact, 
an arbitrary k-subset of a frequent (k+1)-itemset is also frequent; otherwise, the 
(k+1)-itemset is infrequent. This characteristic is called the downward closure property. 
That is, the itemsets violating the downward closure property will be deleted from the 
set of candidate (k+1)-itemsets. Up to now, there are many algorithms have been 
proposed to rapidly discover the frequent itemsets, including Apriori and subsequent 
Apriori-like algorithms [3, 15], and pattern-growth methods [1, 9, 14]. 

2.2   Share-Confidence Framework 

The support measure does not concern the quantity purchased in a transaction. In real 
circumstances, products may be bought in plural in a transaction. Therefore, the 
support value of an item usually underestimates the actual frequency of product 
purchasing. Information derived from the support value may also be misleading [6]. 
To address this issue, Carter et al. first introduced the share-confidence framework 
[7]. Instead of a binary attribute, each item ip involves a numerical attribute in each 
transaction Tq. The notations and definitions of share measure are described as follows 
[6, 12, 13]. 

The measure value mv(ip, Tq) represents the attribute value of ip in transaction Tq. For 
example, in Table 1, mv(C, T02) = 3 and mv(D, T04) = 2. The transaction measure 
value is the total measure value of a transaction Tp, denoted as tmv(Tp), where tmv(Tp) = 

∈ qp Ti
qp Timv ),( . For example, in Table 1, tmv(T02) = 10 and mv(T04) = 9.  

The total measure value Tmv(DB) represents the total measure value in DB, where 
Tmv(DB) = 

∈ ∈DBT Ti
qp

q qp

Timv ),( . For example, in Table 1, Tmv(DB) = 47. 

Let dbX be a set of transactions that contain itemset X in DB. That is each k-itemset 
X ⊆ I has an associated set of transactions dbX ⊆ DB, where X ⊆ Tq and Tq∈dbX. For 
example, in Table 1, db{AC} = {T01, T02, T03}.  

Let X ⊆ Tq, the itemset measure value of an itemset X in a transaction Tq, denoted as 
imv(X, Tq), is the total measure value of all items of X in Tq. That is, imv(X, Tq) = 

∈⊆ XiTX
qp

pq

Timv
,

),( . For example, in Table 1, imv({AC}, T02) = 7. 

The local measure value of an itemset X in DB, denoted as lmv(X), is the sum of the 
itemset measure values of X in dbx. That is, lmv(X) = 

∈ xq dbT
qTXimv ),( . For example, in 

Table 1, lmv({AC}) = imv{{AC}, T01} + imv{{AC}, T02} + imv{{AC}, T03} = 2 + 7 + 
7 = 16. 



554 Y.-C. Li, J.-S. Yeh, and C.-C. Chang 

 

The itemset share value of an itemset X, denoted as SH(X), is the ratio of the local 
measure value of X to the total measure value in DB. That is, SH(X) = 

)(

)(

DBTmv

Xlmv . Given 

a minimum share (minShare) threshold s%, A k-itemset X is share-frequent 
(SH-frequent) if SH(X) ≥  s%; otherwise, X is infrequent.  

Example 2.1 Consider the sample transaction database as shown in Table 1 and 
minShare = 30%. Table 2 lists the local measure value and the share value of each 
1-itemset, where Tmv(DB) = 47. Let X = {B, D}, the local measure value of {B, D} is 
lmv(X) = imv(X, T01) + imv(X, T04) + imv(X, T05) + imv(X, T06) = 2 + 6 + 3 + 4 = 
15. SH(X) = lmv(X)/Tmv(DB)= 15/47 = 0.319 > 30%. Therefore, {B, D} is 
SH-frequent. Table 3 illustrates all SH-frequent itemsets.  

Table 2. Local measure value and itemset share value of each 1-itemset 

Item {A} {B} {C} {D} {E} {F} {G} {H} Total 
lmv(ip) 12 9 10 6 4 4 1 1 47 
SH(ip) 25.5% 19.1% 21.3% 12.8% 8.5% 8.5% 2.1% 2.1% 100% 

Table 3. All SH-frequent itemsets of the sample database 

SH-frequent itemset {A, C} {B, D} {A, C, E} {B, C, D} 
lmv(X) 16 15 18 16 
SH(X) 34.0% 31.9% 38.3% 34.0% 

2.3   Previous Methods of Discovering Share-Frequent Itemsets 

The characteristic of downward closure cannot be applied for discovering 
SH-frequent itemsets, because the subsets of an SH-frequent itemset may be 
infrequent. For example, in Table 3, {A, C, E} is SH-frequent, but its subsets {C, E} 
and {A, E} are infrequent. The ZP and ZSP algorithms can be known as the variants 
of the exhaustive search method. They generate all itemsets to be candidate set except 
the local measure values of itemsets are exactly zero [6]. Some algorithms have been 
proposed to extract SH-frequent itemsets with infrequent subsets, such as SIP, CAC, 
and IAB [4, 5, 6]. However, they do not generate complete SH-frequent itemsets. 
Recently, Li et al. first proposed the non-exhaustive search method, Fast Share 
Measure (FSM), to discover all SH-frequent itemsets efficiently [12]. FSM employs 
the level closure property to decrease the number of candidate itemsets.  

Given a transaction database DB and minShare, the characteristic of level closure is 
described as follows. For a candidate k-itemsets X, and an integer Level, if lmv(X) + 
(lmv(X)/k) × MV × Level < min_lmv, no superset of X with length ≤ k + Level is 
SH-frequent, where MV is the maximum measure value among all measure values and 
min_lmv = minShare × Tmv(DB). In the case, Level = ML – k, where ML is the 
maximum length among all transactions, the level closure property guarantees that no 
superset of SH-infrequent if the inequality holds.  

Li et al. also developed some more efficient algorithms than FSM to discover all 
SH-frequent itemset, including EFSM (Enhanced FSM), SuFSM (Support-counted 
FSM) and ShFSM (Share-counted FSM) [13]. EFSM reduces the time complexity of 
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generating candidate k-itemsets from O(m2k-2) to O(mk), where m is the number of 
distinct items. SuFSM and ShFSM are based on EFSM. They add the support constraint 
and the share constraint to the critical function, respectively. The performance of 
ShFSM is the best among ZSP, FSM, EFSM, SuFSM and ShFSM on some synthetic 
datasets [13]. 

3   Direct Candidate Generation (DCG) Method 

The key point of previous methods, including FSM, EFSM, SuFSM and ShFSM for 
discovering all SH-frequent itemsets is to eliminate itemset X from candidate set if X 
satisfies the inequality CF(X) < min_lmv [12, 13]. Those methods waste computation 
time in the join and the prune steps of candidate generation, and generate too many 
candidates of SH-frequent itemsets. In comparison with previous methods, this study 
proposes a novel algorithm called Direct Candidates Generation (DCG) method to 
directly generate a smaller candidate set without the join and the prune steps in each 
pass. Without lose of generality, we let the literal set I be a totally order set. That is, for 
any i , j ∈ I, either i ≤ j or j ≤ i. We also denote i < j if i ≤ j and i ≠ j. 

Definition 3.1 Let the candidate k-itemset X be {i1, i2, …, ik} in the order of literals. 
Let iq∈ I be an item. If ik < iq then the (k+1)-superset of X {i1, i2, …, ik, iq} is defined as 

the monotone (k+1)-superset of X and is denoted as qi
kX 1+ . For example, Let X = {A, 

C, D}. E
kX 1+  = {A, C, D, E}. 

Definition 3.2 Let X ⊆  I, the associated set of transactions of X, dbX={ Tq∈DB | 
X ⊆ Tq }, is the set of transactions that contain X. The total measure value of dbX is 
defined as Tmv(dbX) = 

∈ ∈Xq qpdbT Ti
qp Timv ),( . 

Let qi
kX 1+  ⊆  I is an arbitrary monotone (k+1)-superset of X. qi

kX 1+  has an associated 

set of transactions 
qi

kX
db

1+

 = {Tq∈DB | qi
kX 1+ ⊆ Tq}. Clearly, 

qi

kX
db

1+

⊆ dbX. For example, 

in Table 1, let X = {A, C}, then dbX = {T01, T02, T03} and E
kX

db
1+
 = {T02, T03}. 

Theorem 3.1 Given a DB and the minShare, let min_lmv = minShare× Tmv(DB). For 
k-itemset X, if Tmv( Xdb ) < min_lmv, all supersets of X (including X) are infrequent. 

Proof. Let X’ be an arbitrary superset of X with length (k+i), where i ≥  0. Clearly, 
lmv(X’) ≤ Tmv(dbX’) ≤ Tmv(dbX). So, if the inequality Tmv(dbX) < min_lmv holds, 
lmv(X’) < min_lmv = minShare× Tmv(DB). That is, SH(X’) = lmv(X’) / Tmv(DB) < 
minShare. X’ is infrequent.            Q.E.D 

By Theorem 3.1, if Tmv(
qi

kX
db

1+

) < min_lmv, qi
kX 1+  and all supersets of qi

kX 1+  are 

infrequent; otherwise, qi
kX 1+  is a candidate (k+1)-itemset. 

DCG is also a multiple-pass method for finding all SH-frequent itemsets. In the k-th 
pass, DCG scans the whole database to count the local measure value of each candidate 
k-itemset X and counts the potential maximum share value of each monotone 
(k+1)-superset of X. Next, DCG determinates the SH-frequent k-itemset, where their 
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local measure values are greater than min_lmv. Then, DCG selects qi
kX 1+  to be a 

candidate (k+1)-itemset if the total measure value of 
qi

kX
db

1+

 satisfies the inequality 

Tmv(
qi

kX
db

1+

) ≥  min_lmv. The pseudo-code of DCG algorithm is as follows. 

Algorithm DCG() 
Input: (1) DB: a transaction database with counting, (2) minShare 
Output: All SH-frequent itemsets 
Procedure: 
1. C1:=I; // Ck: the set of candidate k-itemsets 
2. for k:=1 to h  
3.  Fk:=φ ; Ck+1:=φ ; Tmv(

qi
kX

db
1+

):=0 for all X in Ck; 

4.  foreach T∈DB // scan DB 
5.   if k==1 { count and store tmv(T); } 
6.   foreach X∈Ck 
7.    count lmv(X); 
8.    foreach iq > ik && iq ∈ T  
9.     Tmv(

qi
kX

db
1+

) += tmv(T); 

10.  foreach X∈Ck 
11.   if lmv(X)≥ min_lmv { Fk:= Fk+X; }  
12.   foreach iq > ik && iq ∈ I 

13.    if Tmv(
qi

kX
db

1+

)≥ min_lmv { Ck+1:=Ck+1+ qi
kX 1+ ; } 

14.  if Ck+1==φ  exitfor; 

15. return F1 F2 … Fk;  

In line 5 , DCG calculates the transaction measure value of each transaction and 
store it in an array when scanning DB first time. The transaction measure value of each 
transaction will be employed in each pass. In lines 8 to 9, DCG accumulates the total 
measure value of 

qi

kX
db

1+

. From lines 10 to 13, DCG determines which candidate 

k-itemsets are SH-frequent and directly generates (k+1)-candidates.  

Example 3.1 Consider the sample transaction database as listed in Table 1 and 
minShare = 30%. Both Tmv(DB) = 47 and min_lmv = 15 can be calculated easily. In 
Fig. 1, each circle represents candidate itemset X and each number inside the circle is 
the local measure value of X, lmv(X), such as lmv({A})=12 and lmv({BD}) = 15. To 
speed-up counting the total measure value of each monotone (k+1)-superset of each 
candidate X, Tmv(

qi

kX
db

1+

), we require an array table to store these values for each X. 

The transaction measure value table is listed in the column “Total count” of Table 1. 
In the first pass, all items are candidate 1-itemsets. After first scanning DB, we can 
obtain all local measure values of candidates and all Tmv(

qiX
db

2

) values, such as 

Tmv( CA
db

2}{
) = 26 and Tmv( GC

db
2}{

) = 6. No 1-itemset is SH-frequent and there are 

seven monotone 2-supersets, with values greater than min_lmv, in arrays. These 
2-itemsets could be SH-frequent as shown in the dark cells of Fig. 1. Therefore, DCG 
directly generates the seven 2-itemset candidates {{A, C}, {A, E}, {B, C}, {B, D}, 
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{C, D}, {C, E}, {C, F}}. In the second pass, DCG discovers two SH-frequent 
2-itemsets, {{A, C}, {B, D}}, and generates two candidate 3-itemsets, {{A, C, E}, {B, 
C, D}}, because lmv({A, C}) = 16, lmv({B, D}) = 15, Tmv( EAC

db
3}{

) = 20 and 

Tmv( DBC
db

3}{
) = 21 are all greater than min_lmv. No candidate of C4 can be generated. 

Therefore, the process terminates after third scanning DB.  

 

Fig. 1. An example of DCG algorithm 

4   Experimental Results 

To access the performance of DCG, experiments are conducted to compare its 
performance with that of FSM, EFSM, SuFSM and ShFSM on artificial and real 
datasets. All experiments were performed on a 1.5 GHz Pentium IV PC with 1.5 GB 
of main memory, running Windows XP Professional operating system. All algorithms 
were coded in Visual C++ 6.0. Each algorithm employed the hash tree structure to 
count the local measure value of each candidate. All SH-frequent itemsets were 
output to main memory to eliminate the effect of disk writing.  

The artificial datasets were generated by IBM synthetic data generator [18]. To 
discover SH-frequent itemsets, each item must include an integer attribute. This study 
modifies these datasets with additional parameter m. The notation Tx.Iy.Dz.Nn.Sm 
denotes a dataset with five given parameters x, y, z, n and m. The definition of the first 
four parameters is the same as those in [3]. The parameter m denotes the measure value 
which was randomly generated between 1 and m, and 50% of measure values in the 
dataset are set to be 1.  

Figures 2 and 3 plot the performance curves of running time associated with these 
algorithms over various minShare, applied to T6.I4.D100k.N200.S10 and 
T10.I6.D100k.N1000.S10, respectively. Figure 2 uses a logarithmic scale for the y-axis 
and the range of minShare is from 0.1% to 1.2%. Figure 2 demonstrates that DCG 
performed better than FSM by more than one order of magnitude. DCG had the best 
performance, followed by ShFSM. For example, the running time of DCG was only 
62%, 21%, 9.8 and 0.4% of those of ShFSM, SuFSM, EFSM and FSM, respectively 
with minShare = 0.4%.  

In Fig. 3, the range of minShare is from 0.01% to 0.12%. FSM and EFSM were not 
illustrated in Fig. 3 because they generated too many candidates to store in main 
memory. In minShare ≤ 0.4% scenarios, SuFSM also generated too many candidates to 
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run. The running time of DCG was only 59.5% and 16.6% of those of ShFSM and 
SuFSM with minShare = 0.06%, respectively. 
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Fig. 2. Comparison of running times Fig. 3. Comparison of running times 

To compare the difference of candidate numbers among these five algorithms in 
each pass, Table 4 presents the numbers of Ck and Fk in each pass using the dataset 
T6.I4.D100k.N200.S10 with minShare = 0.1%. DCG generated the fewest candidates 
among the five algorithms. DCG terminated the process at pass 10 and performed best. 
ShFSM also terminated the process at pass 10. The others executed the processes to 
pass 13. All five algorithms can discover all SH-frequent itemsets, even to those 
SH-frequent k-itemsets had no SH-frequent (k-1)-subset. For example, in the pass 5, all 
five SH-frequent 5-itemsets have no SH-frequent 4-subset. 

Table 4. Comparison of the numbers of candidate sets in each pass 

C
k
 F

k
 Method 

Pass (k) FSM EFSM  SuFSM ShFSM DCG  

k=1 200 200 200 200 200 159 
k=2 19900 19900 19701 19306 7200 1844 
k=3 829547 829547 564324 190607 9805 101 
k=4 3290296 3290296 793042 20913 1425 0 
k=5 393833 393833 25003 1050 967 5 
k=6 26137 26137 11582 518 510 8 
k=7 11141 11141 5940 204 203 7 
k=8 4426 4426 2797 58 58 1 
k ≥ 9 2036 2036 1567 12 12 0 

Time(sec) 13610.4 71.55 29.67 10.95 8.83  

Figures 4 and 5 compare the scalability of SuFSM, ShFSM and DCG. Figure 4 
illustrates the scalability of three algorithms on the transaction numbers of DB using 
T6.I4.Dz.N200.S10 with minShare = 0.3%. The range of DB size is between 100k and 
1000k. The running times of SuFSM, ShFSM and DCG linearly increase with the 
growth of the DB size. Figure 5 presents the scalability of three algorithms on the 
maximum measure values of DB using T6.I4.D100k.N200.Sm with minShare = 0.3%. 
The x-axis represents the maximum measure values between 10 and 60. The running 
time curves of SuFSM, ShFSM and DCG were found to be flat. The impact of the 
distinct maximum measure value on these three approaches was insignificant. 
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BMS-WebView-2 is a real dataset of several months’ click stream data from an 
e-commerce web site [17]. This study modifies these datasets with an additional 
parameter m. The parameter m denotes the measure value of each item was randomly 
generated between 1 and m, and 50% of measure values in the dataset are set to be 1. 
Figure 6 plots the running-time curves associated with ShFSM and DCG. The range of 
minShare is between 0.2% and 1%. In these distinct minShare scenarios, FSM, EFSM 
and SuFSM generated too many candidates to store in main memory. In Fig. 6, when 
minShare ≤ 0.6%, the running times of DCG are only between 59.5% (minShare = 
0.6%) and 16.6% (minShare = 0.2%) of that of ShFSM.  
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Fig. 4. Scalability of algorithms Fig. 5. Scalability of algorithms 
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Fig. 6. Comparison of running times on BMS-WebView-2.S10 

5   Conclusions 

The share measure has been proposed to overcome the drawbacks of the support 
measure. Therefore, developing an efficient approach for discovering complete 
SH-frequent itemsets is very valuable. This study proposes the Direct Candidates 
Generation (DCG) algorithm to avoid the join and the prune steps in each pass. 
Furthermore, DCG significantly reduces the number of candidates and improves the 
performance. Experimental results indicate that DCG outperforms all other algorithms 
in several artificial datasets. Now, we are investigating the development of superior 
algorithms to efficiently accelerate the process of identifying long SH-frequent itemsets. 
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Abstract. Documents that are widely in use today included many atyp-
ical characteristics. In particular, non-standardization appears more fre-
quently in e-mail documents than other documents due to the extensive
use of informal expressions such as slang and abbreviation. Automatic
document classification may differ significantly according to the charac-
teristics of documents that are subject to classification, as well as classi-
fier’s performance. We suggest a three-step preprocessing algorithm by
stages for accurate automatic classification for each e-mail category. This
research identifies e-mail document’s characteristics to apply a three-step
preprocessing algorithm that can minimize e-mail document’s atypical
characteristics.

1 Introduction

Documents that are widely in use today included many atypical characteris-
tics. Accordingly, classification is conducted against refined and standardized
document for general automatic document classification. In particular, non-
standardization appears more frequently in e-mail documents than other docu-
ments due to the extensive use of informal expressions such as slang and abbrevi-
ation. Accuracy level of classification decreases accordingly. This research iden-
tifies e-mail document’s characteristics to recommend a three-step preprocessing
algorithm for increased overall classification performance by minimizing e-mail
document’s atypical characteristics. Automatic document classification process
is largely divided into preprocessing stage, feature extraction stage and docu-
ment classification stage. However, this research classifies preprocessing stage
and feature extraction as one into preprocessing stage. This research suggests a
three-step preprocessing algorithm by stages for accurate automatic classifica-
tion for each e-mail category.

In the first stage, learning document for document classification is selected in
the feature extraction stage, and applies uncertainty based sampling algorithm
based on the use of MAD that re-configures on an intelligence level instead of
using arbitrary learning document set as is. In the second stage, preponderance
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of e-mail document is factored in to endow weighted value by attribute to con-
duct feature extraction. E-mail document is comprised of title and main text,
and expanded Naive Bayesian Classifier is applied to endow greater weight on
the title, compared to main text. In the third stage, presumptive algorithm that
conducts rule generation is cited as a decision factor for accuracy level of docu-
ment classification. The role of this algorithm is to form ultimate rule by using
learning document set, selected by configuration method for learning document
set, and applies Naive Bayesian algorithm that uses dynamic threshold [1].

2 Preprocessing Process of E-Mail Document

The First of all, preprocessing process for the feature extraction removes special
symbol, which is an unnecessary element when expressing document information.
Then, classification into title and main text takes place, and token is generated
and then aligned. During this stage, 1-byte symbol and tag are removed. As
for the subsequent stage, the preprocessing stage loads user dictionary on the
representative word, an expression that standardizes expressions that belong to
abbreviation, slang and specific se, and maintains it at an aligned state.

In the subsequent stage, e-mail document that underwent vectoring, result-
ing from the removal of unnecessary symbol and tag information, and loaded
user dictionary are mapped to convert non-standardized terms that appear on
e-mail document into standardized terms. Extraction of characteristics is exe-
cuted through subsequent Fig.1 in next page. This research extracts token of
the title separately as index word, and assigns weighted value, using the method
recommended in this research.

In this stage, non-standardized terms that appear on e-mail document are
converted into standardized terms by mapping e-mail document that underwent
vectoring, resulting from the removal of unnecessary symbol and tag information,
and loaded user dictionary. In the feature extraction stage, learning document
set, developed as mentioned above, is expressed into vector whereby the learning
document set is quantified.

This is obtained by the tf-idf value that is calculated based on the total
number of documents where frequency and index of the extracted index word
that appear on document in turn appear. tf-idf is the module that expresses
keyword set into quantified vector, and it is the method that is used on most of
information search systems or document classification systems.

3 A Three-Step Preprocessing Algorithm

3.1 Uncertainty Based Sampling Algorithm

Active learning algorithm is added onto the learning document set that is nec-
essary for rule generation by selecting document with large amount of informa-
tion from the overall document set. Effectively developed rule plays the most
important role in increasing accuracy level during classification. Accordingly,
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Fig. 1. Feature Extraction Algorithm

learning document set is considered critical for rule generation. Uncertainty
based sampling algorithm is applied at this time. In other terms, there are many
diverse standards for judging document with large amount of information among
active learning algorithms. Among them, use of the concept of uncertainty is
representative[2].

Therefore, this research defined learning document by using MAD. In this
measured value, uncertainty is measured by using the distance between above
defined values of P (c|x) and these values’ average μ. This is defined as follows.

UMAD(x) =
1
|c|

|c|∑
i=1

(P (ci|x)− μ), μ =
1
|c|

|c|∑
i=1

P (ci|x) (1)

UMAD(x) refers to the average distance that showcases the deviation of these
values from their average when it comes to the probability, subject to each cate-
gory, or member values of document x. Thus, uncertainty is greater as UMAD(x)
is lower, and vice versa. Here, average standard deviation of documents that are
considered candidate for learning document is calculated, and the learning doc-
ument is selected with priority set of documents with lower value. The results
of this experiment are shown in their entirety in Chapter 4.
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3.2 Weighted Value Assigning Method

Weighted value is assigned by factoring in the e-mail document’s characteristics
during the subsequent stage after learning document is selected by using the
algorithm mentioned above. In other terms, weighted value assigning method
by attribute is used to decide whether to assign weighted value on the title
that stands multifold compared to the main text during the feature extraction.
As for the method of assigning weighted value, assumption is made based on
Naive Bayesian Classifier to assert that all attribute values are independent,
and that they will exert comparable level of influence in the classification for the
application. Existing Naive Bayesian Classifier is expanded as follows in order
to assign separate weighted value by each attribute that is in the title.

VNB = argmaxcj∈C{P (cj)
∏

i

P ((ak, vi) | Cj)} (2)

sak signifies attribute values where applicable vi belong, and it is materialized
as follows to assign weighted value to each attribute.

P (vi | cj , ak)P (ak) ←
n(ak, l) + 1

nak
+ |Docsak

| × wsak
(3)

nak
refers to the total number of keyword related to the all attribute values that

is applicable to the attribute ak when it comes to the mail document that is in-
cluded in the category cj whining the entire mail document of the learning data.
Docsak

refers to the number of all keyword attribute values that are selected
within the mail document in order to represent classification when it comes to
attribute ak. n(ak, l) shows the frequency of appearance of the attribute values
keyword vi that belongs to the attribute ak within the category cj whereas wsak

manifests the individual weighted value for attribute ak.

3.3 Dynamic Threshold

In this research, e-mail document classification process based Bayesian learning
method, a representative supervised learning algorithm, for document classifica-
tion [3]. Here, supervised learning refers to the learning method that produces
a more effective result for subsequent training by setting the objective that en-
ables assessing how well each factor is executed in learning stage, and whether
it acted correctly. Measurement of difference between output and target value
is used often for the supervised learning training method. This is usually re-
ferred to as error rate, and effort is made to approach closer to the objective
by measuring the increasebackslashdecrease of this error rate in the subsequent
training. This algorithm is appropriate for the classification model, and applies
to the feedforward paradigm.

In most systems, document, targeted for classification is classified into the
category that assumes the highest probability value. However, this research con-
verts fixed threshold T that was used in the existing Bayesian algorithm into
dynamic threshold T

′
[1].
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We already demonstrated improved performance in the research [1] that pre-
ceded this research. In other terms, exiting fixed threshold that is used is Naive
Bayesian algorithm is improved into a more dynamic threshold to increase filter-
ing’s accuracy level. Here, dynamic threshold is applied during the classification
stage after applying the two preprocessing algorithm of the previous section.

4 Experiment and Results Analysis

The Performance evaluation of this research is to be applied onto e-mail docu-
ment [4]. Thus, it is necessary to check precision rate and recall rate first, and
then conduct experiment to check whether classification into the applicable cat-
egory is appropriate when it comes to the contents of mail. Here, F1measure
value is used to evaluate appropriateness of each category on an individual ba-
sis. Macro-averaging method is used to evaluate average performance of all cat-
egories. In this formula, recall, precision, and measure value are calculated for
each category, and their average is calculated to evaluate the performance of the
entire document classification system.

Table 1. Comparison of F1 Measure Value during Preprocessing Algorithm Application

Table 1 shows the value that is calculated by using resume rate and accuracy
rate for each category, and shows the improvement rate. As Table 1 shows,
F1(BA) is the value that results from using the existing Bayesian algorithm
while F1(SA) is the sampling algorithm that results when learning document
is selected. F1(WV) results when weighted value is assigned by attribute, and
F1(DT) is the value that results after applying active threshold. For each stage,
performance improved by 0.2%, 0.6%, and 1.1%, each, and it is possible to
witness that the results improved by 1.9% when all three stages of preprocessing
algorithm applied.
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5 Conclusion

This research subjects mail document to the application of text classification
to increase e-mail accuracy level of document classification, and suggests pre-
processing algorithm into three stages to prevent incorrect classification. In the
learning document stage, documents with extensive amount of information are
used to conduct sampling algorithm, using MAD. In the subsequent feature
extraction stage, weighted value assigning algorithm by each attribute is con-
ducted to classify weighted value of the title. Lastly, Bayesian algorithm based
on the use of dynamic threshold is used during actual document classification.
It is possible to manage the mail system with increased convenience if mails are
classified into more accurate categories by applying general document classifica-
tion system onto mail documents. Thus, the e-mail application system based in
the use of preprocessing algorithm, proposed by this research, will be used very
resourcefully.
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Abstract. A failure detection method based on fuzzy comprehensive evaluation 
for integrated navigation systems was presented in this paper. By using fuzzy 
comprehensive evaluation, this method judged the measured data of every sub-
system of a Kalman filter comprehensively in order to determine their states. 
This method overcame some shortcomings of conventional failure detection 
methods. At last, the contrastive experiment among this method, chi-square test 
and the method of data change rate has indicated that chi-square test could rec-
ognize the larger outliers, but couldn’t detect the lesser, that the method of data 
change rate couldn’t deal with the longtime continuous failures, and that the 
method based on fuzzy comprehensive evaluation could recognize all of the 
failures. So it was a quite practical method.  

1   Introduction 

How to enhance the performance of integrated navigation systems effectively has 
become a significant research subject at present [1~3]. Failures may arise during 
acquiring data due to some uncertain factors in integrated navigation systems, such 
as imprecise sensors, environment noise and contrived disturbance. If they are ap-
plied to integrated navigation systems, those wrong data will degrade the accuracy 
of them. Therefore, the subsystems with failures must be isolated in time, so that 
the integrated navigation systems work well. There are several methods to detect 
failures for integrated navigation systems, such as chi-square test, the method of 
data change rate and so on[4]. This paper presents a novel failure detection method 
based on fuzzy comprehensive evaluation, and then compares it with conventional 
methods. An experiment on an integrated GPS/INS navigation system is performed 
in the end.  
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2   Two Conventional Failure Detection Methods 

2.1   Chi-Square Test  

Chi-square test is one of conventional failure detection methods for integrated naviga-
tion systems[5]. This method doesn’t concern with the reason of failures, and it only 
judges validity of measured data. Therefore, it is suitable for system-class failure 
detection and isolation. Chi-square test includes state chi-square test and residual error 
chi-square test. In this paper, the latter is used.  

In an integrated navigation system, every local filter is an independent Kalman filter. 
When local filters work properly, the residual error is zero-mean white Gauss noise,  

)/1(ˆ)1()1()1(
~

kkXkHkZkZ ++−+=+  . (1) 

Its variance is 

)1()1()/1()1()1(~ +++++=+ kRkHkkPkHkP T
Z

 . (2) 

When the system goes wrong, the mean value of )1(
~ +kZ  won’t be zero any longer. 

So it is possible to judge whether the system has failures or not by the mean value of 
)1(

~ +kZ . 

2.2   The Method of Data Change Rate  

The main idea of the method of data change rate is to use the change rate of the ac-
quired data as detection criteria[6]. The algorithm is showed below: 

(1) First, according to the set of the given data, calculate the data change rate by using 
the equation 

TkDatakDatakRate /))1()(()( −−= . (3) 

where T is the sampling period. 
(2) Then sort the data change rate by value, weed out the largest and the smallest, and 
average the rest as the initial value of the data change rate. 
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(3) If SectNk > , calculate the average of data change rate according to the equa-
tion (5) while calculating the data change rate at k. 

SectNSectNkRatekRatekRateAvekRateAve /))1()(()1()( −−−+−=  . (5) 

(4) Definite two data zones, )()( BThrAThr :  

|))10(|,|,)1(max(|)( −−= kRateAvekRateAveBThr  . (6) 

)(*3)( BThrAThr =  . (7) 

The data will be considered to be invalid if the current data change rate exceeds the 
maximal value of the average change rate of the 10 anterior data, that is, the two self-
adaptive data zones are used as the criteria to judge failures. 
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3   The Method Based on Fuzzy Comprehensive Evaluation 

The method based on fuzzy comprehensive evaluation is a detection method for 
multi-proposition. Firstly, select the fuzzy variable set that consists of measured vari-
ables of a local filter, such as longitude, latitude, easterly speed and northerly speed of 
GPS. Define the fuzzy variable set as U={u1,u2,…,uk,…,un}, in which uk is the No. k 
fuzzy variable.  

The weight set of the above fuzzy variable set is A
~

=(a1,a2,…,ak,…,an) where ak 
is the weight of the No. k fuzzy variable uk , specify  

1
1

=
=

n

k
ka   .  

How to select  ak  is according to the importance of the No. k variable for the judg-
ment result. Therefore, according to the character of modern sensors, we usually se-

lect naaaa 321 >>>> , and weights of the last several variables are all lesser. ak 

should be changeable in order to represent the importance of each fuzzy variable and 
the influence of the actual environment on sensors. Furthermore, wrong judgments 
and missed judgments should be avoided. 

Secondly, we fuzzificate the variables of the fuzzy variable set. nμμμ ,,, 21  

are used to represent the supporting degree of the measured data being right respec-

tively, here 10 << iμ . We select the triangular membership function shown in 

Figure1. 

 

Fig. 1. Triangular Membership Function 
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The formula is  
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−
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)(μ   . (8) 

Here u that can be determined by prior knowledge is the basis of calculating the 
degree of membership. m is the boundary of a fuzzy subset, and it is adjusted 
adaptively according to specific applications. 

When the detection method based on fuzzy comprehensive evaluation is applied, 
an evaluation set and a single variable judgment matrix must be defined besides the 
fuzzy variables set U={u1,u2,…,uk,…,un}.  

If a judgment result is divided into m levels, the set that consists of these m results 
is called as the evaluation set. so we have 

 },,,{ 21 mV υυυ=  . (9) 

Here ),,2,1( mll =υ  is the judgment result of the No. l level. In fact, the judg-

ment result of any datum is a subset of },,,{ 21 mV υυυ= . 

The fuzzy relational matrix defined on the direct product of sets VU ×  from U to 

V is 
mnklrR ×= )( . Where, klr is the possibility of being the No. l judgment result when 

the No. k variable is considered, and R is called as the evaluation set. We have 

nkrrrR kmkkk ,,2,1),,,( 21 ==  .  

where Rk , the judgment result of a single variable for the fuzzy variable ku , is called 

as single variable judgment matrix. The comprehensive judgment process is a synthe-
sis operation that combines the weight set A with the single variable judgment matrix 
R. Given ∈A (U) ∈R ∈A (U×V), the fuzzy set B of  judgment levels on V is 
obtained from their synthesis operation, 

),,,( 21 mbbbRAB ==  . (10) 

Here “ ”denotes the synthesis operation. mlbl ,,2,1, = , denotes the degree of 

membership for the No. l level lυ . 

If },,2,1{ ml ∈∃ , we have  

},,,max{ 21 ml bbbb =  . (11) 

Then the judgment result is the No. l level according to the principle of maximal de-
gree of membership. 

There are a variety of models for the synthesis operation of equation (11). In this 
paper, the evaluation set V only has both two judgment results: right and wrong. The 
fuzzy variables set U consists of latitude, longitude, easterly speed and northerly 
speed, all of which can be considered to be uncorrelated with each other, so all vari-
ables can get the same weight. For the specific case in this paper, the weighted aver-
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age model is selected. The weighted average model is carried out according to the 
algorithm of general matrixes in linear algebra, i.e. 

=

=
n

k
blkl rab

1
 . (12) 

4   The Comparative Experiment of Three Detection Methods 

An integrated GPS/INS navigation system was used in this experiment, GPS and INS 
of which were integrated as a loose coupling mode. The INS acted as the primary 
subsystem, and the GPS as the auxiliary subsystem. 2000 groups of initial data includ-
ing longitudes, latitudes, easterly speed and northerly speed of GPS and INS were 
collected, and the sampling period was one second. Longitude data and latitude data 
were showed in this paper, but easterly speed data and northerly speed data were not. 
Figure 2 was the initial longitude of the INS, and figure 3 was its initial latitude. Figure 
4 was the initial longitude of GPS, and figure 5 was its initial latitude. Figure 6 was the 
longitude fused by Kalman filter, and figure 7 was the latitude fused by Kalman filter. 

 

Fig. 2. Initial Longitude of The INS 

 

Fig. 3. Initial Latitude of The INS 
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The effect of failure detection methods was demonstrated by modifying collected 
data of the GPS. Set the 500th longitude, latitude, easterly speed and northerly 
speed of the GPS to zero in order to simulate independent large outliers. Set the 
1000th  longitude  of  the  GPS to 126.6310 degree, and keep rest data unchanged in  

 

Fig. 4. Initial Longitude of The GPS 

 

Fig. 5. Initial Latitude of The GPS 

 

Fig. 6. Longitude Fused by Kalman Filter 
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order to simulate a small outlier caused by soft-faults. Set all the measured data 
from the 1400th to the 1600th to zero in order to simulate the longtime continuous 
failures. Figure 8 was the modified longitude of GPS, and figure 9 was its modified 
latitude. 

 

Fig. 7. Latitude Fused by Kalman Filter 

 

Fig. 8. Modified Longitude of the GPS 

 

Fig. 9. Modified Latitude of the GPS 
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Figure10 to figure 15 were the longitude and latitude fused by Kalman filter after 
failures were detected by three methods respectively. Figure 10 and figure11 were the 
results after residual error chi-square test was applied, in which it was obvious that the 
larger outliers could be recognized while the lesser could not. Figure 12  and figure 13  

 

Fig. 10. Fused Longitude after Chi-Square Test was applied 

 

Fig. 11. Fused Latitude after Chi-Square Test was applied 

 

Fig. 12. Fused Longitude after the Method of Data Change Rate was applied 
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were the results after the method of data change rate was applied, which showed that 
the failure couldn’t be recognized from the 1400th to the 1600th second because the 
method couldn’t deal with the longtime continuous failures. Figure14 and figure15 
were the results after the method based on fuzzy comprehensive evaluation was ap-
plied, which overcame the shortcomings of the above two methods. 

 

Fig. 13. Fused Latitude after the Method of Data Change Rate was applied 

 

Fig. 14. Fused Longitude after Method Based on Fuzzy Comprehensive Evaluation was applied 

 

Fig. 15. Fused Latitude after Method Based on Fuzzy Comprehensive Evaluation was applied 
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5   Conclusion 

This paper presented a novel failure detection method based on fuzzy comprehensive 
evaluation for integrated navigation systems, and compared it with residual error chi-
square test and the method of data change rate on an integrated GPS/INS navigation 
system. The experiment result indicated that residual error chi-square test could rec-
ognize the larger outliers, but couldn’t detect the lesser. The method of data change 
rate couldn’t deal with the longtime continuous failures. The method based on fuzzy 
comprehensive evaluation overcame these shortcomings and had the simple algo-
rithm, so it is quite practical for integrated navigation systems. 

References 

1. He Xiufeng, Chen Yongqi: Application of Interval Kalman Filter to an Integrated GPS/INS 
System. Transactions of Nanjing University of Aeronautics and Astronautics, Nanjing, 
Vol.16(1).  (1999) 39-45 

2. N. A. Carlson: Federated Kalman Filter Simulation Results. Journal of the Institute of Navi-
gation, Vol.41(3). (1994) 297-321. 

3. N.A.Carlson: Federated Filter For Failure-tolerant Integrated Navigation System. Proc-
essing of IEEE Position Location and Navigation Symposium, Orlando, Florida, (1988) 
110-119 

4. J.C.Mcmillan: Techniques for Soft-Failure Detection in a Multi-Sensor Integrated System. 
Journal of Navigation, Vol.40(3). (1993)227-248 

5. Ren. D. Failur: Detection of Dynamic Systems with the State Chi-Square Test. Journal of 
Guidance, Control and Dynamics, Vol.17(2). (1994)271-277 

6. Zhu Rongsheng, Shi Xiaocheng: The Algorithm of Weeding Out Failure Data in GPS Data 
Processing. Journal of Chinese Inertial Technology, Vol.8(2). (2000)27-30 



L. Wang and Y. Jin (Eds.): FSKD 2005, LNAI 3614, pp. 577 – 580, 2005. 
© Springer-Verlag Berlin Heidelberg 2005 

Product Quality Improvement Analysis Using Data 
Mining: A Case Study in Ultra-Precision Manufacturing 

Industry 

Hailiang Huang1 and Dianliang Wu2 

1 School of Information Management, Shanghai University of Finance & Economics, 
Guoding Road 777, 200433 Shanghai, China  

hlhuang@mail.shufe.edu.cn 
2 School of Mechanical Engineering, Shanghai Jiaotong University,  

200030 Shanghai, P.R. China 

Abstract. This paper presents an analysis of product quality improvement in ul-
tra-precision manufacturing industry using data mining for developing quality 
improvement strategies. Based on 11320 ultra-precision optical products that 
were produced from the study factory during the period of June 1 and   August 
31, 2004, important factors impacting the product quality were identified via the 
decision tree method for data mining. Findings showed that the important fac-
tors for the percentage of defectives were type of processing chain, precision 
requirement, product classes, and raw material. The optimum range of target 
group in production quality indicators was identified from the gains chart. 

1   Introduction  

An increasing concern with improving the product quality has led to the adoption of 
quality improvement approaches in manufacturing industry. These include “total 
quality management” (TQM)[1] and “continuous quality improvement” (CQI)[2].  

In the ultra-precision manufacturing (UPM) industry in China, quality assurance 
(QA) activity has been launched since 1990s in most state-owned factories. Many 
UPM companies have developed their own quality improvement (QI) standard and 
established special QI department for QA activities. But because of inadequate utili-
zation of QI evaluation results and feedback, heavy workloads, and lack of motivation 
of this endeavor, CQI has not been successfully implemented in most companies. 
Therefore, there is a need for a decision support system (DSS) that provides quality 
assessment/feedback information to support the CQI process.  

Data mining (DM) is defined as a sophisticated data search capability that uses sta-
tistical algorithms to discover patterns and correlations in data [3]. In this case, DM 
method was employed to identify patterns or rules about various quality problems 
from the production-oriented data warehouse. 

2   Data Mining Methods  

The subjects were 11320 ultra-precision optical products that were produced from the 
study factory during the period of June 1 and 31 August, 2004. Of several quality 



578 H. Huang and D. Wu 

indicators used in the factory, we focused on the percentage of defectives (POD) of 
product surface for the decision tree analysis of the influencing factors for quality. 
Product characteristics such as raw material, product classes, type of processing 
chain, precision requirements were used in the analysis.  

The decision tree was used in the analysis of the factors influencing POD. In our 
example, the decision tree categorizes the entire subjects according to whether or not 
they are likely to raise defectives. Chi-squared automatic interaction detection 
(CHAID) and C5.0 are two popular decision tree inducers, based on the ID3 classifi-
cation algorithm [4].  

3   Results  

Among the 11320 products, 6490 (57.3%) were glass-based and 4830 (42.7%) were 
aluminum-based. Products with precision requirement Ra0.02μm were almost 2 times 
(7457) more than those of Ra0.01μm (3863). The complete descriptive statistics are 
shown in Table 1. 

Table 1. Characteristics of study subjects 

Characteristics Value Frequency % 
Raw material Glass-based 6490 57.3 
 Aluminum-based 4830 42.7 
Precision requirement Ra0.02μm 7457 65.9 
 Ra0.01μm 3863 34.1 
Type of process chain Grinding only 4754 42.0 
 Grinding + Lapping 3357 29.7 
 Grinding + Lapping + Ultra-

sonic processing 
3209 28.3 

Product class Optical substrate 4221 37.3 
 Particular-use lens 2576 22.8 
 Common lens 1285 11.4 
 Hard-disk components 1104 9.8 
 Laser-disk components 990 8.7 
 Digital camera components 734 6.5 
 Miscellaneous 410 3.5 
 Total 11320 100 

The decision tree for POD had 21 statistically significant nodes at 5% level, which 
are depicted in Fig. 1. Among 11320 products, 208 (1.84%) had surface defectives. 
The most significant factor explaining the POD was process chain type. Precision 
requirement was the next significant factor, followed by the product class.  

Each node depicted in the decision tree can be expressed in terms of an ‘if-then’ 
rule, as follows: 

 



 Product Quality Improvement Analysis Using Data Mining 579 

Cat.     %______Num.
    0     98.66    3312

 1      1.34      45
  Total   (29.66)   3357

Cat.     %______Num.
    0     99.03    3178

 1      0.97      31
  Total   (28.34)   3209

Cat.     %______Num.
    0     97.22    4622

 1      2.78     132
  Total   (42.00)   4754

Cat.     %______Num.
    0     98.16   11112

 1      1.84     208
  Total   (100.00) 11320

Cat.     %______Num.
    0     97.55    2430

 1      2.45      61
  Total   (22.01)   2491

Cat.     %______Num.
    0     96.86    2190

 1      3.14      71
  Total   (19.97)   2261

Process chain type

Grinding only Grinding + Lapping Grinding + Lapping+ Ultrasonic processing

POD

Precision Requirement

Ra0.02μm Ra0.01μm

Cat.     %______Num.
    0     97.50    1288

 1      2.42      32
  Total   (11.66)   1320

Cat.     %______Num.
    0     96.85     585

 1      3.15      19
  Total    (5.34)    604

Cat.     %______Num.
    0     96.69     934

 1      3.41      33
  Total    (8.54)    967

Product Class Product Class

Common lens Optical substrate Hard-disk components

Cat.     %______Num.
    0     98.76    3188

 1      1.24      40
  Total   (28.52)   3228

Cat.     %______Num.
    0     96.12     122

 1      3.88       5
  Total   (1.14)     129

Precision Requirement

Ra0.02μm Ra0.01μm
Cat.     %______Num.

    0     98.78    1455
 1      1.22      18

  Total    (13.01)  1473

Cat.     %______Num.
    0     96.12    1725

 1      0.75      13
  Total    (15.35)  1738

Ra0.01μm Ra0.02μm

Cat.     %______Num.
    0     97.65     791

 1      2.35      19
  Total    (7.16)    810

Cat.     %______Num.
    0     97.82     718

 1      2.18      16
  Total    (6.48)    734

Product Class Product Class

Optical substrate Digital camera components
Cat.     %______Num.

    0     94.94      75
 1      5.06       4

  Total    (0.70)     79

Product Class

Particular-use lens 

Precision Requirement

(19)(18)(13) (14) (15) (21)

 

Fig. 1. Decision tree for POD 

/*Node 18*/ 

If (process chain is Grinding + lapping) and (precision 
requirement is Ra 0.02μm) and (product class is particu-
lar-use lens), then the POD = 5.06% 

The gains chart produced by the decision tree can be used for developing quality 
improvement strategies. As shown in Table 2, there are two parts of the gains chart: 
node-by-node statistics and cumulative statistics. The gains chart shows the nodes 
sorted by the percentage of cases in the target category for each node (gain percent-
age). The first node in the table, node 13, contains 33 defective cases out of 967 sub-
jects, or gain percentage is 3.41%. The index percentage shows how the proportion of 
POD for this particular node compares to the overall POD. For node 13, the index 
score was 185.5%, meaning that the proportion of respondents for this node is about 2 
times the POD for the overall sample.  

The cumulative statistics can show us how well we do in finding defective product 
cases by taking the best segments of the sample. If we take only the best node (node 
13), we reach 15.87% (respondent percentage) of all defective cases by targeting only 
8.54% (node percentage) of the sample. Similarly, if we include the second best node 
as well (node 15), then we get 25.0% of the defective cases from only 13.9% of the 
sample. 

The gains chart can also provide valuable information about which segments to tar-
get and which to neglect. We might base the decision on the number of prospects we 
want, the desired POD for the target sample, or the desired proportion of overall POD 
we want to reach. In this example, suppose we want to investigate the cases with an 
estimated POD of at least 3%. To achieve this, we would focus on the first three 
nodes with a gain percentage greater than 3%, namely, node 13, 15, and 18. 
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Table 2.  Gains chart for inpatient mortality 

Node-by-node Cumulative 

Rule Node 
Node  
Num. 

Node  
(%) 

Resp. 
Num. 

Resp.  
(%) 

Gain  
(%) 

Index  
(%) 

Node 
 (%) 

Resp 
 (%) 

Gain 
 (%) 

1 13 967 8.54 33 15.87 3.41 185.47 8.54 15.87 3.41

2 15 604 5.34 19 9.14 3.15 170.96 13.88 25.00 3.31
3 14 1320 11.66 32 15.38 2.42 131.75 25.54 40.38 2.91
4 19 810 7.16 19 9.13 2.35 127.48 32.69 49.52 2.78
5 21 734 6.48 16 7.69 2.18 118.47 39.18 57.21 2.68
6 18 79 0.70 4 1.92 5.06 275.18 39.88 59.13 2.72
7 16 3510 31.01 47 22.60 1.34 72.77 70.88 81.73 2.12
8 4 2334 20.62 27 12.98 1.16 62.87 91.50 94.71 1.90
9 20 962 8.50 11 5.288 1.14 62.14 100.00 100.00 1.84

4   Conclusions 

This study presents an analysis of product quality indicators using data mining for 
quality improvement. Important factors influencing the percentage of defective were 
identified using decision tree method based on 11320 ultra-precision optical products 
that were produced from the study factory during 3 months period. Findings showed 
that the important factors for the percentage of defectives were type of processing 
chain, precision requirement, product classes, and raw material. The optimum range 
of target group in production quality indicators was identified from the gains chart 
produced by decision tree. The cumulative statistics in the gains chart show us how 
well we do at finding defective products by taking the best segments of the sample.  
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Abstract. Intrusion detection is a critical component of secure informa-
tion system. Recently applying artificial intelligence, machine learning
and data mining techniques to intrusion detection system are increas-
ing. But most of researches are focused on improving the classification
performance of classifier. Selecting important features from input data
lead to a simplification of the problem, faster and more accurate detec-
tion rates. Thus selecting important features is an important issue in
intrusion detection. Another issue in intrusion detection is that most of
the intrusion detection systems are performed by off-line and it is not
proper method for realtime intrusion detection system. In this paper, we
develop the realtime intrusion detection system which combining on-line
feature extraction method with Least Squares Support Vector Machine
classifier. Applying proposed system to KDD CUP 99 data, experimental
results show that it have remarkable feature feature extraction and clas-
sification performance compared to existing off-line intrusion detection
system.

1 Introduction

Computer security has become a critical issue with the rapid development of
business and other transaction systems over the internet. Intrusion detection is
to detect intrusive activities while they are acting on computer network systems.
Most intrusion detection systems(IDSs) are based on hand-crafted signatures
that are developed by manual coding of expert knowledge. These systems match
activity on the system being monitored to known signatures of attack. The ma-
jor problem with this approach is that these IDSs fail to generalize to detect
new attacks or attacks without known signatures. Recently, there has been an
increased interest in data mining based approaches to building detection models
for IDSs. These models generalize from both known attacks and normal behav-
ior in order to detect unknown attacks. They can also be generated in a quicker
and more automated method than manually encoded models that require dif-
ficult analysis of audit data by domain experts. Several effective data mining
� This study was supported by a grant of the Korea Health 21 R&D Project, Ministry
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techniques for detecting intrusions have been developed[1][2][3], many of which
perform close to or better than systems engineered by domain experts.

However, successful data mining techniques are themselves not enough to
create effective IDSs. Despite the promise of better detection performance and
generalization ability of data mining based IDSs, there are some difficulties in
the implementation of the system. We can group these difficulties into three gen-
eral categories: accuracy(i.e., detection performance), efficiency, and usability. In
this paper, we discuss accuracy problem in developing a real-time IDS. Another
issue in IDS is that it should operate in real-time. In typical applications of data
mining to intrusion detection, detection models are produced off-line because
the learning algorithms must process tremendous amounts of archived audit
data. These models can naturally be used for off-line intrusion detection. Effec-
tive IDS should work in real-time, as intrusions take place, to minimize security
compromises. Elimination of the insignificant and/or useless inputs leads to a
simplification of the problem, faster and more accurate detection result. Feature
selection therefore, is an important issue in intrusion detection.

Principal Component Analysis(PCA)[4] is a powerful technique for extract-
ing features from data sets. For reviews of the existing literature is described
in [5][6][7]. Traditional PCA, however, has several problems. First PCA requires
a batch computation step and it causes a serious problem when the data set
is large i.e., the PCA computation becomes very expensive. Second problem is
that, in order to update the subspace of eigenvectors with another data, we have
to recompute the whole eigenspace. Finial problem is that PCA only defines a
linear projection of the data, the scope of its application is necessarily somewhat
limited. It has been shown that most of the data in the real world are inherently
non-symmetric and therefore contain higher-order correlation information that
could be useful[8]. PCA is incapable of representing such data. For such cases,
nonlinear transforms is necessary. Recently kernel trick has been applied to PCA
and is based on a formulation of PCA in terms of the dot product matrix in-
stead of the covariance matrix[9]. Kernel PCA(KPCA), however, requires storing
and finding the eigenvectors of a N ×N kernel matrix where N is a number of
patterns. It is infeasible method when N is large. This fact has motivated the
development of on-line way of KPCA method which does not store the kernel
matrix. It is hoped that the distribution of the extracted features in the feature
space has a simple distribution so that a classifier could do a proper task. But
it is point out that extracted features by KPCA are global features for all input
data and thus may not be optimal for discriminating one class from others[9].
In order to solve this problem, we developed the realtime intrusion detection
system. Proposed real time IDS is composed of two parts. First part is used
for on-line feature extraction. To extract on-line nonlinear features, we propose
a new feature extraction method which overcomes the problem of memory re-
quirement of KPCA by on-line eigenspace update method incorporating with an
adaptation of kernel function. Second part is used for classification. Extracted
features are used as input for classification. We take Least Squares Support
Vector Machines(LS-SVM)[10] as a classifier. LS-SVM is reformulations to the
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standard Support Vector Machines(SVM)[11]. Paper is composed of as follows.
In Section 2 we will briefly explain the on-line feature extraction method. In
Section 3 KPCA is introduced and to make KPCA on-line, empirical kernel map
method is is explained. Proposed classifier combining LS-SVM with proposed
feature extraction method is described in Section 4. Experimental results to
evaluate the performance of proposed system is shown in Section 5. Discussion
of proposed IDS and future work is described in Section 6.

2 On-line Feature Extraction

In this section, we will give a brief introduction to the method of on-line PCA
alorithm which overcomes the computational complexity and memory require-
ment of standard PCA. Before continuing, a note on notation is in order. Vectors
are columns, and the size of a vector, or matrix, where it is important, is de-
noted with subscripts. Particular column vectors within a matrix are denoted
with a superscript, while a superscript on a vector denotes a particular observa-
tion from a set of observations, so we treat observations as column vectors of a
matrix. As an example, Ai

mn is the ith column vector in an m × n matrix. We
denote a column extension to a matrix using square brackets. Thus [Amnb] is an
(m× (n+ 1)) matrix, with vector b appended to Amn as a last column.
To explain the on-line PCA, we assume that we have already built a set of eigen-
vectors U = [uj ], j = 1, · · · , k after having trained the input data xi, i = 1, · · · , N .
The corresponding eigenvalues are Λ and x̄ is the mean of input vector. On-line
building of eigenspace requires to update these eigenspace to take into account
of a new input data. Here we give a brief summarization of the method which is
described in [12]. First, we update the mean:

x′ =
1

N + 1
(Nx+ xN+1) (1)

We then update the set of eigenvectors to reflect the new input vector and
to apply a rotational transformation to U . For doing this, it is necessary to
compute the orthogonal residual vector ĥ = (UaN+1 + x)− xN+1 and normalize
it to obtain hN+1 = hN+1

‖hN+1‖2
for ‖ hN+1 ‖2> 0 and hN+1 = 0 otherwise. We

obtain the new matrix of Eigenvectors U
′
by appending hN+1 to the eigenvectors

U and rotating them :
U ′ = [U, hN+1]R (2)

where R ∈ R(k+1)×(k+1) is a rotation matrix. R is the solution of the eigenprob-
lem of the following form:

DR = RΛ′ (3)

where Λ′ is a diagonal matrix of new Eigenvalues. We composeD ∈ R(k+1)×(k+1)
as:

D =
N

N + 1

[
Λ 0
0T 0

]
+

N

(N + 1)2

[
aaT γa
γaT γ2

]
(4)
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where γ = hT
N+1(xN+1 − x̄) and a = UT (xN+1 − x̄). Though there are other

ways to construct matrix D[13][14], the only method ,however, described in [12]
allows for the updating of mean.

2.1 Eigenspace Updating Criterion

The on-line PCA represents the input data with principal components ai(N) and
it can be approximated as follows:

x̂i(N) = Uai(N) + x̄ (5)

To update the principal components ai(N) for a new input xN+1 , computing
an auxiliary vector η is necessary. η is calculated as follows:

η =
[
UĥN+1

]T

(x− x′) (6)

then the computation of all principal components is

ai(N+1) = (R′)T
[
ai(N)

0

]
+ η, i = 1, · · · , N + 1 (7)

The above transformation produces a representation with k + 1 dimensions.
Due to the increase of the dimensionality by one, however, more storage is re-
quired to represent the data. If we try to keep a k-dimensional eigenspace, we
lose a certain amount of information. It is needed for us to set the criterion on
retaining the number of eigenvectors. There is no explicit guideline for retaining
a number of eigenvectors. Here we introduce some general criteria to deal with
the model’s dimensionality:

– Adding a new vector whenever the size of the residual vector exceeds an
absolute threshold;

– Adding a new vector when the percentage of energy carried by the last
eigenvalue in the total energy of the system exceeds an absolute threshold,
or equivalently, defining a percentage of the total energy of the system that
will be kept in each update;

– Discarding Eigenvectors whose Eigenvalues are smaller than a percentage of
the first Eigenvalue;

– Keeping the dimensionality constant.

In this paper we take a rule described in second. We set our criterion on
adding an Eigenvector as λ

′
k+1 > 0.7λ̄ where λ̄ is a mean of the λ. Based on this

rule, we decide whether adding u
′
k+1 or not.

3 On-line KPCA

A prerequisite of the on-line eigenspace update method is that it has to be applied
on the data set. Furthermore on-line PCA builds the subspace of eigenvectors on-
line, it is restricted to apply the linear data. But in the case of KPCA this data
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set Φ(xN ) is high dimensional and can most of the time not even be calculated
explicitly. For the case of nonlinear data set, applying feature mapping function
method to on-line PCA may be one of the solutions. This is performed by so-
called kernel-trick, which means an implicit embedding to an infinite dimensional
Hilbert space[11](i.e. feature space) F .

K (x, y) = Φ(x) · Φ(y) (8)

Where K is a given kernel function in an input space. When K is semi positive
definite, the existence of Φ is proven[11]. Most of the case ,however, the mapping
Φ is high-dimensional and cannot be obtained explicitly. The vector in the fea-
ture space is not observable and only the inner product between vectors can be
observed via a kernel function. However, for a given data set, it is possible to ap-
proximate Φ by empirical kernel map proposed by Scholkopf[15] and Tsuda[16]
which is defined as ΨN : Rd → RN

ΨN (x) = [Φ(x1) · Φ(x), · · · , Φ(xN ) · Φ(x)]T

= [K(x1, x), · · · ,K(xN , x)]T
(9)

A performance evaluation of empirical kernel map was shown by Tsuda. He shows
that support vector machine with an empirical kernel map is identical with the
conventional kernel map[17]. The empirical kernel map ΨN(xN ) ,however, do
not form an orthonormal basis in RN , the dot product in this space is not the
ordinary dot product. In the case of KPCA ,however, we can be ignored as
the following argument. The idea is that we have to perform linear PCA on
the ΨN (xN ) from the empirical kernel map and thus diagonalize its covariance
matrix. Let the N × N matrix Ψ = [ΨN (x1), ΨN (x2), . . . , ΨN (xN )], then from
equation (9) and definition of the kernel matrix we can construct Ψ = NK. The
covariance matrix of the empirically mapped data is:

CΨ =
1
N
ΨΨT = NKKT = NK2 (10)

In case of empirical kernel map, we diagonalize NK2 instead of K as in KPCA.
Mika shows that the two matrices have the same eigenvectors {uk}[17]. The
eigenvalues {λk} of K are related to the eigenvalues {kk} of NK2 by

λk =

√
kk

N
(11)

and as before we can normalize the eigenvectors {vk} for the covariance matrix
C of the data by dividing each {uk} by

√
λkN . Instead of actually diagonalize

the covariance matrix CΨ , the IKPCA is applied directly on the mapped data
Ψ = NK. This makes it easy for us to adapt the on-line eigenspace update
method to KPCA such that it is also correctly takes into account the centering
of the mapped data in an on-line way. By this result, we only need to apply the
empirical map to one data point at a time and do not need to store the N ×N
kernel matrix.
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4 Proposed System

In earlier Section 3 we proposed an on-line KPCA method for nonlinear fea-
ture extraction. Feature extraction by on-line KPCA effectively acts a nonlinear
mapping from the input space to an implicit high dimensional feature space. It
is hoped that the distribution of the mapped data in the feature space has a
simple distribution so that a classifier can classify them properly. But it is point
out that extracted features by KPCA are global features for all input data and
thus may not be optimal for discriminating one class from others. For classifi-
cation purpose, after global features are extracted using they must be used as
input data for classification. There are many famous classifier in machine learn-
ing field. Among them neural network is popular method for classification and
prediction purpose.

Input Data Feature Selection Classification

Training
    set

Test
 set

 Optimal
 Feature
Selection

Learning
    Set

Validation
    Set

Test Set

LS-SVM

Machine
Learning

Attacks

Normal

Result

Fig. 1. Overall structure of realtime based realtime IDS

Traditional neural network approaches, however have suffered difficulties with
generalization, producing models that can overfit the data. To overcome the
problem of classical neural network technique, support vector machines(SVM)
have been introduced. The foundations of SVM have been developed by Vapnik
and it is a powerful methodology for solving problems in nonlinear classifica-
tion. Originally, it has been introduced within the context of statistical learn-
ing theory and structural risk minimization. In the methods one solves convex
optimization problems, typically by quadratic programming(QP). Solving QP
problem requires complicated computational effort and need more memory re-
quirement. LS-SVM overcomes this problem by solving a set of linear equations
in the problem formulation. LS-SVM method is computationally attractive and
easier to extend than SVM. The overall structure and main components of pro-
posed system is depicted in Figure 1. Proposed real time IDS is composed of two
parts. First part is used for on-line feature extraction. To extract on-line nonlin-
ear features, we propose a new feature extraction method which overcomes the
problem of memory requirement of KPCA by on-line eigenspace update method
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incorporating with an adaptation of kernel function. Second part is used for clas-
sification. Extracted features are used as input for classification. We take Least
Squares Support Vector Machines(LS-SVM)[19] as a classifier.

5 Experiment

To evaluate the classification performance of proposed realtime IDS system,
we use KDD CUP 99 data[18]. The following sections present the results of
experiments.

5.1 Description of Dataset

The raw training data(kddcup.data.gz) was about four gigabytes of compressed
binary TCP dump data from seven weeks of network traffic. This was processed
into about five million connection records. Similarly, the two weeks of test data
yielded around two million connection records. A connection is a sequence of
TCP packets starting and ending at some well defined times, between which
data flows to and from a source IP address to a target IP address under some
well defined protocol. Each connection is labeled as either normal, or as an
attack, with exactly one specific attack type. Each connection record consists of
about 100 bytes. Attacks fall into four main categories:

– DOS: denial-of-service, e.g. syn flood;
– R2L: unauthorized access from a remote machine, e.g. guessing password;
– U2R: unauthorized access to local superuser (root) privileges, e.g., various

“buffer overflow” attacks;
– Probing: surveillance and other probing, e.g., port scanning.

It is important to note that the test data(corrected.gz) is not from the same
probability distribution as the training data, and it includes specific attack types
not in the training data. This makes the task more realistic. The datasets contain
a total of 24 training attack types, with an additional 14 types in the test data
only.

5.2 Experimental Condition

To evaluate the classification performance of proposed system, we randomly split
the the training data as 80% and remaining as validation data. To evaluate the
classification accuracy of proposed system we compare the proposed system to
SVM. Because standard LS-SVM and SVM are only capable of binary classi-
fication, we take multiclass LS-SVM and SVM. A RBF kernel has been taken
and optimal hyperparameter of multiclass SVM and LS-SVM[20] was obtained
by 10-fold cross-validation procedure. In [19] it is shown that the use of 10-fold
cross-validation for hyperparameter selection of SVM and LS-SVMs consistently
leads to very good results.
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In experiment we will evaluate the generalization ability of proposed IDS on
test data set since there are 14 additional attack types in the test data which
are not included int the training set. To do this, extracted features by on-line
KPCA will be used as input for multiclass LS-SVM. Our results are summarized
in the following sections.

5.3 Evaluate Feature Extraction Performance

Table 1 gives the result of extracted features for each class by on-line KPCA
method.

Table 1. Extracted features on each class by on-line KPCA

Class Extracted features
Normal 1,2,3,5,6,7,8,9,10,11,12,13,14,16,17,18,20,21,22,23,25,27,29,30,31,32,34,37,38,39,41
Probe 3,5,6,23,24,32,33,38
DOS 1,3,6,8,19,23,28,32,33,35,36,38,39,41
U2R 5,6,15,16,18,25,32,33,38,39
R2L 3,5,6,24,32,33,34,35,38

Table 2. Performance of proposed system using all features

Class Accuracy(%) Training Time(Sec) Testing Time(Sec)
Normal 98.55 5.83 1.45
Probe 98.59 28.0 1.96
DOS 98.10 16.62 1.74
U2R 98.64 2.7 1.34
R2L 98.69 7.8 1.27

Table 3. Performance of proposed system using extracted features

Class Accuracy(%) Training Time(Sec) Testing Time(Sec)
Normal 98.43 5.25 1.42
Probe 98.63 25.52 1.55
DOS 98.14 15.92 1.48
U2R 98.64 2.17 1.32
R2L 98.70 7.2 1.08

Table 2 shows the results of the classification performance and computing
time for training and testing data by proposed system using all features. Ta-
ble 3 shows the results of the classification performance and computing time
for training and testing data by proposed system using extracted features. We
can see that using important features for classification gives similar accuracies
compared to using all features and reduces the train, testing time. Comparing
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Table 2 with Table 3, we obtain following results. The performance of using the
extracted features do not show the significant differences to that of using all
features. This means that proposed on-line feature extraction method has good
performance in extracting features. Proposed method has another merit in mem-
ory requirement. The advantage of proposed feature extraction method is more
efficient in terms of memory requirement than a batch KPCA because proposed
feature extraction method do not require the whole N × N kernel matrix where
N is the number of the training data. Second one is that proposed on-line feature
extraction method has similar performance is comparable in performance to a
batch KPCA.

5.4 Suitable for Realtime IDS

Table 2 and Table 3 show that using extracted features decreases the training and
testing time compared to using all features. Furthermore classification accuracy
of proposed system is similar to using all features. This makes proposed IDS
suitable for realtime IDS.

5.5 Comparision with SVM

Recently SVM is a powerful methodology for solving problems in nonlinear clas-
sification problem. To evaluate the classification accuracy of proposed system it
is desirable to compare with SVM.

Table 4. Performance comparision of proposed method and SVM using all features

Normal Probe DOS U2R R2L
Proposed method 98.55 98.59 98.10 98.64 98.69

SVM 98.55 98.70 98.25 98.87 98.78

Table 5. Performance comparision of proposed method and SVM using extracted
features

Normal Probe DOS U2R R2L
Proposed method 98.43 98.63 98.14 98.64 98.70

SVM 98.59 98.38 98.22 98.87 98.78

The disadvantage of incremental method is their accuracy compared to batch
method even though it has the advantage of memory efficiency. According to
Table 4 and Table 5 we can see that proposed method has similar classification
performance compared to batch SVM. By this result we can show that pro-
posed realtime IDS has remarkable classification accuracy though it is worked
by incremental way.
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6 Conclusion and Remarks

In this paper, we present the realtime intrusion detection system. Applying ar-
tificial intelligence, machine learning and data mining techniques to intrusion
detection system are increasing. But most of researches are focused on improv-
ing the performance of classifier. These classifiers are performed by batch way
and it is not proper method for realtime IDS. Applying proposed system to KDD
CUP 99 data, experimental result shows that it has remarkable performance in
detection rate, computation time and memory requirement compared to off-line
IDS. Our ongoing experiment is that applying proposed system to more realistic
world data to evaluate the realtime detection performance.
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Abstract. We proposed a new algorithm SuffixMiner which eliminates the re-
quirement of multiple passes through the data when finding out all frequent 
itemsets in data streams, takes full advantage of the special property of suffix-
tree to avoid generating candidate itemsets and traversing each suffix-tree dur-
ing the itemset growth, and utilizes a new itemset growth method to mine all 
frequent itemsets in data streams. Experiment results show that the Suffix-
Miner algorithm not only has an excellent scalability to mine frequent itemsets 
over data streams, but also outperforms Apriori and Fp-Growth algorithms. 

1   Introduction 

A data stream is a continuous, huge, fast changing, rapid, infinite sequence of data 
elements. The nature of streaming data makes the algorithm which only requires 
scanning the whole dataset once be devised to support aggregation queries on de-
mand. In addition, this kind of algorithms usually owns a data structure far smaller 
than the size of whole dataset. As mentioned above, the single scan requirement of 
streaming data model conflicts with the demand of accurate result. Consequently, an 
estimation mechanism is proposed in the Lossy Counting algorithm [1] which is 
based on the well-known Apriori property [2] to harmonize such a conflict. Frequent 
itemsets in data streams are found when a maximum allowable errorε as well as a 
minimum support θ  is given. The information about the previous mining result is 
maintained in the lattice which contains a set of entries of the form (e,f, ) where e is 
an itemset,  f is the count of itemset e, and is the maximum possible error count of 
itemsets e. For each entry (e,f, )of an itemset e in lattice, if the itemset e is one of 
the itemsets identified by new transactions in the buffer, its previous count f  is incre-
mented by its count in new transactions. Subsequently, if the estimated count, f+ , is 
less than Nε ⋅ , such that N is the number of transactions, its entry is pruned from the 
lattice. On the other hand, when there is no entry in lattice for this new itemset e iden-
tified by the new transactions, a new entry (e,f, )is inserted into the lattice.  

                                                           
1  This work was supported by the Natural Science Foundation of China (Grant No. 60433020) 

and the Key Science-Technology Project of the National Education Ministry of China (Grant 
No. 02090). 
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Its maximum possible error ε is set to 'Nε ⋅  where 'N denotes the number of  
transactions that were processed up to the latest batch operation. Han et al. [3] devel-
oped a FP-tree-based algorithm, called FP-stream, to mine frequent itemsets at multi-
ple time granularities by a novel titled-time windows technique. 

2   SuffixMiner Algorithm 

SuffixMiner is single-scan algorithm which utilizes the suffix-forest and is also batch-
processed. As mentioned above, SuffixMiner chooses the suffix-forest to store the 
summary information of data streams. Now, we begin to explain our newly-devised 
algorithm step by step.  

SuffixMiner Algorithm 
Input: Minimal support thresholdθ , Maximal estimated possible errorε . 
Output: frequent itemsets in lattice. 

For each block of transactions in the data stream  

1. Construct the suffix-forest to store the summary information of streaming data; 
2. Generate frequent itemsets in the current batch of transactions from the suffix-forest by 

counter sequence and depth first itemset growth method. 
3. According to the estimation mechanism, insert the new frequent itemsets into the lat-

tice or update the frequency of old frequent itemsets already in the lattice. 
4. Pruning infrequent itemsets from the lattice based on the Apriori property. 

Before explaining how SuffixMiner to avoid traversing suffix-trees during the 
phase of itemset growth, let introduce an important property of suffix-tree first. 

Theorem 1: In the suffix-tree(Ii), its sub-tree whose root is Ik (k>i) must be a sub-tree 
of suffix-tree(Ik).  

Proof: In the suffix-tree(Ii), when constructing a branch of sub-tree whose root is Ik, 
SuffixMiner must deal with a certain suffix-set{Ii ,...,Ik, ,...,In}.Meanwhile, the suffix-
set {Ik, ,...,In}must appear together with this suffix-set{Ii ,...,Ik ,...,In}. Thus, Suffix-
Miner will construct a new branch of suffix-tree(Ik) to store the suffix-set {Ik ,...,In}, or 
insert it into an already existed branch in suffix-tree(Ik) by updating the frequency of 
nodes in that branch. Consequently, the theorem 1 is proofed. 

Based on theorem 1, we draw a conclusion: if a certain node(Ii) of suffix-tree(Im) 
has a corresponding node(Ii) in the suffix-tree(Ik), this node(Ii) must have an ancestor 
node(Ik) in the suffix-tree(Im). In order to recognize the corresponding identical nodes 
in different suffix-trees, we need to code all nodes of suffix-tree. SuffixMiner algo-
rithm endows every node of suffix-tree the same serial number as that of it which 
exists in the corresponding complete suffix-tree. The nodes of complete suffix-tree 
are coded by the depth first. According to the method for coding the nodes of suffix-
forest, in the suffix-tree(Ii), the serial number difference of node(In) and its ancestor 
node(In) is equal to the serial number of its corresponding node(In) in the suffix-
tree(Im). Consequently, we can use this relationship to identify whether two nodes in 
different suffix-trees are corresponding nodes.  
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Theorem 2: In an assumed suffix-tree(I1) with i kinds of child nodes{I2 ,…, Ii 1}, let 
f(Ii+1) and c(Ii+1) denote the frequency and the serial number of node(Ii+1) 
respectively. For each node(Ii+1) of suffix-tree(I1), if it has a corresponding node(Ii+1) 
in suffix-tree(Ik), the serial number of this node(Ii+1) is stored in the serial number set 
Ck(1<k<i+1). For all the nodes(Ii+1) of suffix-tree(I1), let the serial number set 

2 ... iC C C= . if C ≠ ∅ , the frequency of (i+1)-itemset{I1 ,…,Ii+1}= 1( )if I + , 

such that 1( )ic I C+ ∈ ; Otherwise, the frequency of (i+1)-itemset{I1 ,…,Ii+1} =0.  

Proof: In order to compute the frequency of (i+1)-itemset{I1 ,…, Ii+1}, we need to 
know all the nodes(Ii+1) are the common child nodes of node(I1),…, node(Ii) in the 
suffix-tree(I1). According to the conclusion of theorem 1 and the statement of theorem 
2, the set Ck stores serial numbers of nodes(Ii+1) which have nodes(Ik) as ancestor 
nodes. Given the set C, 2 ... iC C C= . So, if there is the occurrence of nodes(Ii+1) 
which are the common child nodes of node(I1),…, node(Ii), the serial numbers of these 
nodes(Ii+1) must be stored in the set C( C ≠ ∅ ). Subsequently, the frequency of (i+1)-
itemset{I1,,…,Ii+1} is equal to the sum of frequencies of nodes(Ii+1), i.e., 1( )if I + , 

such that 1( )ic I C+ ∈ . Otherwise, if the set C is empty(C= ∅ ), the frequency of (i+1)-
itemset{I1,,…, Ii+1}must be equal to zero. Consequently, the theorem 2 is proofed. 

Before detailing the counter sequence and depth first itemset growth method, we 
firstly describe two core operations of it.  
 
Insert Itemset Growth(IIG):When SuffixMiner has already computed the frequency 
of i-itemset{I1 ,…,Im,...,Ik}(k>m>i), through the operation of insert itemset growth, 
SuffixMiner will compute the frequency of (i+1)-itemset{I1 ,…,Ip , Im ,...,Ik}, such that 
Ip is newly inserted item (i<p<m<k).  
 
Replace Itemset Growth(RIG):When SuffixMiner has already computed the fre-
quency of i-itemset{I1 ,…,Im ,...,Ik}(k>m>i), through the operation of replace itemset 
growth, SuffixMiner will compute the frequency of i-itemset{I1 ,…,Ip,,...,Ik}, such that 
Ip is newly inserted item to replace the item Im (i<p<m<k).  

We stipulate that the priority of IIG operation is higher than RIG operation. We 
also stipulate that the sequence of newly-inserted item by both IIG and RIG opera-
tions is according to the counter item sequence. 

3   Experimental Evaluation 

We use synthetic data streams, T5.I4.D1000K and T10.I4D1000K, to simulate the 
stream environment. The default value of minimum support threshold θ  is 0.1%. The 
maximal estimated possible error threshold ε  is a tenth ofθ . Results indicate the 
excellent scalability of SuffixMiner algorithm. We also compare the performance of 
Apriori and FP-Growth algorithms with that of SuffixMiner algorithm. Since the 
dataset includes 100 items, so it simulates the environment of dense data stream, and 
the execution time of SuffixMiner algorithm does not vary a great extent whenθ  
varies. However, SuffixMiner still outperforms both Apriori and Fp-Growth algo-
rithms which can be downloaded in the web: http://www.cs.umb.edu /~laur/ARtool/. 
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4   Conclusion 

We present a single-scan algorithm which utilizes the special property of suffix-trees 
to mine frequent itemsets while it is unnecessary to traverse the suffix-trees. Our 
algorithm also adopts a novel itemset growth method to avoid generating any candi-
date itemset. Experiments confirm the excellent abilities of SuffixMiner algorithm. 
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Abstract. Very recently, Lee, Kim, and Yoo proposed a modified remote user 
authentication scheme using smart cards [Computer Standards and Interfaces 27 
(2) (2005) 181–183] to prevent the parallel session attack. In this paper, we 
demonstrate that Lee-Kim-Yoo’s scheme is vulnerable to a reflection attack. 
Therefore, an improved scheme is proposed to resolve previous problems. We 
conclude that our improved scheme not only withstands the reflection attack and 
the parallel session attack, but also is more efficient compared with 
Lee-Kim-Yoo’s scheme. 

1   Introduction 

In 2000, Sun [1] gave a remote user authentication scheme using smart cards. This 
scheme is very efficient because it only requires few hashing operations. In 2002, 
Chien, Jan, and Tseng [2] pointed out that Sun’s scheme cannot achieve mutual 
authentication and cannot let users freely choose their passwords. An improved 
scheme, Chien-Jan-Tseng’s scheme was therefore proposed. In addition, they provided 
that the following attributes are important for the remote user authentication scheme 
using smart cards: (1) No verification table. (2) Human-memorable password. (3) 
Mutual authentication. (4) Low cost. However, Hsu [3] showed that Chien-Jan-Tseng’s 
scheme succumbs to the parallel session attack. Very recently, Lee, Kim, and Yoo [4] 
proposed a modified scheme to cope with this security flaw. They claimed that their 
scheme not only prevents a variety of attacks, but also maintains Chien-Jan-Tseng’s 
desirable attributes. 

Unfortunately, we find that Lee-Kim-Yoo’s scheme is vulnerable to a reflection 
attack. That is, Lee-Kim-Yoo’s scheme violates Chien-Jan-Tseng’s desirable attribute 
of mutual authentication. Therefore, an improved scheme is proposed to overcome this 
severe weakness. 

2   Review of Lee-Kim-Yoo’s Scheme 

Lee-Kim-Yoo’s scheme consists of three phases: the registration phase, the login 
phase, and the verification phase. 
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2.1   Registration Phase 

Let x be the secret key maintained by the system, and h() be a secure cryptographic hash 
function. A remote user Ui and the system perform the following steps: 

Step R1. Ui submits his identity IDi and password PWi to the system for registration 
in a secure channel. 

Step R2. After verifying the qualification of Ui, the system computes Ri=h(IDi x)
PWi, where  denotes the bit-wise exclusive-OR operator. 

Step R3. The system stores h() and Ri into the memory of the smart card, and issues 
the smart card to Ui. 

2.2   Login Phase 

When Ui wants to login to the system, he inserts his smart card into the terminal, and 
enters his IDi and PWi. The smart card then performs the following steps: 

Step L1. Compute C1=Ri PWi. 
Step L2. Compute C2=h(C1 T1), where T1 is the current timestamp. 
Step L3. Send the message (IDi, T1, C2) to the system. 

2.3   Verification Phase 

After the authentication request message (IDi, T1, C2) is received, the system and Ui 

execute the following steps: 

Step V1. The system checks the validity of IDi, and verifies T2−T1 T, where T2 is 
the current timestamp when receiving the request message and T is the expected 
valid time interval for transmission delay. 

Step V2. The system computes C1 =h(IDi x), and verifies whether C2?=h(C1 T1). 
If not equal, then the system rejects Ui’s request; otherwise, the system accepts Ui’s 
request. 

Step V3. The system computes C3=h(h(C1 T3)), where T3 is the current timestamp. 
The system sends the message (T3, C3) to Ui. 

Step V4. Upon receiving the message (T3, C3), Ui verifies T4−T3 T, where T4 is 
the current timestamp when receiving the message. Then, Ui verifies whether 
C3?=h(h(C1 T3)). If equal, Ui believes that the system is authenticated. 

3   Reflection Attack on Lee-Kim-Yoo’s Scheme 

If an adversary has intercepted and blocked the message transmitting in the Step L3, i.e. 
(IDi, T1, C2), he can impersonate the system to send the fabrication message (T3

a=T1, 
C3

a=h(C2)) to Ui in the Step V3. Note that the adversary can easily skip the Step V1 and 
Step V2. Also note that Ui will accept any timestamp from the system that is within a 
window around the time on Ui’s local clock as long as the system has not used this 
particular time value before. As a result, Ui will be fooled into believing that the 

adversary is the system due to the fact that C3
a=h(C2)=h(h(C1 T1))=h(h(C1 T3

a)). 



598 D.-Z. Sun and Z.-F. Cao 

 

Since Ui cannot actually authenticate the system, Lee-Kim-Yoo’s scheme fails to 
provide mutual authentication as its authors claimed. Such a weakness may result in 
serious problems in some electronic commerceïapplications, e.g. when a user makes an 
electronic payment via a smart card. 

4   Our Improvement 

4.1   Our Improved Scheme 

We modify the verification phase of Lee-Kim-Yoo’s scheme as follows: 
After the authentication request message (IDi, T1, C2) is received, the system and Ui 

execute the following steps: 

Step V1. The system checks the validity of IDi, and verifies T2−T1 T, where T2 is 
the current timestamp when receiving the request message and T is the expected 
valid time interval for transmission delay. 

Step V2. The system computes C1 =h(IDi x), and verifies whether C2?=h(C1 T1). 
If not equal, then the system rejects Ui’s request; otherwise, the system accepts Ui’s 
request. 

Step V3. The system computes C3=h(C1   T3), where T3 is the current timestamp 
and  denotes the bit-wise exclusive-NOR operator. The system sends the message  
(T3, C3) to Ui. 

Step V4. Upon receiving the message (T3, C3), Ui verifies T4−T3 T, where T4 is 
the current timestamp when receiving the message. Then, Ui verifies whether C3?=h(C1

 T3). If equal, Ui believes that the system is authenticated. 

Other phases of our improved scheme are the same as those of Lee-Kim-Yoo’s 
scheme. 

4.2   Security Analysis 

Now, we analyze the security of our improved scheme as follows: 
To prevent the parallel session attack as described in [3], our improved scheme 

employs asymmetric structure to generate and verify C2 and C3. An adversary can 
obtain the valid message (T3, C3) during the Step V3, and impersonate Ui to send the 
fabrication login message (IDi, T1

a=T3, C2
a=C3) to the system in a new session of the 

Step L3. However, the system will terminate this new session in the Step V2 because 

C2
a=C3=h(C1 T3) h(C1 T3)=h(C1 T1

a). 
Unlike Lee-Kim-Yoo’s scheme, our improved scheme can withstand the reflection 

attack. Even if an adversary has intercepted and blocked the valid message transmitting 
in the Step L3, i.e. (IDi, T1, C2), he cannot impersonate the system to send the 
fabrication message (T3

a=T1, C3
a=C2) to Ui in the Step V3 due to the fact that 

C3
a=C2=h(C1 T1) h(C1 T1)=h(C1 T3

a). Furthermore, the adversary has no way to 
derive another valid message to cheat Ui because of the one-way property of the secure 
cryptographic hash function. 
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Our improved scheme is a modification of Lee-Kim-Yoo’s scheme. For this reason, 
the security analysis results in [4], except the point about the parallel session attack, 
also can be applied to our improved scheme directly. 

4.3   Comparison 

To be fair, we compare the implementation costs and security concerns of our improved 
scheme with those of two previous versions. Table 1 only lists the differences for 
simplicity. We can easily find that our improved scheme is as efficient as 
Chien-Jan-Tseng’s scheme. But, our improved scheme can overcome the reflection 
attack and the parallel session attack. 

Table 1. Comparsion among the similar remote user authentication schemes 

Schemes Computational cost 
(Smart card) 

Computational cost 
(System) 

Reflection 
attack 

Parallel 
session attack 

Our improved scheme 2 hash operations 3 hash operations Secure Secure 
Lee-Kim-Yoo’s scheme 3 hash operations 4 hash operations Insecure Secure 

Chien-Jan-Tseng’s scheme 2 hash operations 3 hash operations Insecure Insecure 

5   Conclusions 

Herein, we have showed that Lee-Kim-Yoo’s scheme is vulnerable to a reflection 
attack. And then, we have proposed an improved scheme to remove this security flaw. 
According to the security and efficiency analysis, it is obvious that the improved 
scheme maintains Chien-Jan-Tseng’s desirable attributes. Therefore, as a mutual 
authentication mechanism, our improved scheme is more suitable for real-life 
authentication applications than previous versions. 
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Abstract. Grapheme-to-phoneme (G2P) conversion is an important subcompo-
nent in many speech processing systems. The difficulty in Chinese G2P conver-
sion is to pick out one correct pronunciation from several candidates according 
to the context information such as part-of-speech, lexical words, length of the 
word, or position of the polyphone in a word or a sentence. By evaluating the 
distribution of polyphones in a large text corpus with correct pinyin transcrip-
tions, this paper points out that correct G2P conversion for 78 key polyphones 
greatly decrease the overall error rate. This paper proposed a fast Transforma-
tion-based error-driven learning (TBL) algorithm to solve G2P conversion. The 
correct rates of polyphones, which originally have high accuracy or low accu-
racy, are both improved. After compared with Decision Tree algorithm, TBL 
algorithm shows better performance to solve the polyphone problem. 

1 Introduction 

The ability to predict the pronunciation of a written word accurately is an important 
sub-component within many speech processing systems. This task is typically accom-
plished through explicit pronunciation dictionaries or Grapheme-to-Phoneme (G2P) 
rule sets. In most of the alphabetic languages such as English, the main problem G2P 
module is to generate correct pronunciations for words that are out of vocabulary 
(OOV). Many approaches for letter-to- phoneme conversion have been proposed [1][2]. 
However, unlike the OOV problem, the difficulty in Chinese G2P conversion is to 
pick out one correct pronunciation from several candidates according to the context 
information such as Part-Of-Speech, lexical words or position of the polyphone in a 
word or sentence. Traditionally, the commonly used method in most Mandarin TTS 
systems is to list as many as possible the words with polyphonic characters and their 
pronunciations into a dictionary. But such dictionary can not solve all the problems 
about polyphones, summarizing pronunciation rules according to the context is 
needed to handle more complicated problem. Recently, various data-driven methods 
including neutral network[3], decision trees[4][5], pronunciation-by-analogy models[6] 
and extended stochastic complexity methods[7] have been tried to solve this G2P  
problem. 
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In this paper, the TBL algorithm is proposed to solve the G2P problem in mandarin 
TTS system. As an automatic rule learning methods, it is proved to be efficient for 
short distance prediction. TBL is widely used in numerous tasks, including learning 
rules for part-of-speech tagging (Brill, 1995)[8], prepositional phrase attachment (Yeh 
& Vilain, 1998)[9] and grammatical relation extraction (Ferro, Vilain, & Yeh, 1999)[10] 
etc; Now we leverage it to solve the polyphone problem and receive great improve-
ments. Besides, a comparative experiment based-on decision tree is done using the 
same features and corpus that are used in TBL experiment. The decision tree is suc-
cessfully dealt with some similar problems like parsing (David M. 1995)[11], prosody 
labeling (Xijun Ma, 2003)[12] and phrase break prediction (Byeong chang Kim, 
2000)[13] etc. Compared the two results, the TBL algorithm is shown better perform-
ance to solve this polyphone problem. 

The paper is organized as follows: The introduction of the TBL algorithm is ex-
plained in Section 2. In this section, a fast TBL algorithm for rules learning is also 
described. By using the algorithm, the training time of a transformation-based learner 
is speeded up without sacrificing performance. Section 3 shows the analysis and 
evaluation process of polyphones, including selection of polyphone candidates and 
corpus preparation. Section 4 describes the experiment, including features selection, 
template design and algorithm realization. Section 5 gives a comparative experiment 
based-on decision tree. Final conclusions are given in Section 6. 

2 Transformation-Based Learning Algorithm 

2.1 Introduction of TBL algorithm 

Transformation-based learning (TBL) (Brill,1995) is one of the most successful rule-
based machine learning algorithms. The central idea of transformation-based learning 
(TBL) is to learn an ordered list of rules which progressively improve upon the cur-
rent state of the training set. The algorithm is illustrated in Figure 1. 

1) Initial State: The training corpus is first standardized into initial state. This ini-
tial state is annotated with tagging which has been derived from statistical analy-
sis of the training corpus or limited domain knowledge; 

2) Template: It is composed of several features. The rules search space is limited 
by the templates. Templates describe valid rules and must describe properties 
that will reliably indicate when a rule is applicable.  

3) Rules Generating: The error driven model uses each erroneous tag in the train-
ing corpus to propose a set of rules by template instantiation. 

4) Learning Process: The TBL algorithm attempts to duplicate the training corpus 
from the initial state by iteratively learning rules which patch errors in the cur-
rent state. In each iteration, shown highlighted in Figure 1, the highest scoring 
rule is appended to the learnt sequence and applied to the current state. Iterations 
continue until no more improvement can be made. 
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The following definitions are used in the whole paper: 

To each transformation “[A->B]” in the corpus: C(s) = A, T(s) = B; (C(s) T(s): 
origin and target pronunciation of the polyphone;) 

In learning process, it is defined an objective function f for iteration. 
( ) |{ | ( ) ( ( )) & ( ) ( ( ))} |good r s C s C r s T s T r s= = =   (*) 

( ) |{ | ( ) ( ( )) & ( )! ( ( ))} |bad r s C s C r s T s T r s= = =    (**) 

( ) ( ) ( )f r good r bad r= −              (***) 

In each rule r, it will satisfy ( ( ))! ( ( ))C r s T r s=  

2.2 Fast TBL Algorithm 

One of the most time-consuming steps in TBL algorithm is the updating step. The 
rules learning process is a greedy search. The iterative nature of the algorithm re-
quires that each newly selected rule should be applied to the whole corpus, then the 
current state of the corpus and f(r) for remaining rules are updated before the next rule 
is learned. For example, it almost needs 15min to select one rule for polyphone “ ” 
which means it will take 900min to learn all the rules. 

The central idea of this optimizing algorithm is not updating f(r) of all the rules 
each time. The following analysis will be used in this section: 

 Rule r can be generated by the template:Set: G(r,s) = {r | P(r,s) = true } 
 Given a newly learned rule b that is to be applied to the corpus S and identify 

every rule r of which the f(r) has changed: Obviously, if the polyphone sample s 
hasn’t effected when applying rule b, the f(r) of the rules in the set G(r,s’) will 
not change. So I just need to calculate f(r) for the rules in the set G(r,s) that s has 
effected by applying rule b; 

 As polyphone sample s has been effected by the rule b, so C(s) = C(b(s)) (1) 
Since to every rule r in the G(r,s),  C(r(s)) != T(r(s)),   (2) 

=>        C(s) = C(b(s)) != T(b(s));  (3) 
After applying rule b,      C’(s) = T(b(s)), T’(s) = T(s); (4) 

 

Fig. 1. The Transformation algorithm process 
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Using equation (*), (**) and (1), (2), (3), (4) to the following four cases: 

 Case I:  T(s) = C(s) & C(r(s)) = C(s):  
Before applying rule b:   

C(r(s)) = C(s) => C(r(s)) = C(s) 
T(r(s)) != C(r(s)) = C(s) = T(s) => T(r(s)) != T(s) 

After applying rule b:   
C(r(s)) = C(s) = C(b(s)) != T(b(s)) = C’(s) => C(r(s)) != C’(s) 
T(r(s)) != C(r(s)) = C(s) = T(s) = T’(s) => T(r(s)) != T’(s) 

According to the equation (**) => bad(r) -1; 

 Case II:  T(s) = C(s) & C(r(s)) != C(s):  
Before applying rule b:   

C(r(s)) != C(s) => C(r(s)) != C(s) 
T(r(s)) != C(r(s)) != C(s) = T(s) => T(r(s)) = T(s) 

After applying rule b:   
C(r(s)) !=  C(s) = C(b(s)) != T(b(s) = C’(s) => C(r(s)) = C’(s) 
T(r(s)) != C(r(s)) != C(s) = T(s) = T’(s) => T(r(s)) = T’(s) 

According to the equation (*) => good(r) +1; 

 Case III:  T(s) != C(s) & C(r(s)) = C(s):  
Before applying rule b:   

C(r(s)) = C(s) => C(r(s)) = C’(s) 
T(r(s)) != C(r(s)) = C(s) != T(s) => T(r(s)) = T’(s) 

After applying rule b:   
C(r(s)) = C(s) = C(b(s)) != T(b(s)) = C’(s) => C(r(s)) != C’(s) 
T(r(s)) != C(r(s)) = C(s) = T(s) = T’(s) => T(r(s)) != T’(s) 

According to the equation (*) => good(r) -1; 

 Case IV:  T(s) != C(s) & C(r(s)) != C(s):  
Before applying rule b:   

C(r(s)) != C(s) => C(r(s)) != C’(s) 
T(r(s)) != C(r(s)) != C(s) != T(s) => T(r(s)) != T’(s) 

After applying rule b:   
C(r(s)) != C(s) = C(b(s)) != T(b(s)) = C’(s)  => C(r(s)) = C’(s) 
T(r(s)) != C(r(s)) != C(s) != T(s) = T’(s) => T(r(s)) != T’(s) 

According to the equation (*) => bad(r) +1; 

3   Analysis of Polyphones Effectiveness 

There are 12903 sentences in the corpus for polyphones analysis, including 271720 
Chinese characters. It is randomly selected from newspapers, novels and oral talk. 
The corpus is manually checked with correct information of word segmentation, pos 
tagging (91 kinds) and phonetic notation by listening to the record speech and reading 
the text transcriptions.  

3.1 Key Polyphones Selection 

There are 682 polyphones in the Mandarin characters. But many of them have domi-
nating pronunciations or rarely appear in usual articles, which can be solved by dic-
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tionary. It’s unnecessary to generate rules for all 682 polyphones. The widely used 
polyphones, which also have high error rate, should be analyzed first. Three factors 
for selecting key polyphones are considered: 

1) Discrepancy among the occurrence frequency of polyphones 
There are 682 polyphones defined in the homograph dictionary, but the occurrence of 
polyphones in the corpus is quite different: 

The homograph dictionary is sorted according to the usage frequency of poly-
phones in descending order. The results of the coverage ratio of the whole polyphones 
are shown in the following table 2: 

Table 2. Coverage ratio of Polyphones 

Number of the top polyphones Coverage ratio of the whole polyphones 
50 0.59628 

100 0.78404 
150 0.88235 
200 0.93939 
220 0.95573 

From the table2, the cumulative frequency of the top-220 frequently used poly-
phones takes up more than 95% of all polyphones appearance. Obviously, it is impor-
tant to generating pronunciation rules for these 220 polyphones first. 

2)  Accuracy rate  
The pronunciations of some polyphones have already reached a very high accuracy in 
the current system, such as the right ratio of the pronunciation for the polyphone " " 
has already reached 100%. Obviously, it has no use to generate pronunciation rules 
for these polyphones.  

3)  Dominating pronunciation rate 
Many polyphones have dominating pronunciation. For example, the pronunciation 
“de0” for the polyphone “ ” (de0, di2, di4) takes up 99% ratio, the pronunciation 
“le0” for the polyphone “ ” (le0, liao3) also takes up 98% ratio and special cases 
could be handled by the homograph dictionary. However, other polyphones like “ ” 
(wei2, wei4) and “ ” (chang2, zhang3), who have no significant dominating pronun-
ciations, are the key polyphones that should be processed carefully. 
 

Table 1. Occurrence number of some polyphones 

polyphone Occurrence numbers in the corpus 

 2333 

 775 

 582 

 38 
 31 
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According to the above analysis, a list of key polyphones is generated from the 
top-220 ones according to the following two criteria:  

1) The usage frequency of its dominating pronunciation is lower than 98%; 
2) The right ratio of the original pronunciation is lower than 98%. 

Only 78 polyphones are left in the list. The detailed statistic analysis results are 
shown in the following table3: 

Table 3. Selected polyphones under different situations 

Ratio of the dominating 
pronunciation 

Right Ratio of the 
original pronunciation 

Number of Selected 
polyphones 

0.93 0.94 40 
0.95 0.96 53 
0.96 0.96 60 
0.98 0.98 78 
0.98 0.99 98 

3.2   Polyphone Corpus Design 

Although the corpus with corrected pinyin scripts is ready, whether it is suitable and 
enough for learning rules should be studied. Since TBL algorithm is based on error 
information, the effectiveness of the rules is related both with the size and the error 
ratio of the corpus. This is illustrated by two experiments on the polyphone “ ” who 
occurs in 5000 sentences. 

1) First experiment: Increasing the training set gradually from 1000 to 3000 sen-
tences and testing it on 500 sentences disjointed from the training set. 

2) Second experiment: Increasing the error ratio of the training set gradually from 
5% to 20% and testing it on 500 sentences disjointed from the training set. 

Table 4. Correct ratio with different corpus capacity 

Number of sentences in 
training set  

Error Ratio of the  
training set 

Correct ratio of the  
testing set 

1000 5% 68% 
1000 10% 73% 
2000 10% 73% 
2000 20% 81% 
2500 10% 75% 
2500 20% 86% 
3000 10% 78% 
3000 20% 88% 

From the result shown in table4, larger training corpus and higher error ratio will 
result in higher correct rate. Besides this, the error ratio is discovered has more effect 
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than the size of the training corpus. According to the study, more sentences are col-
lected. The following is the description of TBL training corpus  

1) Corpus for rules generating: Averagely, 500 sentences for each polyphone, 
which have error pronunciations for polyphones from the rules learning corpus, 

2) Corpus for rules learning: Averagely, 2500 sentences for each polyphone; 
3) Corpus for rules testing: Averagely, 1500 sentences for each polyphone; 

4 Experiments 

4.1 Experiments Using TBL Algorithm 

1) Feature Selection 
 Lexical feature: LC(character),LW(lexical word) 
 Syntactic feature: POS; 
 Other features: POSITION(position of the polyphone in a word), LEN(length of 

lexical word), BEGIN(whether at the start of the sentence); 
 Two special features for “ ” and “ ”: TONE(tone of the nearing character); 

2) Template Design 
The template items are composed of several features such as “POS(Y,-1) & POS(Y,1) 
& LEN(n,0): A->B”, in which “Y” indicates the feature value, the number as “-1” 
indicates the offset from the polyphone and the letter “A” and “B” indicate the origi-
nal and standard pronunciation of the polyphone respectively. In the template, the 
offset is in the range of {-2, 2}. There are two kinds of template for the 78 poly-
phones: 

 One template set is especially designed for “ ” and “ ”: There are 13 tem-
plates including 5 features: “TONE”, “POSITION”, “LEN”, “POS” and “LC”; 

 Another template set is designed for other polyphones: 19 templates are de-
signed including 6 features: “POSITION”, “LEN”, “POS”, “LC”. “LW” and 
“BEGIN”;  

3) Rules Generating 
Rules are generated by traversing all the incorrect samples according to the rules 
template. Such as the sentence “ (ng) (ng) [wei4->Wei2](vi) (w1) 
(npr) (ng)” can produce a rule “POS(ng,-1) & POS(w1,1) & LEN(1,0): wei2-
>wei4” according to the template item: “POS(Y,-1) & POS(Y,1) & LEN(n,0): A->B”. 
Generally, it can produce average 9500-10000 rules for each polyphone.  

4) Rules Learning 
Design an objective function f for learning rules. Unlike in many other learning algo-
rithms, the objective function for TBL will directly optimize the evaluation function. 
Now function f is the difference in performance resulting from applying the rule. 
Using the equation (*), (**) and (***), the iterative process is as follows: 

 If (f(r)<0 || good(r)<threshold) delete the rule; 
 Select the rule b with largest f(r); 
 Apply rule b to the whole corpus and update f(r) to all the other rules; 
 Return 1) until the max f(r) beyond threshold. 
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5) Experimental Results 
The experiment result of TBL for polyphones is shown in the Table5. From the result, 
the correct rates of polyphones G2P conversion which originally have high accuracy 
or low accuracy are all improved.   

Table 5. Accuracy of some polyphones using TBL 

Polyphone Original 
accuracy 

Accuracy with 
TBL 

Original  
Runtime 

Fast TBL 
Runtime 

 0.779476 0.901616 42934s 4885s 

 0.731405 0.828512 20442s 1333s 

 0.836336 0.962462 7551s 557s 

 0.389744 0.851282 5772s 222s 

 0.867704 0.954270 4434s 132s 

 0.812963 0.914815 4280s 127s 

 0.944862 0.960526 21667s 1576s 

 0.970354 0.977585 9934s 646s 

 0.926209 0.936387 3900s 126s 

 0.987952 0.988956 3120s 98s 

4.2 Comparative Experiment Using Decision Tree 

Decision tree (DT) is a decision-making mechanism which assigns a probability to 
each possible choice based on the context: P(f|h), where f is an element of the feature 
vocabulary (the set of choices) and h is a history (the context of the decision). This 
probability P(f|h) is determined by asking a sequence of questions Ql Q2 ... Qn about 
the context, where the ith question asked is uniquely determined by the answers to the 
previous i-1 questions. 

 

Fig. 2. Splitting node by evaluating question process 

Each question asked by the decision tree is represented by a tree node and the 
possible answers to this question are associated with branches emanating from the 
node. The best question at a node is the question which maximizes the likelihood of 
the training data at that node after applying the question (shown in Fig.2). 
      Each node defines a probability distribution on the space of possible decisions. A 
node at which the decision tree stops asking questions is a leaf node. The leaf nodes 
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represent the unique states in the decision-making problem, i.e. all contexts which 
lead to the same leaf node have the same probability distribution for the decision. 

The experiment base on decision tree (DT) is used the same corpus and features, 
comparing with TBL with good initial states, the result is shown in the following 
table. 

Table 6. Comparative results between TBL & DT 

Polyphone Train set Test set Rules Origin 
accuracy 

TBL Decision Tree 

 2021 1002 109 0.973054 0.978346 0.892495 

 1816 916 102 0.779476 0.901616 0.842623 

 972 484 117 0.731405 0.828512 0.807453 

 1099 540 62 0.812963 0.914815 0.795796 

 298 148 39 0.831081 0.908072 0.746575 

5   Conclusions 

According to the results, the transformation-based error-driven algorithm is very ef-
fective for generating rules for polyphones. It improves the performances both for the 
polyphones which have low original accuracy (such as increases the correct rate to 
97.2% from 77.9% for polyphone “ ”) and for the polyphones which already have 
high original accuracy (such as increases the correct rate to 97.0% from 97.8% for 
polyphone “ ”). From the comparative experiment with Decision Tree, we analyze 
the differences and advantages of TBL algorithm: 

• The TBL algorithm creates a relatively small number of rules that are linguisti-
cally motivated and understandable to both humans and machines; 

• Each time the depth of the decision tree is increased, the average amount of 
training material available per node at that new depth is halved (for a binary 
tree). In TBL, the entire training corpus is used for finding all transformations, 
and therefore this method is more resistant to sparse data problems; 

• Rules are ordered, with later rules being dependent upon the outcome of apply-
ing earlier rules. This allows for intermediate results in classifying one object to 
be available in classifying other objects; Even if decision trees are applied to a 
corpus in a left-to-right fashion, they only are allowed one pass in which to prop-
erly classify; 

• Score function is more powerful than decision trees. In TBL: the objective func-
tion used in training is the same as that used for evaluation. In decision-tree: us-
ing system accuracy as an objective function for training typically results in poor 
performance and some measure of node purity (such as entropy reduction). The 
direct correlation between rules and performance improvement in TBL can make 
the learned rules more readily interpretable than decision tree rules. 
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Abstract. In this paper, we use three focus measures for ranking digital images, 
namely, L2 norm of image gradient, absolute central moment, and spatial fre-
quency. The ranking scores from the focus measures are combined by the sum 
and product rules to result in the final decision. Experimental results on a photo 
album demonstrate the proposed method is very useful to users. 

1   Introduction 

Digital images have significantly increased popularity in recent years due the spread 
of various powerful but inexpensive digital imaging and storage devices such as 
digital cameras, reflective scanners, etc [1]. The need for efficient managing the 
images is emergent [2]. There are many researches on image quality, such as root of 
mean square error, peak signal to noise ratio, normalized cross-correlation, aver-
aged difference, etc [3-4]. But most of them are based on computable distortion 
measures, where reference image or original image exists. To the author’s knowl-
edge, there is no publication on the image ranking system yet. In fact, this is a very 
important tool for efficient management of digital album. For example, using the 
ranking system, a user can delete digital images that receive low-quality ranking 
values to free up storage space and simplify image organization. Secondly, a user 
can also use the image ranking values to guide which images are likely to produce 
good quality prints.  

In this paper, we use three focus measures for ranking digital images, namely, L2 
norm of image gradient, absolute central moment, and spatial frequency. The ranking 
scores from the focus measures are combined to give a final result using the sum and 
product rule [5]. 

2   Clarity Ranking Method 

For an NM ×  image F, with the gray value at pixel position (m,n) denoted by 
F(m,n), the following three focus measures are calculated. 

1) L2 norm of image gradient(L2G) 
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where μ is the mean intensity value of the image, and i is the gray level. 

3) Spatial frequency (SF)[7] 

The spatial frequency is defined as  
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To a large set of digital images, we first change the color images to gray level im-
ages according the following transformation.  

3/][ BGRI ++=  (4) 

where R , G ,and B are the red, green, and blue band of the color image, and I is the 
generated gray image.  

Then we can compute the above three measures for each image, denoted by jis , , 

where i=1,2,3 is the measure number, j=1,…,N, N is the number of the images. To 
put scores on same scale, all the measured values of each measure are normalized to 
the range of [0, 1] 
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where min,is max,is are the minimum and maximum values of the ith measure, respec-

tively.  
Then each image’s three normalized scores are fused into the final decision. Two 

rules can be used, sum rule and product rule.  
The sum rule is 
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The product rule is  

 NjsPROD
i

jij ,,1
3

1
, == ∏

=

 (7) 

Finally we sort the jSUM or jPROD  to generate the clarity rank. The lowest 

value corresponds to the worst focus case, and the largest value corresponds to the 
best focus case. 

 
0.0553                   0.0788                    0.1140                   0.1518                      0.1620 

 
0.1949               0.2025                  0.2340                     0.2375               0.2480 

Fig. 1. The top 5% worst clarity images using SUM rule 

 
3.360e-6                    3.377e-6             3.514e-6                   4.577e-6                 5.714e-6 

 
9.654e-6                   1.08e-5                 4.03e-5                   1.114e-4                    1.214e-4 

Fig. 2. The top 5% worst clarity images using PROD rule 

3   Experimental Results 

To test the ranking performance of the system, we use a digital album with 200 im-
ages. They are captured under various resolution, different illumination, etc. They 
contain different subjects, such as outdoor scene, indoor scene, single man, and 
crowd, etc. Using SUM and PROD fusion rule, the top 5% of the images with lowest 
ranking values in the album are shown in Fig.1 and Fig.2, respectively. The final 
scores of the fused focus measures are listed too. 

All the images in Fig.1 and Fig.2 are out-of-focus in certain degrees. So the two 
rules are useful to the users who want to discard unwanted digital images. 
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4   Conclusions  

In this paper, we use three focus measures for ranking digital images, namely, L2 
norm of image gradient, absolute central moment, and spatial frequency. The ranking 
scores from the focus measures are combined to give a final result. Experimental 
results on a photo album demonstrate the PROD rule has better performance than the 
SUM rule. The proposed method is very useful to aid the users. It can be used for 
selecting digital images for various purposes, such as managing, organizing and rec-
ommendations. More works are required for the development of more measures, such 
as color information, structure information to improve the ranking system. 
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Abstract. Attribute uncertainty may support decision-making and measure the 
reliability of GIS analysis.  This paper presents the attribute uncertainty in GIS 
data, with a complete perspective of concepts, sources, nature and applicable 
tools. And some valuable research contents are further given. 

1   Introduction  

The uncertainty is unavoidable in GIS data sets as the real spatial world is diverse and 
complex.  The indicators of the uncertainty could be modeled for six aspects, i.e., 
lineage, position uncertainty, attribute uncertainty, logical consistencies, 
completeness, and temporal uncertainty.  Thus, the attribute uncertainty is one of the 
essential contents of the uncertainty in GIS data.  And it has implications for the 
resulting quality of organizational decision-making, executive behavior, managerial 
attitudes, and computerized GIS [1].   

The uncertainty in GIS data has been studied in accordance with GIS data quality.  
In the context of GIS data quality, considerable researches and developments have 
been devoted to describing and assessing the elements, measurement, model, 
propagation, and cartographic portrayal of the spatial uncertainty.  At the beginning, 
the mathematical solutions are largely hard computing, e.g., the probability theory [2], 
adjustment of observed data [3], spatial statistics [4], the evidence theory [5], error 
band, epsilon band, “S” band, and probability vector, all of which deal with random 
uncertainties.  Then, soft computing theories were applied, e.g., fuzzy sets to handle 
fuzzy uncertainties [6], rough sets on incomplete uncertainties [7], neuron network 
[8], genetic algorithms [9] etc.  When there exist more than one uncertainty at the 
same time, new techniques were further proposed, e.g. the cloud model integrating 
randomness and fuzziness [12].  Because most techniques on uncertainties describe 
some specific situations that may be far beyond the comprehension of the common 
users, those people without any enough background knowledge may have a difficulty 
in making sense of the exact nature of uncertainty that an expert specifies.  Then, the 
uncertainties were visualized according to Bertin geographical parameters and their 
extensions, and virtual reality was also helpful [11].  Moreover, people have also tried 
to make their studying results available in software, e.g., GIS on the basis of either 
discrete object model, or continuous field model [12].  
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Although the attribute uncertainty in GIS data is recognized as an important feature 
of GIS, little research and discussion can be found on its formal definition, causing 
sources, external aspects, internal nature, and applicable methods.  Without such 
issues, it will remain difficult to know with a high degree of the confidence, the 
quality of GIS attribute data and the quality of decisions made on the basis of the 
attribute data [8].  Furthermore, the attribute uncertainty in GIS data may cause a 
spatial decision-making to end up with no result or wrong result if they are not paid 
enough attention to and handled. 

The attribute uncertainty in GIS data needs to be further studied.  In contrast to the 
position uncertainty, attribute uncertainty has been paid relatively less attention to for 
a long time. When the uncertainty of GIS data was studied, data quality mainly 
focuses on the errors of position data while attribute data uncertainty was studied 
much later [1] [13].  This leads to that the uncertainty in GIS data mainly emphasizes 
position uncertainty on the basis of numeric statistics, e.g., root mean squared error 
(RMSE), variance, entropy, error band, Epsilon error band, and probability density 
function [14].  Also attribute uncertainty was isolated from position uncertainty, and 
was only used to describe some characteristics of a spatial entity.  In fact, many 
applicable fields emphasizes particularly on attribute analysis, such as land 
assessment, soil chemistry, environment protection, agriculture and forestry.  In these 
applicable fields, the quality of attribute data is more important than that of position 
data, and the impacts of attribute uncertainty are also much bigger than these of 
position attribute.  At the same time, the uncertainty has been an important topic for 
several centuries.  Numerous theories or methods were proposed to model the 
uncertainties, and even some claimed to be the only proper tools.  However, generally 
speaking, they do not even define sufficiently or only in a very specific and limited 
sense what is meant by the uncertainty [15].  Most crisp traditional tools are 
problematic when they are used to handle the attribute uncertainty [8].  The existing 
tools on the uncertainty often model a specific type of uncertainty under the specific 
type of circumstances, e.g., the theory of fuzzy sets can only model the fuzzy 
uncertainty [6].  In this paper, we focus on a complete spectrum of the attribute 
uncertainty in GIS data.  

2   Concepts and Characteristics 

GIS represents how the spatial entities are in the real world, via binary digits in the 
form of zeros and ones to approach them.  A spatial entity may be interpreted to the 
cases, states, processes, and phenomena in the real world, or the natural and artificial 
objects with geometric features of points, lines, areas, and volume.  The attribute is 
drawn from the facts that can be known about a location.  The valued attribute may be 
quantitative or qualitative [12], and attribute data are the qualitative or quantitative 
description of points, lines, areas, polygons, and cube with the forms of vector, raster 
and so on.  

2.1   Attribute Uncertainty 

An attribute uncertainty in GIS data is the attribute difference between a 
computerized entity in GIS and what it is in the real world under the objective 
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intrinsic reality.  It shows the unknown degree of the apparent features of the entity as 
recorded in spatial databases and also describes how close the entities described in 
GIS are compared with what is in the real world.  The nature of attribute uncertainty 
in GIS is complex.  Also many factors, e.g. scale, granularity and sampling, may 
affect the types of uncertainties, the sources of uncertainties, the degrees of 
uncertainties [3].  The objective properties of the attribute uncertainty are related to 
the world and data, and the subjective properties are linked to the human opinion on 
the true value of attributes, as derived from the available data [6] [11]. 

The attribute uncertainty further refers to the spatiotemporal differences between 
known attributes and attributes to know in terms of the spatial entity under the 
subjective informational description.  The spatial differences indicate the spatial 
distribution of the attribute uncertainty, and the temporal differences are the temporal 
limits, within which the attributes of the entity are valid.  Amongst the attribute 
uncertainty, geometric uncertainty measures how uncertain that the geometric 
description (point, line, area) depicts the real object is, topological uncertainty shows 
how doubtful that an object is compatible with other objects is, currency gives how 
dated that the dataset is under the required up-to-date demands is, and thematic 
uncertainty is defined by the classification uncertainty, attribute uncertainty, and 
temporal uncertainty (time point, time interval, time hierarchy).  Sometimes, the 
attribute uncertainty is also taken as the thematic uncertainty in the image 
classification of remote sensing.   

The attribute uncertainty may be discrete or continuous.  The discrete attribute data 
of an object model are discrete variants, the uncertainty of which can be assessed via 
assessing a group of classification results.  And the continuous attribute data of a field 
model are continuous stochastic variants, the uncertainty of which may be decided by 
measurement’s errors [3].  When the entities in the real world are studied under the 
umbrella of GIS, the conceptual uncertainty focuses on the deviation of translating the 
entities into physical and cognitive models, the position uncertainty refers to the 
difference between their true locations and measured locations in the selected 
coordinate system, the attribute uncertainty highlights the differences between the true 
values of their attributes and their measured ones, and the metadata description refers 
to how the other types of uncertainty are known to users[3][15].  

2.2   Attribute Uncertainty vs. Other Related Concepts 

• Attribute uncertainty vs. position uncertainty. The position uncertainty highlights 
the position error associated with a data set, while the attribute uncertainty 
concerns the attribute error associated with a specific data set.  The attribute 
uncertainty and position uncertainty are both tightly associated with each other.  
The fundamental atom of the spatial information is the tuple of the spatiotemporal 
location and a set of attributes, under the umbrella of which the uncertainties in 
GIS data may be divided into position uncertainty, attribute uncertainty, and their 
combinations [14].  It is further difficult to position the boundary between neighbor 
classifications when two objects belong to the same classification but with 
different spectrums, or two objects belong to different classifications but with the 
same spectrum.  Both of the position uncertainty and attribute uncertainty should 
be considered, and it is the best approach to studying them together.  
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• Attribute uncertainty vs. data quality. GIS data quality internally measures the 
adherence of the specifications of data acquisition, externally indicates how well 
these specifications fit the current and potential needs of GIS users.  An attribute 
uncertainty is one desirably essential indicator of GIS data quality (Morrison, 
1995).  

• Attribute uncertainty vs. data error. The attribute data error is the difference 
between an apparent value recorded in a database and its true value existed in the 
real world [3].  An attribute uncertainty may be taken as an extension of the 
attribute data error.  But the attribute uncertainty is more complex and generic than 
attribute error, and it is truth plus distortion disturbed by various kinds of 
uncertainties.  Besides the errors, attribute uncertainties further include 
randomness, fuzziness, incompleteness, inexactitude, noise, chaos, blunders, 
omittance, misinterpretation, misclassification, abnomalities and other possibilities 
[15].  Alternatively, an error can be viewed as a form of inherent uncertainty in 
some abstracted characteristics of the real world. 

3   Sources and Causes 

Seen from the abovementioned concepts, the attribute uncertainty pervades the GIS 
data with the lifecycle of capture, storage, update, transmission, access, archive, 
restore, deletion, and purge.  It mainly arises from the complexity of the real world, 
the limitation of human recognition, the weakness of computerized machine, or the 
shortcomings of techniques and methods.  In details, they may include instruments, 
environments, observers, projection’s algorithms, slicing and dicing, coordinate 
system, image resolutions, spectral properties, temporal changes, etc.  At the same 
time, their current limitations might further propagate even enlarge the uncertainty 
during the process of GIS analysis. 

•  Objective reality.  The world is an infinitely complex system, which is large, 
changeable, nonlinear and multi-parameter.  There are more inexact entities than 
the exact ones.  And the inexact entities are with indeterminacy or inhomogeneity.  
The information of different entities may be overlapped, mixed, or deformed.  Two 
entities of the same classification may eradiate different spectral information, while 
two entities that eradiate the same spectral information may belong to different 
classifications.  Traditionally, it was presumed that the spatial world stored in a 
spatial database was crisply defined, precisely described and accurately measured 
in computerized GIS [1].  In many cases, there do not exist the pure points, lines, 
and polygons with geometric definitions [15].  Some true attribute values are even 
inexact or inaccessible.   

• Subjective cognition.  As the entity is complex and changeable in the real world, 
people have to select the most important spatial aspects to approximately approach 
the realistic entity.  All attribute data are acquired with the aids of some theories, 
techniques and methods that specify implicitly or explicitly the required level of 
abstraction and generalization.  Therefore, the depicted data are less than the total 
data for the attributes of the spatial entity, and only an essential part of the real 
variation is described.  In consequence, the computerized entities may lose some 
aspects of the real entities, which make some uncertainties go along with spatial 
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databases.  Furthermore, the unreliability is human opinion on the data sources, 
and the irrelevance concerns the opinion on data.  

• Approximate techniques.  The observer cannot perceive the attribute of uncertain 
spatial entities directly, but only after they have been filtered by the uncertainty 
theories.  Based on the human cognition, the spatial entities in the real world are 
mapped to the crisp spatial objects in the computerized GIS via the given 
techniques for the formal modeling, reasoning and computing, e.g. errors 
adjustment, object model, probability theory and statistics, field model, spatial 
statistics, error band, epsilon band, “S” band, fuzzy set, rough set, decision theory, 
cloud theory etc [11].   Because most of them are deterministic while the entity is 
indeterminate, the techniques and theories are only an approximation when they 
are used to handle the attribute uncertainty.   

• Computerized machine.  GIS data in the computerized machine uncertainly reflects 
about the real world via binary digits in the form of zeros and ones.  Some of the 
uncertainties may arise from the computerized machine, e.g., physical modeling, 
logical modeling, data encoding, data manipulation, data analysis, algorithms 
optimization, computerized machine precision, output.  And it is a discrepancy 
between the encoded and actual value of a particular attribute.  There is no real 
measurement with infinite precision, instead of a value with a degree of 
uncertainty.  During the process of machine-based computing analysis, these 
uncertainties are accumulated and propagated.  Moreover the computerized 
machine may further produce new uncertainties. 

• Amalgamating heterogeneity.  The attribute uncertainty becomes even more 
complex when merging different kinds of attribute data, often from different 
sources and of different reliabilities.  When these various local databases are 
integrated together in the global context, the conflicts among various spatial 
databases may also cause unpredicted uncertainties, e.g., inconsistency across 
multiple databases.   

4   Nature and Aspects  

The aspects of the attribute uncertainty are wide diversity, and the presences of the 
interrelations between them are complex.  Multiple attribute uncertainties often 
appear simultaneously in the real world.  The external aspect shows a mixture of more 
than one type of uncertainty. 

• Inaccuracy and imprecision.  Inaccurate attribute data refer to the rate of incorrect 
values in the data, or the degree of unfitness between the model and the data.  
Imprecise attribute data are due to a finite representation of spatial entities and 
depends on the granularity.  They both often appear at the same time.  Inaccuracy 
is the difference between the estimate of the measurements over different data sets 
and the actually dimensional value of the parameters.  Imprecision is the degree of 
spread or deviation between each measurement of the same part or feature.  
Precision does not mean accuracy.  Estimates can be accurate but not precise, or 
precise but not accurate.  A precise but inaccurate estimate of the parameter is 
usually biased, with the bias equal to the average distance from the real value. 
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• Inconsistency and conflict.  Attribute data are inconsistent or incompatible if there 
is a conflict between correct and incorrect attribute data of a spatial entity present 
when several versions of the same object exist because of either different time 
snapshots, or datasets of different sources, or different abstraction levels.  The 
conflict is either in the context or out of the context of GIS system and its 
applications. The conflict in the context is the main inconsistency of GIS attribute 
data, and it is also the objective to examine and distinguish the attributes with the 
same or related semantic information from the spatial database.   

• Incompleteness and absence.  Attribute incompleteness in GIS data comes from 
partial definition, wanting type, lacking value, and deficient model of attributes. 
The incompleteness can be measured in space, time or theme. It is referred to as 
how many possible attributes are included in the data set, and whether each 
decisive rule takes into account various alternatives and factors.  The strategies for 
the removal of incompleteness may include, general issues, using default values, 
enhancing a data set by information from other data sets or prediction functions, 
accepting the evaluated incompleteness, relaxing the data definition to increase the 
degree of completeness, removing missing value or predicting it, and deciding not 
to perform the application.  

• Repetitiveness and redundance.  Repetitive attribute data are that there are more 
than one repeated data on the same spatial entity in a database or heterogenous 
databases, or two records with the same attribute values, or incomplete matching 
records are probably repeated because of errors and representations, spelling 
mistakes, different abbreviations.  The repetitive GIS data often lead to the 
redundant records.  The accumulation of repetitiveness will result in more 
redundance in attribute data when a decisive rule is generated.  When testing the 
repetitiveness and redundance of attributes, it is not a simple arithmetic to 
predicate whether two values are equal or not, and a group of equivalent rules and 
uncertain matching techniques should be defined.   

• Randomness, fuzziness and possibility.  Randomness is the uncertainty included in 
a case with a clear definition, but not always happens every time, or the 
instabilities of the membership that an element belongs to a qualitative concept.  It 
is a statistical uncertainty that indicates the likelihood of an event.  Fuzziness is the 
uncertainty included in the case that has happened in the opposed and incomplete 
world, but cannot be defined exactly.  Fuzziness is measured by the fuzzy 
membership value in the context of fuzzy sets that deal with the similarity of an 
element to a class.  Possibility concerns the ability to occur (happen-ability) or the 
ability of a propensity to be true.  It is the epistemic properties that reflect human 
opinions on the truth of a statement.   

• Chaos and complexity.  Chaos is the uncertainty in a complex large system 
composed of many cell-systems.  A single cell may be a simple certain, but the 
system state shows uncertainties when lots of cells are coupled in a complex 
system.  Chaos refers to the issue of whether or not it is possible to make accurate 
long-term predictions about the behavior of the system.   



620 S. Wang et al. 

 

5   Applicable Modelling Tools 

The attribute uncertainty is less likely to be eliminated even from the best research, 
but it can be described, sometimes quantified and estimated, and even manipulated in 
some principles.  There are two main directions to develop techniques for controlling 
and reducing uncertainties in an acceptable degree.  One is data acquisition that 
highlights the information acquired from the process of data collection and data 
amalgamation, whereas the other is data cognition that emphasizes the knowledge 
discovered from data extraction process and information generalization.  

• Probability theory and statistics.  The probability theory is the mathematical study 
of probabilities, which are taken as numbers in the interval from 0 to 1 assigned to 
events whose occurrence or failure to occur is random. They study the frequent 
possibility of many statistical experiments via random sampling.  The probability 
theory and statistics may be used to analyze uncertainties caused by the spatial 
randomness, especially in applications relating to parameter estimation, hypothesis 
test, and system identification.  Furthermore, the probability theory is extended or 
developed in the context of different necessities and backgrounds, e.g., Bayesian 
probability, evidence theory, probability vector, error matrix, error band, epsilon 
band, and “S” band.  However, all kinds of attribute uncertainties are interpreted as 
randomness in the probability theory and statistic, and their algorithms are most 
hard computing for representing and manipulating the attribute uncertainty.  These 
result in the limitations or shortcomings. It is worth studying further on the 
reliability of computer-described spatial objects, uncertainty accumulation; and 
sampling method of statistical test on uncertainties.   

• Fuzzy sets and possibility theory.  Fuzzy sets extend the crisp membership set 
{0,1} with only two values to a fuzzy membership interval [0, 1] with a series of 
values.  \An element is assigned a series of membership values in relation to the 
respective subsets of the discourse universe since the concept of multiple and 
partial class membership is fundamental to fuzzy sets.  The entity with mixed 
classification, indeterminate boundary, or gradual change may be described with 
more than one fuzzy membership values.  The possibility theory is a formalism to 
represent and reason about ignorance or incompleteness.  A possibility value of 0 
indicates an impossible event, whereas 1 means the completely possible event.  
Any intermediate value denotes partial possibility.  The possibility theory and 
fuzzy sets provide the principal formal systems explicitly devoted to the 
representation and manipulation of attribute uncertainty manifested as vagueness.  
The possibility theory is related to but independent of fuzzy sets, or probability 
theory.   

• Rough sets and geo-rough space.  Rough sets [7] specify the uncertainty from 
incompleteness by giving a pair of exact lower approximation and upper 
approximation.  In the given universe of discourse, rough sets are incompleteness-
based reasoning in the form of a decision-making table.  Based on whether the 
statistical information is used or not, the existed rough set models may be grouped 
into such two major classes as algebraic and probabilistic models.  Geo-rough 
space is a special case of rough sets in geo-spatial science. Spatial entities with 
indeterminate boundaries[1] may be taken as an embryonic form of rough set 
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application in geo-informatics.  The true spatial entity is the lower approximation, 
and the spatial entity with a vague boundary is the upper approximation.  However, 
rough sets only represent the uncertainties with the boundary set, while it cannot 
tell people how the uncertainties are in the boundary set [1]. 

• GIS data models.  A GIS data model mainly includes an object model and a field 
model.  When they are used to describe a spatial entity with spatial data, the object 
model is for a discrete entity with vector data, and the field model is for a 
continuous entity with raster data.  The object model assumes that the spatial 
entities may be precisely described via points with the exactly known coordinates, 
lines linking a series of crisply known points, and areas bounded by sharply 
defined lines.  The field model depicts spatial entities via giving each unit field an 
attribute value, instead of extracting objects or describing their topological 
relationships, and it is more suitable to fuzzy, ambiguous spatial entity.  A field 
model is contrast to an object model.  When it is used to study the attribute 
uncertainty, the field model has different characteristics from the object model.  
Many geographical phenomena, e.g., air pollution, population distribution, are 
studied as fields.  The remote sensing images record the spectral information of 
spatial entity fields.  When the images are used to investigate environments and 
resources, or produce thematic maps, in GIS, a field model is more suitable to 
discuss the attribute uncertainty than an object model. 

• Handling multiple uncertainties.  When multiple uncertainties appears, the classical 
mathematics gets rid of both randomness and fuzziness, probability and statistics 
consider only randomness without fuzziness, fuzzy sets consider fuzziness without 
randomness, and rough sets put randomness and fuzziness into the boundary 
without considering them in details.  Obviously, all of them are inappropriate tools 
under the conditions with multiple uncertainties.  Because they appear 
simultaneously, the existing uncertainties should be studied together in a 
mathematical model.  The cloud model [12] integrates data with randomness and 
fuzziness in a unified way.  A cloud model has three numerical characteristics, 
Expected value (Ex), Entropy (En) and Hyper-Entropy (He).  In the discourse 
universe, Ex is the position corresponding to the center of the cloud gravity, whose 
elements are fully compatible with the spatial linguistic concept; En is a measure 
of the conceptual coverage, i.e. a measure of the spatial fuzziness, which indicates 
how many elements could be accepted to the spatial linguistic concept; and He is a 
measure of the dispersion on the cloud drops, which can also be considered as the 
entropy of En.  Soft computing-based cloud rule is consistent to real data 
distribution and human thinking, and hard computing is the special case.  So the 
cloud model may compensate the hard-computing deficiency of the probability 
theory and mathematical statistics, the inherent shortage of the membership 
function in fuzzy sets.   

• Modeling propagation.  The attribute uncertainty can be propagated during the 
process of GIS analysis [10].  The analysis of the error propagation is based on 
prior knowledge of errors in the sources, in the procedure or in the manipulation of 
the data.  Sometimes little is known.  When a GIS operation on the input attributes 
is a linear function, the error propagation problem is relatively easy.  In that case 
the mean and variance of the output of a GIS operation can be directly and 
analytically derived.  There are three alternative methods to analyze the 
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propagation of the attribute uncertainty, i.e., Taylor series method, Monte Carlo 
method and sensitivity analysis.  Taylor series method is to approximate the 
function by a linear function that is locally a good approximation of the function.  
Monte Carlo method uses an entirely different approach to analyze the propagation 
of error through the GIS operation.  Sensitivity analysis can be of great value in 
acquiring meta-information when results of uncertainty analysis are difficult to be 
obtained. 

6   Valuable Research Contents 

The attribute uncertainty has quite a few issues worthy of further study.  Hence, we 
think that the contents may include, for example, 

• Characterize the complex of the real world.  How does users validly establish the 
ambiguous definition in entity model, concept model, and physical model under 
the uncertainty situations?  The boundary between neighboring spatial entities is 
indistinct, and it may be a changeable region, even two entities are mixed together 
with each other.  The topological relationships are with ambiguous definition or 
semanteme.   

• Mathematical model.  How is an associated model set up to consider both the 
position uncertainty and the attribute uncertainty?  How do people define the 
indices to describe the attribute uncertainty? 

• Uncertainty in spatial analysis, soft computing, spatial query.  How are the 
properties, accumulation and propagation of attribute uncertainty measured in GIS 
analysis?  How is the spatial distribution of the attribute uncertainty described? 

• Sampling test of attribute uncertainty.  Reliability is often assessed under some 
unchangeable conditions, while is seldom under changeable conditions, and 

• The influence of the attribute uncertainty on decision-making. What kinds of the 
attribute uncertainties would influence decisions mostly?  How do people assess 
risks in decisions based on GIS data with attribute uncertainties?  How do people 
measure, convey and describe the uncertainty in terms of the relevance to decision-
making, further to determine, document and convey appropriate information about 
uncertainty, e.g., the spatiotemporal distribution of uncertainty?  How are the 
concepts, metrics, and visualizations of the attribute uncertainty integrated with 
decision-making processes?  

7   Conclusions 

This paper presented the attribute uncertainty in GIS data, together with concepts, 
sources, nature and applicable tools.  The study might support decision-making and 
measure the reliability of spatial analysis.  The uncertainty is unavoidable in GIS data 
sets, and it can never be eliminated completely, even as a theoretical idea.  The 
attribute uncertainty in GIS data is the spatiotemporal differences between known 
attributes and attributes to know in terms of the spatial entity.  It arose from four 
mainstreams, the complexity of the real world, the limitation of human recognition, 
the weakness of computerized machine, the shortcomings of techniques and methods, 
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and their amalgamation.  The aspects of the attribute uncertainty were in a wide 
diversity.  Different tools are appropriate to different applicable conditions.  Given 
some conditions, certainty and uncertainty can transform each other.  
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Abstract. In the territory of text categorization, the distribution and quality of 
sample set is highly influential to categorization result. Associated rule 
categorization ARC-BC is effective under common circumstances. The 
accuracy of categorization obviously falls as distribution of feature words of 
training samples is uneven. In this paper, a Chinese text classification approach 
was proposed based on sample weighting associated rules (SW-ARC). The 
approach improved substantial classification efficiency by performing self-
adapting sample weights adjustment. Experiment result shows SW-ARC can 
solve the quality fall caused by uneven distribution of feature words. Macro-
average recall of open test increases from 50% of ARC-BC to 70% of SW-
ARC, Macro-average precision increases from 28% of ARC-BC to 70% of  
SW-ARC. 

1   Introduction 

Liu, Hsu and Ma firstly present the association classifying method CBA[2] in 1998. 
CBA integrates classification rule mining procedure and association rule mining 
procedure. Its classification result is better than decision tree method C4.5 based on 
rules. Thereafter various improvements for CBA have been developed, such as 
CMAR[1] and ARC[3]. The basic idea of these methods is to generate frequent 
feature words or frequent feature item sets of the training set using existing associated 
rule mining algorithm [5]. These frequent item sets are used to construct classification 
rules to classify new samples. The more the frequent feature set of a certain class 
contained in a test sample and the higher the confidence , the greater the probability 
that the test sample belongs to this class. Otherwise, the smaller the possibility of test 
samples’ belongs to this particular class. 

Existing text classification methods based on association rules have an obvious 
deficiency: the classification accuracy is influenced by the distribution of training 
samples. When distribution of number and frequency of feature words in training 
sample sets of various classes is uneven, so is the distribution of generated 
classification rules, classifier will prefer the class with more rules. In practice, 
distribution of frequency of features is often uneven among different classes. If the 
minimum support is set too high, it may be difficult to find sufficient rules for the 
infrequent class with low frequency of features. If the minimum support is set too 
low, too many useless or over-fit rules will be generated for the frequent classes with 
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high frequency of features. In order to solve this problem, this paper proposes a text 
association categorization method (SW-ARC) based on association rules whose 
sample weight can be adjusted; accuracy of the method is higher than ARC-BC when 
it applied to classify uneven-distributed Chinese documents set. 

2   Existent Problems and Experiment Analysis for ARC-BC 

Stability of association classification algorithms is always a focus of research. In 
relative papers of association classification, they are effective on many famous test 
set. Especially ARC-BC[3] acquires encouraging result on famous text data set 
Reuters-21578. Its classification capability and efficiency are both better than usual 
other text classification methods. However, data sets in these papers are all even-
distributed and English corpse. In order to test the classification capability and 
stability of the algorithm to Chinese text, 600 Xinhua news are downloaded from 
www.xinhuanet.com. These news documents are divided into 6 classes that is oversea 
information (y1), news for study abroad (y2), entrance exam for college (y3), and 
entrance exam for graduate (y4), web-education (y5), academic information (y6). In 
data preparing phase, feature items are extracted adopting N-gram technique and 60 
best feature words with the highest 2 statistical values are chosen[8]. Then training 
samples are represented as feature vectors. Lab results show that ARC-BC algorithm 
isn’t effective on the data set. Because all samples of the data set are come from sub-
classes of education class, classes are very similar each others. Accuracies are also 
lower when other classification methods are used. Table 1 gives classification results 
of the data set adopting kNN [9], NB [9] and ARC-BC [3] respectively. 

Table 1. The results of various classification methods 

 kNN Naïve Bayes(NB) ARC-BC 
Micro-average Recall (%) 65 41 25.4 
Micro-average Precision (%) 65 42 48.3 

The result of research shows that feature words and their frequencies are both 
uneven-distributed in the data set so that the distribution of classification rules is 
uneven too, that result to the accuracy of ARC-BC algorithms in the dataset is low. 
Table 2 shows the number of classification rules in various classes and classification 
results of closed tests. The number of samples that classified incorrectly from class yi 
into class yj is shown at ith row and jth column the last row excepted .Obviously, 
values at the diagonal are numbers of samples which are classified correctly. The 50 
samples of class y4 are all classified correctly and many samples of other classes are 
classified into class y4 incorrectly, so classification ability of rule pointing to class y4 
is strongest. Contrarily, only 13 out of 43 samples are classified correctly in class y1 
and 2 other samples are classified into y1 incorrectly. Only 18 out of 50 samples are 
classified correctly in class y5, 3 other samples are classified into y5 incorrectly. Only 
20 out of 50 samples are classified correctly in class y6, 3 other sample is classified 
into y6 incorrectly. Therefore, the classification ability of rule set for y1, y5 and y6 is 
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weak. Although many other samples are classified into class y2 and y3 incorrectly, 
several samples of this both classes are classified into other incorrectly. So 
classification ability of rule set for y2 and y3 is weaker than y4. Table 2 shows that 
number of rules in class y4 is much more than other classes and the classification 
ability for samples in this class is also strongest, and y1, y5 and y6 have fewer rules and 
classification ability for samples in these classes is weak. When rules of different 
classes are uneven-distributed severely, ARC-BC prefers the class with more rules 
obviously. 

Table 2. The classification results of ARC-BC algorithms 

 y1 y2 y3 y4 y5 y6 
y1 13 20 1 8 0 1 
y2 1 44 0 3 2 0 
y3 0 0 52 7 1 0 
y4 0 0 0 50 0 0 
y5 1 6 19 6 18 0 
y6 0 8 1 21 0 20 

Number of 
rules 

3 67 39 107 14 7 

Association classification method ARC-BC uses all classification rules to build 
classifier, so classification accuracy is affected markedly by distribution of rules. 
Accuracy is high when rules are even-distributed among different classes. However, 
when numbers of feature words and word frequencies in various classes is uneven, the 
accuracy is low. If minimum support threshold is too high, it is difficult to find 
enough rules in the text subset whose feature words frequencies are commonly low. If 
minimum support threshold is too low, many useless or over-fit rules will be 
generated in the text subset whose feature word frequencies are high. So, appropriate 
rule set is difficult to be generated however minimum support threshold is set. 

Numbers and confidences of rules are high in classes whose feature word 
frequencies are commonly high; numbers and confidences of rules are low in classes 
whose feature word frequencies are commonly low. Therefore, ARC-BC algorithm 
obviously prefers classes whose feature word frequencies are high, in other words, 
classes whose have many rules. These classes are called strong rule classes. 
Contrarily, classes whose feature word frequencies are low are called weak rule 
classes. They have fewer rules. Samples in weak rule classes are easy to be classified 
incorrectly into strong rule classes. 

Boosting technique [4]is used here to solve this problem. The weights of training 
samples which are classified correctly are decreased to reduce numbers and 
confidences of rules in strong rule classes. The weights of training samples which are 
classified incorrectly are enhanced to increase numbers and confidences of rules in 
weak rule classes. Classification accuracy can be improved by performing operations 
above. 
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3 Weight Adjustment of Training Samples 

3.1 Main Notations and Definitions 

In order to describe conveniently, text classification hypothesis is described as 
follows:  

]1,0[: →×YXht . 

If sample ix  is classified into class iy  correctly, then 1),( =iit yxh or else 

iit yxh =)( ;If sample ix  is classified incorrectly, then 0),( =iit yxh or else 

iit yxh ≠)( , the classification hypothesis is generated in the t th iteration. 

Definition 1. Sample Weight Vector is defined as:  

)](),...,2(),1([= nwwwW tttt , 0)( ≥iwt ,�
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i
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where tW  is the training sample weight vector after the t-th iteration, )(iwt  is a 

element of tW , which is weight of ix  after the t-th iteration. 

Initial value of Sample Weight Vector 1W  is )(1 iw =1/n (i=1,…,n), namely, all 

training samples have the same weights. New weights of samples are calculated 
according to result of training samples classification of last iteration. If the training 
sample is classified correctly by last classification rule set, then weight of the sample 
is multiplied by a factor less than 1 to decrease its weight. Contrarily, if the sample is 
classified incorrectly, then its weight is multiplied by a factor larger than 1 to increase 
its weight. Training sample weights are used to indicate the influence degree of this 
sample in corresponding classification rule set. There are t classification rule sets 
generated after t iterations. 

3.2   Weight Adjustment of Samples 

Weighted training error and weight adjustment factor are defined before introducing 
weight adjustment method. 

Definition 2. For the classification hypothesis th  generated by the tth classification 

rule set, weighted training error is defined as sum of weights of all training samples 
which are classified incorrectly. 
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Definition 3. Weight adjustment factor is defined as: 

 
t

t
t ε

ε
α

−
=

1
ln

2

1
             (2) 

Obviously, if weighted training error
2

1
<t , 0>t . 



628 J. Zhang et al. 

 

Weight adjustment method for training samples is as follows: weight of each 

sample which is classified correctly is multiplied by coefficient te α− , while 

weights of samples classified incorrectly are multiplied by coefficient teα . 

If weight adjustment factor tα is positive, namely
2

1
<t , te α− <1. Weights of 

samples classified correctly are decreased in the process of adjustment so that its 
influence is reduced. Contrarily, weights of samples classified incorrectly are 

increased so that its influence is enhanced ( te >1). When 
2

1
t , namely weight 

adjustment factor tα 0, the iteration process ends. 

When the (t+1)th iteration starts, the sample weight coefficient te α− and te is 
calculated according to weight adjustment factor tα  generated in last iteration, the 

detailed formula is as follows: 
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After the (t+1) th iteration, training sample weights are adjusted as: 
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In order to ensure that new weight 1+tW  satisfies�
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normalized to be: 
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3.3   Training Process of SW-ARC 

Training step of associated classification based on sample weight adjustment is an 
iterative process As Figure 1 . The detail of the process is as follows: (1) Firstly, 
associated rule mining algorithm is used to generate classification rules (element 
classifier). The training samples are classified using the classification rules, and 
weighted training error and weight adjustment factor are calculated according to 
classification result. (2) If sample is classified correctly, its weight is multiplied by a 
coefficient less than 1 to be decreased in the next iteration. Otherwise, its weight is 
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multiplied by a coefficient larger than 1 to be increased. (3) Training samples whose 
weight are adjusted are used as training set and they are trained again to generate new 
classification rule set(element classifier). Sample weights are adjusted according to 
new classification result. Repeat these adjustment steps until one of these conditions 
is met: (a) the error rate is lower than the given thresholds by user; (b)the iterative 
time is more than given maximum iterative time; (c) Weighted training error t 1/2. 
By iterative adjustment, algorithm can focus on those samples which are difficult to 
be classified.  

Fig. 1. The training process for SW-ARC algorithm 

3.4   Final Classification Hypothesis 

Classification hypotheses Thhh ,...,, 21 are generated after T iterations. Therefore T 

classification results Tvvv ,...,, 21  will be generated after samples are classified using 

these T classification hypotheses. Final classification hypothesis of samples can be 
calculated using the maximum of each weighted classification hypothesis: 
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Formula (10) means that the class with the highest score in classification results is 

chosen as final classification result, Where weight of each classification result is 

weight adjustment factor t generated in the training phase. If classification accuracy 

of the classification hypotheses th  is high, namely, weighted training error tε  is 

small, then tα  is high and weight of th is high in final classification hypothesis finh . 

Otherwise, if weighted training error tε  is high, then tα  is small and weight of th is 

low in final classification hypothesis finh .  

4   Generating Classification Rule Based on Weighted Samples 

Because samples of existing association classification methods [1, 2, 3] are not 
weighted, the association rule mining algorithm such as Apriori[5] or FP-tree[6] can 
be used directly to generate association rules. But in sample weighted association rule 
classification method SW-ARC, weights of training samples were different since the 
second iteration. So the original association rule mining algorithm must be modified 
to make it capable to handle the situation in which samples are weighted. The main 
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changes are the definition of support and confidence measures, they are called 
weighted support and weighted confidence in SW-ARC. 

Definition 4. The weighted support of classification rule iyT  is defined as the 

ratio of weight sum of training samples which contain item set T in class iy and 

weight sum of samples in class iy . 
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Definition 5. The weighted confidence of classification rule iyT is defined as the 

ratio of weight sum of training samples which contain item set T in class iy  and 

weight sum of samples containing item T in entire training set. 
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Theorem 1. Weighted support )( iw yTϕ  is still closured downward, 
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So, if item set T is not frequent in class iy , neither is its superset T . Thus, sample 

weighted association rule mining algorithm is similar to common association rule 
mining algorithm. There is only small difference in the calculated method for support 
and confidence. 

5   Experiment and Result Analyses  

Because Reuters-21578 is even-distributed English corpse, association classification 
ARC-BC acquires encouraging result on this text data set. However, the accuracy of 
ARC-BC over uneven-distributed Chinese corpse-Xinhua News is lower in our 
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experiment (as section 2.4). In order to test the classification capability and stability 
of our algorithm to uneven-distributed corpse, we still adopt uneven-distributed data 
set from  Xinhua News in section 2.4 , minimum support threshold is still 10%. Table 
3 shows the accuracy of training sample categorization in different turns. Each row 
represents the accuracy of various classes after each turn except the first row. The last 
column shows the accuracy of entire training set for each classification hypotheses. 
When t=1, values in columns y1~y6 are also accuracies of association rule 
classification ARC-BC. Here, accuracy of class y1 is only 0.3 while accuracy of class 
y4 is 1. The difference is obvious. When t=1, final accuracy as low as 0.63. After the 
first weight adjustment (t=2), classification accuracy of training samples improves 
obviously and reach 0.83. Furthermore, accuracies of y1, y5 and y6 originally low are 
improved obviously too. 

Table 3. The Accuracy of Training Sample Categorization in Different Turns 

 y1 y2 y3 y4 y5 y6 accuracy 
t=1 0.3 0.88 0.87 1 0.36 0.4 0.63 
t=2 0.6 0.9 0.9 0.9 0.8 0.9 0.83 
t=3 0.9 0 0.5 0.4 1 0.9 0.60 
t=4 0.7 1 1 1 0.2 0.7 0.78 
t=5 0.8 0 0 0 1 0.9 0.47 
t=6 0.8 0 0.2 0.2 1 1 0.53 
t=7 0.6 0.9 0.8 1 0.7 0.6 0.77 
t=8 0.9 0.9 0.8 0.2 0.8 0.9 0.75 
t=9 0.6 0 0.8 1 0.7 0.5 0.60 
t=10 1 1 0.5 1 0.8 1 0.88 

Where accuracy =
||

|}=)(|{|

i

ii

D

yxhi
 

Table 4. The Change of Parameters when t=1~10 

 ε  α  +δ  −δ  
t=1 0.349 0.312 0.732 1.366 
t=2 0.225 0.618 0.539 1.856 
t=3 0.323 0.371 0.69 1.4486 
t=4 0.289 0.4485 0.639 1.566 
t=5 0.42595 0.1492 0.86139 1.1609 
t=6 0.40416 0.1941 0.8236 1.21419 
t=7 0.33079 0.3523 0.707 1.414 
t=8 0.3011 0.421 0.6564 1.5235 
t=9 0.37654 0.252 0.7771 1.28676 
t=10 0.04669 1.5082 0.2213 4.5186 

Table 4 shows the change of variables in each turn of SW-ARC, ε  is weighted 
training error, and α  is weighted adjustment factor. During weight adjustment, the 
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weights of training samples which are classified correctly are multiplied by +δ , the 
weights of training samples which are classified incorrectly are multiplied by −δ . 

After sample weight adjustment, macro-average recall and macro-average precision 
of training samples classification are shown in Figure 2 and Figure 3. When iteration 
time T=1~10, macro-average recall and macro-average precision of testing samples 
classification are shown in figure 3 and figure 4. When T=1, SW-ARC has the same 
classification precision as ARC-BC.  

Figure 2 to Figure 5 indicate that, results of both open test and closed test with 
weight adjustment are better than the results without weight adjustment. Especially 
recall and precision of closure tests reach 100% with iteration time increases(see fig.2 
and fig.3). On the open test (see fig.4 and fig.5), the recall of SW-ARC is higher 20% 
than ARC-BC, and the precision of SW-ARC is higher 40% than ARC-BC. 

6   Conclusion  

In practice application, feature words often are uneven-distributed in different classes. 
If minimum support threshold is set too high, it is difficult to find enough rules in the 
text set whose feature word frequencies are commonly low. If minimum support 
threshold is set too low, many useless or over-fit rules will be generated in the text set 

 

Fig. 2. Macro-Average-Recall on the Close 
Test   When T=1~10 

Fig. 3. Macro-Average-Precision on the 
Close Test  When T=1~10 

 

Fig. 4. Macro-Average-Recall on the Open 
Test When T=1~10 

Fig. 5. Macro-Average-Precision on the 
Open Test  When T=1~10 
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whose words frequencies are commonly high. In order to solve this problem, 
Boosting technique is used to improve the uneven distribution of sample feature 
words through self-adapt sample weight adjustment. Experiments over Chinese 
documents data set are carried out, which validate the effectiveness and efficiency of 
the proposed approach.  
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Abstract. Fundamental astronomical questions on the composition of
the universe, the abundance of Earth-like planets, and the cause of the
brightest explosions in the universe are being attacked by robotic tele-
scopes costing billions of dollars and returning vast pipelines of data.
The success of these programs depends on the accuracy of automated
real time processing of the astronomical images. In this paper the needs
of modern astronomical pipelines are discussed in the light of fuzzy-logic
based decision-making. Several specific fuzzy-logic algorithms have been
develop for the first time for astronomical purposes, and tested with ex-
cellent results on data from the existing Night Sky Live sky survey.

1 Introduction

In the past few years, pipelines providing astronomical data have been becoming
increasingly important. The wide use of robotic telescopes has provided signifi-
cant discoveries, and sky survey projects are now considered among the premier
projects in the field astronomy. In this paper we will concentrate on the ground
based missions, although future space based missions like Kepler, SNAP and
JWST will also create significant pipelines of astronomical data.

Pan-STARRS [2], a 60 million dollar venture, is being built today and com-
pletion is expected by 2006. Pan-STARRS will be composed of 4 large telescopes
pointing simultaneously at the same region of the sky. With coverage of 6000
degrees2 per night, Pan-STARRS will look for transients that include supernovas,
planetary eclipses, and asteroids that might pose a future threat to Earth. Sim-
ilarly but on a larger scale, ground-based LSST [6] is planned to use a powerful
8.4 meter robotic telescope that will cover the entire sky every 10 days. LSST
will cost $200M, be completed by 2012, and produce 13 terabytes per night.
In addition, many smaller scale robotic telescopes are being deployed and their
number is growing rapidly.

However, in the modern age of increasing bandwidth, human identifications
are many times impracticably slow. Therefore, efforts toward the automation
of the analysis of astronomical pipelines have been gradually increasing. In this
paper we present fuzzy logic based algorithms for two basic problems in astro-
nomical pipeline processing which are rejecting cosmic ray hits and converting
celestial coordinates to image coordinates.
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2 Fuzzy Logic Based Coordinate Transformations

Useful automatic pipeline processing of astronomical images depends on accu-
rate algorithmic decision making. For previously identified objects, one of the
first steps in computer-based analysis of astronomical pictures is an association
of each object with a known catalog entry. This necessary step enables such sci-
ence as automatically detected transients and automated photometry of stars.
Since computing the topocentric coordinates of a given known star at a given
time is a simple task, transforming the celestial topocentric coordinates to image
(x, y) coordinates might provide the expected location of any star in the frame.
However, in an imperfect world of non-linear wide-angle optics, imperfect optics,
inaccurately pointed telescopes, and defect-ridden cameras, accurate transforma-
tion of celestial coordinates to image coordinates is not always a trivial first step.

On a CCD image, pixel locations can be specified in either Cartesian or polar
coordinates. Let xzen be the x coordinate (in pixels) of the zenith in the image,
and yzen be the y coordinate of the zenith. In order to use polar coordinates, it is
necessary to transform the topocentric celestial coordinates (Azimuth,Altitude)
to a polar distance and angle from (xzen, yzen).

2.1 The Fuzzy Logic Model

The fuzzy logic model is built based on manually identified reference stars. Each
identified star contributes an azimuth and altitude (by basic astronomy) and also
an angle and radial distance (by measurement from the image). These provide
the raw data for constructing a mapping between the two using the fuzzy logic
model. In order to transform celestial coordinates into image coordinates, we
need to transform the azimuth and altitude of a given location to polar angle in
the image from (xzen, yzen) and the radial distance (in pixels) from (xzen, yzen).

In order to obtain the coordinates transformation, we build a fuzzy logic model
based on the reference stars. The model has two antecedent variables which are
altitude and azimuth. The azimuth is fuzzified using pre-defined four fuzzy sets
North,East,South andWest, and each fuzzy set is associatedwith a Gaussianmem-
bership function.Thealtitude is fuzzifiedusing fuzzy sets added to themodel by the
reference stars such that each fuzzy set is associated with a triangular membership
function that reaches its maximum of unity at the reference value and intersects
with the x-axis at the points of maximum of its neighboring reference stars.

The fuzzy rules are defined such that the antecedent part of each rule has two
fuzzy sets (one for altitude and one for azimuth) and the consequent part has
one crisp value which is the distance (in pixels) from (xzen, yzen). The reasoning
procedure is based on product inferencing and weighted average defuzzification,
which is an efficient defuzzification method when the fuzzy logic model is built
according to a set of singleton values [5].

2.2 Application to the Night Sky Live Sky Survey

The algorithm has been implemented for the Night Sky Live! [3] project, which
deploys 10 all-sky CCD cameras called CONCAM at some of the world‘s premier
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observatories covering almost the entire night sky. The pictures are 1024 × 1024
FITS images, which is a standard format in astronomical imaging.

The algorithm allows practically 100 percent chance of accurate identification
for NSL stars down to a magnitude of 5.6. This accurate identification allows
systematic and continuous monitoring of bright star, and photometry measure-
ments are constantly being recorded and stored in a database. The automatic
association of PSFs to stars is also used for optical transient detection.

3 Cosmic Ray Hit Rejection Using Fuzzy Logic

The presence of cosmic ray hits in astronomical CCD frames is frequently con-
sidered as a disturbing effect. Except from their annoying presence, cosmic ray
hits might be mistakenly detected as true astronomical sources. Algorithms that
analyze astronomical frames must ignore the peaks caused by cosmic ray hits,
yet without rejecting the peaks of the true astronomical sources.

3.1 A Human Perception-Based Fuzzy Logic Model

Cosmic ray hits in astronomical exposures are usually noticeably different then
point spread functions of true astronomical sources. Cosmic ray hits are usually
smaller than true PSFs, and their edges are usually sharper. An observer trying
to manually detect cosmic ray hits would probably examine the edges and the
surface size each peak. Since some of the cosmic ray hits have only one or two
sharp edges, it is also necessary to examine the sharpest edge of the PSF. For
instance, if the surface size of the peak is very small, it has sharp edges and the
sharpest edge is extremely sharp, it would be classified as a cosmic ray hit. If the
surface size of the peak is large and its edges are not sharp, it would be probably
classified as a PSF of an astronomical source.

In order to model the intuition described above, we defined 3 antecedent fuzzy
variables: the surface size of the PSF, the sharpness of the sharpest edge and the
average sharpness of the edges. The consequent variable is the classification of
the peak, and its domain is {1,0}. Since astronomical images typically contain 1
to 16 million pixels, the triangular membership functions are used for their low
computational cost.

The fuzzy rules are defined using the membership functions of the antecedent
variables and the domain of the consequent variable ({0,1}), and are based on the
natural language rules of intuition. For instance, the rules of intuition described
earlier in this section would be compiled into the fuzzy rules:

small ∧ sharp ∧ extreme )−→ 1
large ∧ low ∧ low )−→ 0

The computation process is based on product inferencing and weighted aver-
age defuzzification [5], and the value of the consequent variable is handled such
that value greater than 0.5 is classified as a cosmic ray hits. Otherwise, the value
is classified as a non-cosmic ray hits.
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3.2 Using the Fuzzy Logic Model

The fuzzy logic model is used in order to classify peaks in the frame as cosmic
ray hits or non-cosmic ray hits. In the presented method, searching for peaks
in a FITS frame is performed by comparing the value of each pixel with the
values of its 8 neighboring pixels. If the pixel is equal or brighter than all its
neighboring pixels, it is considered as a center of a peak. After finding the peaks
in the frame, the fuzzy logic model is applied to the peaks in order to classify
them as cosmic ray hits or non-cosmic ray hits.

Measurements of the performance of the algorithm were taken using 24 Night
Sky Live exposures. Each NSL frame contains an average of 6 noticeable cosmic
ray hits brighter than 20σ, and around 1400 astronomical sources. Out of 158
cosmic ray hits that were tested, the algorithm did not reject 4, and mistakenly
rejected 6 true astronomical sources out of a total of 31,251 PSFs. These num-
bers are favorably comparable to previously reported cosmic ray hit rejection
algorithms, and the presented algorithm also has a clear advantage in terms of
computational complexity.

4 Conclusion

The emerging field of robotic telescopes and autonomous sky surveys introduces
a wide range of problems that require complex decision making. We presented
solutions to two basic problems, which are star recognition and cosmic ray hit
rejection. We showed that fuzzy logic modeling provides the infrastructure for
complex decision making required for automatic analysis of astronomical frames,
yet complies with the practical algorithmic complexity constraints introduced by
the huge amounts of data generated by the astronomical pipelines.
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Abstract. The on-line update of classifiers is an important concern for
categorizing the time-varying neurophysiological signals used in brain
computer interfaces, e.g. classification of electroencephalographic (EEG)
signals. However, up to the present there is not much work dealing with
this issue. In this paper, we propose to use the idea of gradient decor-
relation to develop the existent basic Least Mean Square (LMS) algo-
rithm for the on-line learning of Bayesian classifiers employed in brain
computer interfaces. Under the framework of Gaussian mixture model,
we give the detailed representation of Decorrelated Least Mean Square
(DLMS) algorithm for updating Bayesian classifiers. Experimental re-
sults of off-line analysis for classification of real EEG signals show the
superiority of the on-line Bayesian classifier using DLMS algorithm to
that using LMS algorithm.

1 Introduction

In the past few years, the research of brain computer interfaces (BCIs), which
could enhance our perceptual, motor and cognitive capabilities by revolution-
izing the way we use computers and interact with ambient environments, has
made significant developments. BCIs can help people with disabilities to improve
their quality of life, such as simple communication, operation of artificial limb,
and environmental control. Besides, BCIs are also promising to replace humans
to control robots that function in dangerous or inhospitable situations (e.g., un-
derwater or in extreme heat or cold) [1][2][3][4]. In this paper, we focus on the
research of on-line learning algorithms for BCI applications.

Among the information carriers for BCI utilities, such as electroencephalog-
raphy (EEG), magnetoencephalography (MEG), functional magnetic resonance
imaging (fMRI), optical imaging, and positron emission tomography (PET),
EEG is a relatively inexpensive and convenient means to monitor brain’s activi-
ties. The BCIs using EEG as carriers are often called EEG-based BCIs, which are
the object of our current research. Although EEG signals have the above merits,
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there also exist some disadvantages, e.g. low signal-noise-ratio (SNR) and the
time-varying characteristic. As a representation, EEG signals often change due
to subject fatigue and attention, due to ambient noises, and with the process of
user training [3]. At the present time most BCIs usually require a boring cali-
bration measurement for training classifiers before BCI applications. To make it
worst, the time-varying characteristic of electrophysiological signals (e.g. EEG
signals) inherently necessitates retraining for BCI utility after a long break,
which becomes a big hindrance to the progress of BCI.

To solve the tedious problem caused by retraining, there are usually two
kinds of approaches. The first one is model switching, which demands a large
amount of information to guide the model selection procedure. The other ap-
proach is model tracking, a more practical approach for use when no sufficient
information is available [3]. The on-line learning of classifiers studied in this pa-
per belongs to the second category. About the matter of on-line classifier update,
Millán et al. have proposed to use Least Mean Square (LMS) algorithm to deal
with it recently [5][6][7]. They make an approximation about the gradient of
mean value in Gaussian probability density function and a diagonal assumption
about the form of covariance matrix. Our current work is an evolution of their
LMS algorithm. Based on the Bayesian classifier of Gaussian mixture model, we
propose to use Decorrelated Least Mean Square (DLMS) algorithm to develop
the LMS algorithm [8]. Besides, we don’t make any simplicity about the gradient
of mean value and the form of covariance matrix in Gaussian probability density
functions. In this case, our approach is much closer to the natural scenario of
data distribution. Experimental results with real-world data indicate that the
DLMS algorithm is superior to the existed LMS algorithm for on-line EEG signal
classification.

The remainder of this article is organized as follows. After introducing the
Bayesian classifier of Gaussian mixture model in section 2, we give the formu-
lation of DLMS algorithm in section 3. Section 4 reports experimental results
for the problem of on-line EEG signal classification on the real data of BCI
applications. Finally, we conclude the paper in section 5.

2 Bayesian Classifier with Gaussian Mixture Model

Although there are some methods existed in the literature, e.g. support vec-
tor machine (SVM), Fisher discriminant analysis (FDA), artificial neural net-
work (ANN), which have alleviated the problem of EEG signal classification
to some extent, they can’t be used for on-line EEG signal classification simply
[9][10][11][12]. Throughout this paper, Bayesian classifier is adopted as the pro-
totype of on-line learning for the multiclass categorization issue, as Millán et al.
suggested [5][6][7]. In this section, we will first describe the Bayesian classifier
with Gaussian mixture model in a systematic way, and then give the optimiza-
tion object function for on-line learning.

Assume there is a training set comprising N instances which come from K
categories, and each class denoted by Ck has prior P (Ck), (k = 1, ...,K), s.t.,
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k=1 P (Ck) = 1. Under the framework of finite Gaussian mixture model, the

conditional probability density function of each category can be approximated
through a weighted combination of Nk Gaussian distributions [13][14], i.e.,

p(x|Ck) ∼=
Nk∑
i=1

ai
kG(x|μi

k, Σ
i
k), s.t., ΣNk

i=1a
i
k = 1 (1)

where G(x|μi
k, Σ

i
k) is a Gaussian probability density function with mean μi

k and
covariance Σi

k.
According to Bayesian theorem [14], the posterior probability of instance x

belonging to class Ck can be given as

P (Ck|x)

=
P (Ck)p(x|Ck)

p(x)

=
P (Ck)

∑Nk

i=1 a
i
kG(x|μi

k, Σ
i
k)∑K

j=1 P (Cj)
∑Nj

i=1 a
i
jG(x|μi

j , Σ
i
j)

. (2)

Now we represent the N instances as {xn, yn}(n = 1, ..., N), where xn is the
feature vector of the nth instance, and yn is the corresponding label. If xn ∈ Ck,
then yn has the form of ek

K , that is, yn
.= ek

K =
[
0, . . . , 1(k), . . . , 0

]T
(K) . Denote

ŷn as the outcome of our Bayesian classifier, i.e.,

ŷn
.=
[
P (C1|xn), P (C2|xn), . . . , P (CK |xn)

]T
.

Consequently, under the criterion of least mean square (LMS), the optimization
object function for classifying instance xn becomes

min J(Θ) .= minE{‖en‖2} = minE{‖yn − ŷn‖2} (3)

where variable Θ represents any of the parameters Nk, a
i
k, μ

i
k, Σ

i
k in (1). To make

our later analysis feasible, we only presume here that parametersNk, a
i
k are given

or obtained from previous training data, while parameters μi
k, Σ

i
k would have the

most general form (μi
k is a general column vector, and Σi

k is a symmetric and
positive definite matrix) and would be updated through on-line learning.

3 Decorrelated LMS (DLMS) Algorithm for Bayesian
Classifier

The Decorrelated LMS (DLMS) algorithm is an improvement of the basic LMS
algorithm [8]. Therefore, we start this section with the LMS algorithm. And
finally we will present the flow chart of DLMS algorithm for the on-line learning
of Baysian classifier.

When using LMS algorithm to solve the problem of (3) for on-line learning,
one need first derive the formulation of instantaneous gradient (stochastic gra-
dient) ∇Θ‖yn − ŷn‖2. In this paper, Θ just refers to μi

k. That is, each time we
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update μi
k via gradient algorithms, but update Σi

k using the training data and
the update result of μi

k.
Because ‖yn − ŷn‖2 can be rewritten as follows

‖yn − ŷn‖2

= (yn − ŷn)T (yn − ŷn)
= yT

n yn − 2yT
n ŷn + ŷT

n ŷn

= yT
n yn − 2

K∑
i=1

yi
nP (Ci|xn) +

K∑
j=1

(P (Cj |xn))2

= yT
n yn +

K∑
j=1

[(P (Cj |xn))2 − 2yj
nP (Cj |xn)] , (4)

where yT
n yn is a constant independent of variable μi

k, we have

∇μi
k
‖yn − ŷn‖2 = 2

K∑
j=1

[(P (Cj |xn)− yj
n)∇μi

k
P (Cj |xn)] . (5)

Moreover, ∇μi
k
P (Cj |xn) can be derived as

∇μi
k
P (Cj |xn)

= ∇μi
k

P (Cj)p(xn|Cj)
p(xn)

= ∇μi
k

P (Cj)
∑Nj

l=1 a
l
jG(xn|μl

j , Σ
l
j)

p(xn)

=
P (Ck)ai

k

p(xn)
[δkj − P (Cj |xn)]∇μi

k
G(xn|μi

k, Σ
i
k) (6)

where δkj is a Kronecker delta function which equals 0 for k �= j and 1 for k = j
respectively, and

∇μi
k
G(xn|μi

k, Σ
i
k) = G(xn|μi

k, Σ
i
k)(Σi

k)−1(xn − μi
k) . (7)

Define Φ .= P (Ck)ai
k

p(xn) G(xn|μi
k, Σ

i
k)(Σi

k)−1(xn−μi
k) , then according to (5), (6)

and (7), we have

∇μi
k
‖yn − ŷn‖2

= 2
K∑

j=1

[(P (Cj |xn)− yj
n)(δkj − P (Cj |xn))Φ]

= 2Φ
K∑

j=1

[(P (Cj |xn)− yj
n)(δkj − P (Cj |xn))] . (8)
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Though Millán et al. have given a similar final representation of the instanta-
neous gradient ∇μi

k
‖yn− ŷn‖2, they didn’t provide the above systematic deriva-

tion process [6]. And during their experiments, they applied an approximated
form of instantaneous gradient. Instead, in our paper, we adopt the exact gradi-
ent as (8) presents. Now the update equation of LMS algorithm can be formu-
lated as

(μi
k)n = (μi

k)n−1 − γn · ∇(μi
k
)n−1

‖yn − ŷn‖2 (9)

where γn is the learning rate [15]. However, using LMS algorithm directly would
take a risk of low convergence rate and poor tracking performance, since stochas-
tic gradient ∇(μi

k)n−1
‖yn − ŷn‖2 is only the instantaneous approximation of the

true gradient which should be derived from ∇(μi
k)n−1

E{‖yn− ŷn‖2}. If two con-
secutive instantaneous gradients correlate with each other, then the mean square
error (MSE) might be accumulated and couldn’t be corrected in time. There-
fore, to get rid of these shortcomings, here we adopt the decorrelated gradient
instead of the instantaneous gradient, since it has already earned theoretical
support and successful applications [8][15]. Using decorrelated gradient can ef-
fectively avoid the case of error accumulation which might arise in instantaneous
gradient descent algorithms, and hence, can accelerate the convergence of the
adaptive gradient methods.

The decorrelated gradient of (μi
k)n can be defined as

∇̃(μi
k)n
‖yn − ŷn‖2 .= ∇(μi

k)n
‖yn − ŷn‖2 − an · ∇(μi

k)n−1
‖yn − ŷn‖2 (10)

where an is the decorrelation coefficient between instantaneous gradients
∇(μi

k)n
‖yn − ŷn‖2 and ∇(μi

k)n−1
‖yn − ŷn‖2. For two vectors wn and wn−1, the

decorrelation coefficient an can be defined as

an =
(wn − w̄n)T (wn−1 − w̄n−1)

(wn−1 − w̄n−1)T (wn−1 − w̄n−1)
(11)

where w̄n represents the mean value of wn [15]. To this end, we can formulate
the update equation of DLMS algorithm as

(μi
k)n = (μi

k)n−1 − γn · ∇̃(μi
k)n−1

‖yn − ŷn‖2 (12)

where ∇̃(μi
k)n−1

‖yn − ŷn‖2 is the decorrelated gradient and γn is the learning
rate [15]. Table 1 gives the flow chart of DLMS algorithm for learning the on-
line Bayesian classifier.

4 Experiments

4.1 Data Description

Here we describe the data set used in our experiments. The data set contains
EEG recordings from three normal subjects (denoted by ‘A’, ‘B’, ‘C’ respectively)
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Table 1. The flow chart of the decorrelated LMS (DLMS) algorithm for learning on-
line Bayesian classifier

The variable μi
k in the following procedure denotes mean value

in Gaussian probability density function G(x|μi
k, Σi

k) with
{k = 1, . . . , K; i = 1, . . . , Nk}.
Step 1:
Initialize μi

k with (μi
k)0.

Step 2:
For n = 1, 2, . . ., calculate the decorrelated gradient
∇̃(μi

k
)n−1

‖yn − ŷn‖2 from (10) and (5), and update μi
k with

(μi
k)n = (μi

k)n−1 − γn · ∇̃(μi
k
)n−1

‖yn − ŷn‖2.

during mental imagery tasks. The subjects sat in a normal chair, relaxed arms
resting on their legs. The three tasks are: imagination of repetitive self-paced
left hand movements (denoted as class C1), imagination of repetitive self-paced
right hand movements (denoted as class C2) and generation of different words
beginning with the same random letter (denoted as class C3).

For a given subject, there are three recording sessions acquired on the same
day, each lasting about four minutes with breaks of 5-10 minutes in between. The
subject performed a given task for about 15 seconds and then switched randomly
to the next task at the operator’s request. The raw EEG potentials were first
spatially filtered by means of a surface Laplacian [16][17]. The superiority of sur-
face Laplacian transformation over raw potentials for the operation of BCI has
already been demonstrated [18]. Then, every 62.5 ms, the power spectral density
in the band 8-30Hz was estimated over the last second of data with a frequency
resolution of 2 Hz for eight centro-parietal channels (EEG signals recorded over
this region reflects the activities of brain’s sensorimotor cortices). The power
spectra in the frequency band 8-30 Hz were then normalized according to the
total energy in that band. As a result, an EEG sample is a 96-dimensional vector
(8 channels times 12 frequency components). The total number of samples for
subject ‘A’, ‘B’, and ‘C’ during three sessions are respectively 3488/3472/3568,
3472/3456/3472, and 3424/3424/3440. For a more detailed description of the
data and the brain computer interface protocol, please refer to [19] and the re-
lated web page of BCI competition III. In this article, we concentrate on utilizing
the 96 dimensional pre-computed features to address the problem of on-line clas-
sification.

4.2 Experimental Results

EEG signal classification is conducted for each subject. First of all, to reduce the
parameters to be estimated and avoid the over-fitting problem, principal com-
ponent analysis (PCA) is adopted to reduce the feature dimensions by reserving
90% energy. The threshold 90% is a good tradeoff between dimension reduction
and energy preservation for our problem. To initialize the parameters μi

k and Σi
k
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of the DLMS algorithm, we first apply the k-Means clustering algorithm with
multiple runs [14], and the result with the least cost value is selected for initial-
ization utility. On the selection of parameters P (Ck), Nk and ai

k in the Bayesian
classifier of Gaussian mixture model, we take the same configuration as [19],
for in his research, Millán had shown its effectiveness through cross-validations.
Thus, P (Ck) = 1

3 , Nk = 4 and ai
k = 1

4 (k = 1, 2, 3; i = 1, 2, 3, 4).
In this article, the data of session 1 from each mental task of every subject

is employed to implement parameter initialization. For class Ck, we first use
k-Means clustering algorithm to initialize μi

k which comes from one of the Nk

cluster centers. Then Σi
k can be obtained using the data belonging to the same

cluster Ci
k. Subsequently, we update the parameters adaptively on the first one

minute data of the next session (the samples are processed sequentially and
only once, to completely stimulate the on-line situation). With the final updated
parameters, we test the performance of the classifier on the data of the last three
minutes from the next session. The same procedure is performed on session 2 and
session 3, i.e., we initialize the parameters μi

k and Σi
k through k-Means clustering

on session 2, then update them using the first one minute data of session 3 and
test the final classifier on the last three minute data of session 3.

To evaluate the performance of the DLMS algorithm of learning on-line
Bayesian classifier, under the same configurations we also carry out on-line clas-
sification using the basic LMS algorithm, which adopts instantaneous gradient
instead of decorrelated gradient to update parameters μi

k. The learning rate γn

of both LMS algorithm and DLMS algorithm is taken as 1e− 6, which is found
through a small number of grid search to achieve best performance for LMS algo-
rithm. The final classification accuracies for different subjects and sessions using
these two algorithms with parameters updated by the corresponding one minute
data are given in Table 2. From this comparison, we can see that DLMS algo-
rithm (with higher average value and smaller standard deviation) is better than
LMS algorithms, though slightly. Furthermore, for on-line evaluation of learning
algorithms, the stability of time course is also an essential factor. Therefore, we
show the time courses of classification accuracies of these two algorithms during
the on-line update for classifying the last three minutes of session 3 of three
subjects in Fig. 1. That is, after every update, we obtain the classification accu-
racy on the last three minutes of session 3. Furthermore, to give a quantitative
comparison the standard deviation (STD) of the classification courses for LMS
algorithm and DLMS algorithm are respectively given in Table 3, from which
we can see that DLMS algorithm is also superior to the LMS algorithm in the
sense of low variance and high stability.

5 Conclusions

In this paper, we address the problem of on-line classification of EEG signals aris-
ing in brain-computer interface research. The time-varying characteristic of EEG
recordings between experimental sessions makes it a difficult issue to classify
different EEG signals, and necessitates learning on-line classifiers. For Bayesian
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Table 2. A comparison of classification accuracies for on-line learning Bayesian clas-
sifier with LMS algorithm and DLMS algorithm

Subjects Sessions LMS DLMS Better?

2 68.55% 68.31% ×
A 3 71.20% 71.20% =

2 48.16% 47.52% ×
B 3 50.48% 50.68%

√

2 48.82% 48.90%
√

C 3 40.12% 41.41%
√

Average 54.56±12.42 54.67±12.13
√
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Fig. 1. (a): The time course of classification accuracies on session 3, subject ‘A’. (b):
The time course of classification accuracies on session 3, subject ‘B’. (c): The time
course of classification accuracies on session 3, subject ‘C’
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Table 3. The standard deviations (STDs) (multiplied by 1e + 3 for normalization) of
the time courses of on-line classification by LMS algorithm and DLMS algorithm

LMS DLMS STD
Subjects Sessions STD STD Reduced Better?

2 8.0 6.1 23.75%
√

A 3 4.5 5.1 −13.33% ×
2 18.1 14.6 19.34%

√
B 3 8.3 9.4 −13.25% ×

2 5.7 4.9 14.04%
√

C 3 8.5 6.7 21.18%
√

Average 8.62%
√

classifier with Gaussian mixture model, we systematically derive the formulation
of gradient representation with respect to μi

k, and propose to use DLMS algo-
rithm to replace LMS algorithm for the on-line learning of Bayesian classifier.
Experimental results on real EEG signals also indicate that DLMS algorithm is
superior to the existed LMS algorithm for learning Bayesian classifiers.

The computational complexity of DLMS algorithm is quite similar to that
of LMS algorithm, for it only adds a step for gradient decorrelation. And thus
DLMS algorithm would not influence the real time performance much. In the
future, study on the possibility of on-line updating other parameters (e.g. co-
variance matrix) using gradients and the active selection of training instances
would be interesting directions.
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Abstract. This paper presents a framework for automatically supplying key-
phrases for a Chinese news document. It works as follows: extracts Chinese 
character strings from a source article as an initial set of keyphrase candidates 
based on frequency and length of the strings, then, filters out unimportant can-
didates from the initial set by using elimination-rules and transforms vague ones 
into their canonical forms according to controlled synonymous terms list and 
abbreviation list, and finally, selects the best items from the set of the remaining 
candidates by score measure. The approach is tested on People Daily corpus 
and the experiment results are satisfactory. 

1   Introductions 

With the rapid growth of available electronic documents, keyphrases, which serve as 
highly condensed summary, play more and more important role in helping the readers 
to quickly capture central content of an article and determine whether the article is 
valuable for them. Keyphrases are also useful to information retrieval, text clustering, 
text categorization and so on. However, keyphrases are usually not provided by au-
thor(s) in most articles, especially in news documents, to which most people always 
pay a large amount of attentions. Manually assigning keyphrases to articles will be 
labor-intensive and time-consuming. Therefore, how to automatically supply key-
phrase for a document has become an important task. 

There exist two general approaches to automatically supplying keyphrases for an 
article: keyphrase extraction and keyphrase assignment. The fact that most keyphrases 
will occur somewhere in a source article [4] shows that keyphrases can be directly 
extracted from an article without a predefined term list. 

Supervised machine learning algorithms, such as decision tree, genetic algorithm 
[4] and Naïve Bayse technique [2][5] have been used in keyphrases extraction suc-
cessfully. In these methods, a text is treated as a set of words or multi-words, each of 
which is viewed as either keyphrase or non-keyphrase. Keyphrases extraction there-
fore becomes a binary-value classification and machine learning techniques are used 
to classify them. These systems achieved satisfying results. However, they need a 
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large amount of training documents with known keyphrases to train classifiers. For 
Chinese Language, keyphrase extraction means that words and phrases need to be 
recognized before the above mentioned machine learning methods are applied. This is 
still considered as a difficult question to Chinese Processing. Some researchers tried 
to avoid Chinese word segmentation and proposed statistics method such as string-
frequency. PAT tree is used to represent Chinese character string [1][3] and mutual 
information is used to evaluate the importance of a string. Unfortunately, the method 
is not able to extract keyphrases that do not occur sufficiently frequently and resultant 
string as keyphrase even cannot be ensured as a meaning unit. 

For some keyphrases extracted from a source article, there might exist semantic 
ambiguities. One way of solving this problem is to select terms from a controlled 
thesaurus that is pre-constructed. This method is called keyphrases assignment. Al-
though it is time-consuming and labor-intensive to build a thesaurus, some agencies, 
such as People Daily in China, have been doing it as a task of local standardization. 
That makes it possible to automatically assign keyphrases for People Daily. 

In cooperation with People Daily Agency, we combine the two approaches. Our 
approach directly extracts some important keyphrases from an article no matter 
whether they occur in predefined closed list of term or not. At the same time, Some 
keyphrases may be gained by transforming from words or multi-words occurring in 
the source article to canonical terms according to controlled term list. 

In this paper, we discuss some key factors that have an effect on supplying key-
phrases and give testing results. 

2   Approach 

Our approach consists of four main parts: Initialization, filter, transformation and 
score computation. It can be outlined in Fig.1. 

 

Text Initial candidates finder 

Transformation 

Filter Elimination rules Thesaurus 

Abbreviation list Syn-list 

Score Computation

Keyphrase list

Fig. 1.  System structure 
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A keyphrase is just a Chinese character string in surface form, and to extract key-
phrases from an article is to find important strings. By a Chinese character string here 
we mean a string consisting of only Chinese characters. The total of Chinese character 
string in an article is usually huge. In order to reduce the complexity of successive 
processing, obviously unimportant Chinese character string should be filtered out as 
early as possible.  

The approach works as follows: extracts all Chinese character strings from an arti-
cle as the set of initial keyphrase candidates on condition that they have more than 
one Chinese character and occurs more than one time in the article, eliminates mean-
ingless strings by deciding whether the string can be segmented into a sequence of 
words successfully and the POS of the head word is noun, transforms some vague 
words or multi-words into their canonical forms according to controlled synonymous 
terms list and abbreviation list, and applies some indicators to score candidates. The 
strings with the highest scores are selected as resultant keyphrases. 

2.1   Initialization and Elimination  

Unlike English, there is no boundary between two words except punctuation symbols 
within Chinese text. Inasmuch as it is difficult to directly initialize keyphrases candi-
dates as list of words or multi-words, we will simply extract Chinese character strings 
as initial keyphrase candidates. Considering that the size of keyphrase candidate set 
will seriously affect processing efficiency, those unimportant strings should be elimi-
nated as early as possible. Five elimination rules are thus applied:  

E-Rule1: String  frequency filter 

1 2 ...    

 ( ) 1,    S    
nS c c c is a Chinese character string

if freq S then set of keyphrases cadidates

∀ = − −
= ∉

 

Generally speaking, a word or multi-word will occur many times in an article in 
order to emphasize the content it expresses if the content is important. This implies 
that those strings with the occurrence frequency as just one usually do not express the 
topic and therefore can be filtered out. 

E-Rule2: One-character word filter 

1 2 ...     

      ,  

 S    .

nS c c c is a Chinese character string

if S contains only one Chinese character

then set of keyphrases cadidates

∀ = − −

∉

 

Many Chinese characters can independently act as a word. Most functional words 
are one-character words and they usually occur frequently in a document, but they 
seldom express the topic of the document by themselves. The kind of strings also 
should be eliminated. 

A lot of Chinese character strings are filtered out by using E-Rule1 and E-Rule2 
while the others remain as the initial set of keyphrase candidates. 
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E-Rule3: Meaningless unit filter 

  

1 2

1 2 1 2

 ...     ,

 ... (S= ... ) 

  S      

,     , 1...   1 ;

                

n

m m

i

j

S c c c the set of keyphrase candidate

if w w w w w w

then should be deleted from keyphrases cadidates

where w is a Chinese word i m and m n

c is a Chinese cha

∀ = ∈
¬∃

= ≤ ≤
,  1...racter j n=

 

A word is the minimal meaning unit. If a Chinese character string cannot success-
fully be segmented into any sequence of words, it will be thought as a meaningless 
string and be eliminated. We use a Chinese word segmentation tool based on a dic-
tionary to do it.  

E-Rule4: POS filter 

1 2

1 2

 ...     ,

 ( ( ... ))   1 

  S      

m

m

S w w w the set of keyphrase candidate

if POS head w w w Noun and m

then should be deleted from keyphrases cadidates

∀ = ∈
≠ >  

Noun words or phrases are commonly believed to be the content bearing units. 
Therefore, those candidates whose heads are not noun will not thought as keyphrases 
in our approach. However, the rule do not delete the individual word candidates sim-
ply because POS of a single word usually cannot be tagged accurately. They will be 
treated by rule E-Rule5. 

In Chinese, the head of a phrase is almost the most right word. After the POS tag-
ging is done, we can easily determine whether a candidate should be filtered out. 

E-Rule5: Non-subject word filter 

 
    ,

(  )

  S      

a word S

if S subject thesaurus

then should be deleted from keyphrases cadidates

∀
∉  

There are two obvious disadvantages of single common words: its semantic ambi-
guity and its too general meaning to convey text content. Therefore, the individual 
words that do not belong to subject thesaurus will be filtered out. However, multi-
word are sometimes better indicators of text content even if they are not the members 
of the thesaurus. E-Rule5 has no effect on any candidate consisting of more than one 
word. It serve as a complement to E-Rule4. From this perspective, the subject thesau-
rus in our approach is only a semi-controlled subject thesaurus. 

2.2   Keyphrase Weight  

Not all of Keyphrase candidates equally reflect text content. We present some empiri-
cal indicators to score the candidates based on our observation. These factors play a 
decisive role in picking out keyphrases from the set of candidates. Candidates are 
assigned a score for each indicator; those candidates with the highest total score are 
proposed as resultant keyphrases. In the following we outline these indicators and 
assign the empirical scores.  
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Title and section heading 
Title (and section heading) is a condensed description of an article (and section). The 
words and multi-words appearing in title or headings, in particular, the noun words 
and multi-words have much closer concept relation with the topic of the article. Their 
importance should be emphasized and thus are assigned the highest score wt-h  = 7. 

The first paragraph 
Many authors like to present topic at the beginning of an article in news documents. 
Words and multi-words in the first paragraph are much likely the keyphrase. They are 
also given a high score wf-p = 3. 

The last paragraph 
The conclusion and summary of an article will mainly be in the last paragraph. This is 
a good indicator of significance. The words or multi-words occur in this paragraph are 
given a score wl-p =2. 

Special punctuations 
Some special punctuation marks can hint that some sentences or phrases within an 
article are important. For example, the symbol dash ‘——’ and pair of close marks 
such as ‘( )’, ‘ “ ” ’ can function as emphasis on some topics. The phrases that are 
bracketed or leaded by special punctuations will be added a score: 

1,       
( )

0,  

if the term with special punctuation
punctuation term

others
=  (1) 

Length of a multi-word 
We found that a Chinese keyphrases usually has two characters to eleven ones and the 
average length of keyphrases is 7 by analyzing the manual keyphrases. In the ap-
proach, we use a formula to compute the weight relating to length of a candidate: 

1 1
1 lg

| ( ( ) 7 ) | 1le nw
le n g th p h r a s e

= +
− +

 (2) 

Named entity and common phrase  
Person name, place name and organization name are very important in news docu-
ments and readers are usually much interested in them. We  treat them differently 
from usual candidate as follows: 

1 .5           ;

1       N e cp

if the phrase a is nam ed en tity
w

others− =  (3) 

2.3   Transformation 

Although we try to avoid parsing and analyzing sentences within the whole text in 
order to improve efficiency, some deeper processing techniques will still be applied in 
concerned strings. 
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2.3.1   Synonymous Phrase Substitution 
Writers sometimes use different words or multi-words to express the same or nearly 
the same meaning in an article. This is an obstruction to string frequency based 
method. In our approach, a readable dictionary of synonymous terms is built. When 
different terms express the same meaning, they will be replaced into canonical terms. 

For instance,  two synonymous words “ ” (meeting) and “ ”(conferring)  
appearing in the following example often co-occur in a news document. 

 

(Jiang Zemin said during meeting with visiting Australian Prime Minister John 
Howard that his meeting and conferring with Chinese President Hu Jintao, Chinese 
Premier Wen Jiabao and other Chinese leaders will help increase mutual understand-
ing and cooperation between two countries) 

Synonymous terms are not contained in subject thesaurus. But each of them corre-
sponds to an entry in subject thesaurus. The structure of the dictionary is: 

Norm-term:  { syn-item1, syn-item2, …} 

Norm-term belongs to the subject thesaurus. Each syn-itemi is a synonymous multi-
word of the canonical term. Once a syn-item occurs in a source text, it will be trans-
formed into the corresponding canonical term. 

2.3.2   Abbreviation Substitution 
Abbreviations are everywhere and abbreviations of proper noun are more popular in 
news document. Meanwhile, named entities usually become focus in news event. 
Therefore, they will be paid special attention and be preferentially processed. We 
built an abbreviation dictionary to serve it. Its structure is: 

Ex-form: {abbr-form1, abbr-form2,  …} 

The relationship between some abbreviations and their expansions is many to many. 
For example, the abbreviation  “ ” could be “ - ”(Sino-India) or “ -

” (Sino- Indonesia). They will be disambiguated before they are replaced by 
the expansion. 

2.3.3   Special Phrase Reconstruction 
Some words or phrases must collocate others in order to clearly reflect the topic of 
text even if they are not adjoined. If they are extracted as keyphrases independently, 
some ambiguities will be caused. We consider the following example: 

“
”(On Qian Weichang happily celebrating his 90th birthday in Shanghai, Huang 

Ju, on behalf of Jiang Zemin, Li Ruihuan and Li Lanqing, kindly congratulated him ). 
If the set of keyphrases is { (birthday), (Qian Weichang), (Jiang 

Zemin),…}, it will be difficult to tell whose birthday it is from the set.  
Some special words such as “ ” (birthday), “ ”(condolence conference) 

etc. need to be recombined with other words(or phrases) to form a new multi-word in  
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order to make the meanings clear. In this example, “ ” will be formed and 
become a keyphrase instead of independent “ ” and “ ”. We have presented 
some recombination patterns for special words or phrases. 

2.4   The Algorithm 

The algorithm to supply keyphrases is described informally as follows: 

Step1. Find all Chinese character strings with more than one occurrence and more 
than one character, and generate a set of candidates. 

Step2. Recognize named entities occurring in title or heading and the first para-
graph, and add them into the set of candidate if they are not in the set. 

Step3. Use elimination rules E-Rule3 ~ E-Rule5 to filter some candidates out. 
Step4. Transform some words or multi-words into canonical terms and recombine 

special phrases. 
Step5. Assign a score to each occurrence of each candidate and aggregate the total 

score for each candidate. 
Step6. Select those candidates with the highest total score. 

The score of each occurrence and total score in step5 are assigned and computed as 
follows: 

7        

3      
( ( ))  

2       

1               

t h

f p

l p

w position is Title or heading

w position is the first paragraph
score position term

w position is the last paragraph

others

−

−

−

=
=

=
=

 
(4) 

If a term occurs in special punctuation, a score will be added: 

( ( )) ( ( )) ( )score occurrence term score position term punctuation term= +  (5) 

A term could occur in different places of an article, so it could be assigned differ-
ent scores. For each candidate term, its scores in different places are added up and the 
result is denoted as Sum(term). By combining factors Wlen and WNe-cp, the final score 
of a candidate term is calculated as follows: 

( ) * * ( )len Ne cpTotal score term w w Sum term−− =  (6) 

Table 1 gives the testing results on an article from People Daily. In this table, key-
phrases are sorted by total score. The manually assigned keyphrases are underlined. 
Occurrence frequency of each term in the article is also given.  

Although Rank 3 ,4, 6 and 7 are not manually assigned in this table, profes-
sional(human) indexer admit that Rank 3( ), a  expansion of the Rank 1(

), is acceptable as keyphrases and Rank 4, Rank 6 and Rank 7 
are semantically related to the content of the article. 
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Table 1. Seven keyphrases with the highest scores testing on article “
”(Chinese team wins six golds in Sailing Race ) from  People Daily 

Rank Frequency Score Keyphrases 
1 3 22.14 (Chinese Team) 
2 2 17.40  (Sailing Race) 
3 4 11.73  (Chinese Sailing Team) 
4 5 10.06  (Olympic Games) 
5 2 8.05  (Asian Games) 
6 4 6.32  (wining gold) 
7 2 2.53  (Women’s Europe Class) 
… … … … 

3   Evaluation 

We select 80 articles from People Daily with manually assigned keyphrases to test 
our approach. We classify these articles according to the number of the manually 
assigned keyphrases. The classes corresponding to the numbers are shown in Table 2. 
The number of articles in each class is also given in the table. We do not select those 
articles that have two manually designed keyphrases or more than seven ones due to 
their small proportion. 

Table 2. The Class (Class-i,  i =1..5 ) correspending to the number of manually assigned 
keyphrases and the number of articles in each class 

 Class-1 Class-2 Class-3 Class-4 Class-5 

Number of keyphrases 3 4 5 6 7 

Number of articles in each class 12 24 23 15 6 

Total number of articles 80 

Table 3 gives the number of correct keyphrases that are automatically indexed by 
the system for each rank in each class. An indexed keyphrase is defined as correct on 
Rank i ( i= 1.. 7) for an article if it belongs to the set of manually assigned keyphrases. 
The order of manual keyphrases is not considered in our evaluation. Only the first 
three ranks in Class-1 are evaluated because these articles in this class have just three 
manual keyphrases and the rest classes may be deduced by analogy.   

In Table 3, The total (the last but three row) shows the total number of keyphrases 
in each class that are correctly indexed by the system, and the sum (the last but one 
column) shows the total number of keyphrases on each rank that are correctly indexed 
by the system. Correspondingly, ratio-C (the last but one row) is the correctness ratio 
for each class and ratio-R (the last column) for each rank. The ratio-W is the whole 
correctness ratio of all selected articles. Correctness-ratio is calculated as follows: 

       

    

the number of keyphrases that are correctly indexed
Correctness ratio

the number of manual keyphrases
− =  (7) 



656 H. Wang, S. Li, and S. Yu 

 

Ratio-W indicates that the whole result is satisfactory. Also that the correct ratio 
Ratio-C for each class is nearly identical with Ratio-W shows that our approach is 
appropriate for both long news articles and short ones. 

Table 3. Testing results: the number of correct keyphrases and the correctness ratio   

Rank Class-1 Class-2 Class-3 Class-4 Class-5 Sum Ratio-
R 

1 10 19 19 12 5 65 81.3  % 
2 9 15 13 10 4 51 63.8 % 
3 3 9 16 7 5 40 50.0 % 
4  14 14 8 2 38 55.9 % 
5   11 10 2 23 52.3 % 
6    7 4 11 52.4 % 
7     5 5 83.3 % 

Total 22 57 73 54 27   
Manual 
Total 

12*3=36 24*4=96 23*5=115 15*6=90 6*7=42   

Ratio-C 61.1 % 59.4 % 63.5 % 60.0 % 64.3 %   

Ratio-W 61.5 %   

Ratio-R shows that the correct ratios on the first two ranks (Rank1—81.3 % and 
Rank 2—63.8 %) are obviously higher than those on the following four ranks. An 
important reason is that some candidates occurring special location like title (heading) 
are assigned a high score in our approach and they are just manual keyphrases in most 
cases. 

After analyzing the test results, we feel that it is not completely reasonable to 
evaluate the results only by comparing automatically indexing keyphrases with man-
ual ones. Even different human indexer may assign different keyphrases for the same 
article and the same people could give different results in different times. The set of 
keyphrases should not be only one. Just as table 1 shows, Rank 3 can absolutely re-
place Rank 1. Therefore, we ask people to mark which indexed terms are acceptable, 
and the result shows acceptable-rate is 75.5%, where,  

    

    

the number of acceptable keyphrases
acceptable rate

the number of manual keyphrases
− =  (8) 

4   Conclusion 

This paper presented a framework for automatic keyphrase extraction from Chinese 
news documents. No training is needed and the testing results are satisfactory. 

In the future work, we will use a larger Wordnet-like Chinese concept dictionary to 
process synonymous word. We have finished collecting noun words(phrases) in this 
dictionary. Also, we will adjust the computation of the score according to empirical 
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observation. For instance, multi-words in thesaurus should be treated differently with 
those that are not in the thesaurus. Finally, we plan to process more language patterns 
such as A+ X + B in which A+B belongs to subject thesaurus and is usually separated 
by other words (X).   
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Abstract. The purpose of document structure analysis is to get the document 
structure of the source text. Document structure is defined as 3 layers in the 
paper. A new model of document structure analysis — DLM is proposed. The 
model is composed of three layers: physical structure layer, logical structure 
layer and semantic structure layer, which are corresponding to the definition of 
the document structure. The input, output and operation of each layer are 
illustrated in details in the paper. The model has the feature of flexible, 
systematic and extendible. DLM is implemented on the Automatic 
Summarization System. It shows that the model is feasible and good result can 
be achieved. 

1   Introduction 

Document structure analysis is the key method to many research fields. In the process 
of automatic summarization, document structure analysis is needed because different 
parts of the document should have different importance so that some important parts 
can be extracted; in retrieval system, document structure analysis is needed because 
the system should operate on some certain parts of the document according to the 
user’s requisition; in the process of constructing the information database, document 
structure analysis is needed because the document contained text noise and distortion 
need be described with a unified description language. In short, document structure 
analysis is the base of automatic summarization, automatic classification, automatic 
indexing and automatic retrieval. Now, a lot of NLP systems are on base of manual-
indexing, such as the information databases of China Infobank, some automatic 
summarization system and some semantic analyzer. Automatic document structure 
analysis can take place of manual-indexing process and help those systems become 
practicability. This is the most important significance of document structure analysis. 

This paper analyzed the tasks that document structure analysis should fulfill, 
defined document structure and proposed a new model of document structure analysis 
— Document Layer Model (DLM). The main features of DLM are flexible, 
systematic and extendable. The remaining sections of the paper are organized as 
follows: In section 2, the related work about this field is cursorily described. Section 3 
defines document structure and Document Layer Model. Section 4 shows an example 
of implementing DLM in automatic summarization system. Finally, section 5 
concludes with a summary. 
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2   Related Works 

There are some researches focused on the implementation of document structure 
analysis. Kristen described an implemented approach to discovering full logical 
hierarchy in generic text documents primarily based on layout information [1]. Salton 
applying the vector space model to document structure analysis [2], [3]. In his 
method, vector space model is used to calculate the similarity between the two 
random paragraphs. The relevance of the paragraphs can be got from the text 
relationship map constructed according to the similarity, and the document can be 
segmented into several topic clusters. However, the topic clusters got from this 
method are usually composed of discontinuous paragraphs. The original sequences of 
the paragraphs are ignored, which makes the result hard to explain. Hearst also uses 
vector space model to segment the document into semantic sections [4]. In his 
method, the document is segmented into several sections containing the same number 
of sentences. Vector space model is used to calculate the similarity between the two 
adjacent sections. According to the valley of the similarity curve constructed with the 
similarities, the document is segmented into several semantic sections. However, the 
layout information is not used in this method, such as boundary of the paragraphs that 
can express continuing or turning of the topic. In short, the research mentioned above 
is focused on some certain aspects of document structure analysis (Kristen focused on 
document layout analysis. Salton and Hearst focused on document semantic analysis). 
Our work in this paper is focused on constructing an all-sided document structure 
analysis model from three layers. 

3   Document Layer Model (DLM) 

3.1   Definition of Document Layer Model 

The problems that should be solved in document structure analysis include: extracting 
the useful textual information from document; clearly expressing paragraphs and 
sentences information of document; identifying the feature information including 
author, abstract, keyword, references etc.; segmenting the semantic sections (usually 
composed of several paragraphs). 

According to these, document structure should be defined as three layers — 
physical structure, logical structure and semantic structure. 

Physical structure reveals the useful textual information of the document. Useful 
textual information refers to the textual information contained in the document, which 
is useful to the application. Take an html page of a news report for an instance. The 
useful textual information refers to the part of title and straight matter of the news 
report. Related links, advertisement and images don’t belong to the useful textual 
information.  

Logical structure defines the logical units of the document. Logical units include 
title, keywords, author information, reference etc.. 

Semantic structure explains the organization of document content. There are two 
kinds of semantic structure. The semantic structure which is expressed with language 
symbols (e.g. first, second…; 1., 2., …) is defined as apparent semantic structure. On 
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the contrary, the semantic structure which is expressed without any language symbols 
is defined as latent semantic structure. In latent semantic structure, semantic structure 
is expressed by the relationship of paragraphs. 

Corresponding to the definition of document structure, Document Layer Model is 
defined as three layers: Physical Structure Layer, Logical Structure Layer and 
Semantic Structure Layer. The structure of DLM is shown as figure 1.  

Physical Structure 
Layer

Logical Structure 
Layer

Semantic Structure 
Layer

Operation

Operation

Operation

Input

Output

Input

Output

Input

Output

 

Fig. 1.  Document Layer Model 

3.2   Physical Structure Layer 

The input of physical structure layer is electronic documents with various formats 
(such as xml, html, doc, wps, pdf etc.). The operation of physical structure layer is 
extracting useful textual information from document. The output of physical structure 
layer is the physical structure of the document which is composed of the textual 
information and its corresponding format information. 

The corresponding format information of the textual information can be divided 
into two kinds: character format and paragraph format. Character format is used to 
describe each single character including font absolute size, font relative size (the 
relative font size of character C compared with the main text), font style, font color 
etc., while paragraph format is used to describe paragraphs including alignment, 
width, type(representing the paragraph is text, table, image or something other), 
indent etc..  

 To get the useful textual information from the document, the structure of the 
document file should be parsed. Knowledge database of different types of files can be 
constructed. Machine learning method can be employed to extract the useful textual 
information of the documents and filter some other information. 

3.3   Logical Structure Layer 

The main task of logical structure layer is to analyze logical structure from physical 
structure. The procedure is shown in figure 2. 
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Fig. 2. The procedure of logical structure layer 

The input of logical structure layer is the output of the physical structure layer. 
The granularity of the physical structure may not accord with the requisition of 
logical structure layer. The physical structure contains two kinds of units: character 
and paragraph. However, the basic processing unit of logical structure layer is 
paragraph. Therefore, the physical structure should be transformed into the format 
that meets the needs of logical structure layer’s operations. This becomes the first 
reason for the preprocessing step. The other reason is the fault use of the carriage 
return, although the probability of such case is very low. For these two reasons, in 
the preprocessing, two things need to be done — standardizing paragraphs and 
standardizing format. The purpose of standardizing paragraphs is to correct the fault 
use of carriage returns. The method is using the statistics of the document layout 
information to analyze why there is a carriage return, and then get rid of the 
excrescent carriage returns. The purpose of standardizing format is to unify the 
physical structure with the granularity of paragraph. The method is to judge the 
layout information (character and paragraph) in the physical structure one by one, 
and then copy attribute, add new attribute and redefine attribute to re-describe this 
information in a standard form. 

The operation of the logical structure layer includes identifying logical units and 
forming logical structure tree. In the process of identifying logical units, the logical 
unit such as title, author, keywords, reference etc. is identified by means of the salient 
feature string or the layout information. Some information identification (e.g. 
abstract) depends mainly on the salient feature string, while other information 
identification (e.g. title) depends mainly on layout information. Finally, the logical 
structure is described with a logical structure tree with the tree nodes representing 
logical units. A typical tree describing the document logical structure is shown as 
figure 3. 
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Fig. 3. A typical tree of Document Logical Structure 

3.4   Semantic Structure Layer 

The main task of semantic structure layer is to analyze the content organization of the 
document. Usually, a document is composed of several semantic sections. As 
mentioned above, the semantic structure can be classified into apparent semantic 
structure and latent semantic structure. Accordingly, the segmenting semantic sections 
can be classified into apparent semantic section segmenting and latent semantic 
section segmenting. 

(1) Apparent Semantic Section Segmenting 
Apparent semantic section segmenting mainly depends on the identification of the 

apparent semantic structure symbols (headings). In common sense, a heading 
becomes a paragraph by itself, or it has a special symbol. Therefore, knowledge 
database can be constructed according to the formal feature of the headings, and then 
the headings can be identified according to the knowledge in the knowledge database. 
The hierarchies of the headings need to be identified. This is because that the 
headings usually have hierarchies, and the headings belong to the same hierarchy 
express the indication of the semantic sections segmenting. The following example 
shows the multi-hierarchies of headings. 

e.g.:    

 
 
 
 
 
 

After identifying the headings, the correction should be made to the headings. 
Through statistics of the proceedings of 16th National Conference of the Computer 
Information Management, there are a quite number of authors (about 10%) using 
wrong heading symbols. Heading correction is to correct the clerical error or the 
edition error of the headings. Finally, the semantic sections are segmented using the 
headings. 

1. XXXXXXXXXXXXXXXXXX 
1.1 XXXXXXXXXXXXXXXXXX 

            1.1.1 XXXXXXXXXXXXXXXXXX 
            1.1.2 XXXXXXXXXXXXXXXXXX 

1.2 XXXXXXXXXXXXXXXXXX 
2. XXXXXXXXXXXXXXXXXX 
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(2) Latent Semantic Section Segmenting. 
The latent semantic section segmenting mainly depends on the evaluation of the 

semantic relationship among the paragraphs. A simple method of semantic section 
segmenting is described as follow. 

Suppose the paragraphs of the document is P0, P1, …, Pn-1. The relevance degree  

R(i)=Sim(Pi, Pi+1)  (0 i n-2) (1) 

The mean of R(i) is  

R = 1

)(
2

0
−

−

=
n

iR
n

i  
(2) 

If existing R(i) (0<i<n-2) which satisfies the following conditions: 

(1) R(i-1)-R(i)>ξ  and R(i+1)-R(i)> ξ (ξ  is a positive minimum constant ), 

(2) R(i)< R  

Then R(i) is the division, Pi belongs to a semantic section, and Pi+1 belongs to the 
next semantic section. The curve of R(i) is shown in figure 4.  

 

Fig. 4. The R(i) curve. The dots with cross are division dots. They segment all the paragraphs 
into five sections. P0 to P3 are the first section; P4 to P8 are the second section; P9 to P13 are 
the third section; P14 to P17 are the forth section; P18 to P19 are the fifth section. 

There are many methods to calculate relevance degree of Sim(Pi, Pi+1). One 
simple method is to evaluate it by the frequency of the co-occurrence words. 

3.5   Application Frame of DLM 

DLM can be applied in many applications. The architecture of the system with DLM 
as its core is shown in figure 5.  
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Fig. 5. The system framework based on Document Layer Model 

The whole system can be described as three parts: source document, DLM and 
applications. The source document should be electronic document that can be 
processed by the system. DLM contains physical structure layer, logical structure 
layer and semantic structure layer. The applications may be AAS (Automatic Abstract 
System), IE (Information Extraction), IF (Information Filter), IR (Information 
Retrieval), SE (Subject Extraction) etc.. Each layer of DLM can offer service 
respectively to meet the requirement of different application. For example, if the 
application just needs the count of the words, DLM may offer physical structure layer 
service; if the application needs title and author name of the document, DLM may 
offer logical structure service; if the application needs some paragraphs on a certain 
topic, DLM may offer semantic structure layer service. 

4   Implementing DLM in Automatic Summarization System and 
Experimental Result 

4.1   Architecture of Automatic Summarization System  

In order to validate that DLM is feasible and practicable, DLM is implemented in the 
automatic summarization system. The architecture of an automatic summarization 
system is shown as figure 6. 

Document structure analysis is one of the critical modules and the base of other 
modules. The output of the summary has great attach with the document structure 
analysis. The main requisite of automatic summarization system can be described as 
follows: 

(1) Only the textual information of the document could be useful to summarizing. 
Therefore, the useful textual information should be extracted from documents of 
various formats and some other information such as images should filtered. 

(2) Units such as title, keywords, reference etc. play an important role in conveying 
the main idea of the document. Such units should be identified and located. 
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(3) Different paragraphs or sentences have different importance. The semantic 
analysis of the document is needed to help evaluating the importance of different 
parts. 

According to the analysis mentioned above, it can be concluded that automatic 
summarization system need analysis in physical structure, logical structure and 
semantic structure. DLM can satisfy the above requirements. 

 

Fig. 6. Architecture of an automatic summarization system 

4.2   Experiment 

As the trend of natural language processing technology is orienting real language 
material and practicability, we collected 6000 Chinese document as samples from 
Sina(http://www.sina.com), China Daily(http://www.chinadaily.com.cn) and 
CJFD(http://cnki.lib.sjtu.edu.cn/). There are respectively 1500 document of word, txt, 
pdf, html among them. In the physical structure layer of DLM in automatic 
summarization system, we only deal with these 3 popular types of files. Some other 
types of files will be processed in the future work. The experiment is to validate the 
contribution of DLM to the summarization system’s ability of processing various 
format documents and to improving quality of the summary. 

4.3   Experimental Result and Analysis 

In the experiment, the automatic summarization system can processed 5994 
documents correctly and 6 documents error. The preciseness proportion is 99.9%. The 
result shows that DLM contributes much for the processing documents with multi-
format. The reason for the errors is that the useful textual information of the document 
can not be extracted correctly (some other part such as advertisement is taken for the 
useful textual information and be processed by the system).  

300 of the 6000 summaries got from the experiment are assessed by human 
professionals. It is found that the system can generated summary making full use of 
title, headings and semantic structure of the document. The quality of 91% summaries 
can be accepted. 
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Some features of DLM can be concluded from the experiment above: 

(1) Systematic. The model systematically and roundly described the task and 
procedure of document structure analysis. 

(2) Flexible. DLM is defined as three layers. Each layer can offer service to the 
applications respectively. 

(3) Extendable. The definition of the three layers of DLM is explicit. Each layer 
can be respectively extended by means of adding new processing module to improve 
precision. 

It is also shown from the experimental result that the model can be improved in the 
future work. The analysis of the document semantic structure in current model 
application is to segment semantic sections. In fact if more semantic information of 
the document can be mined, the consistency of the sentences and the covering degree 
can be raised. 

5   Conclusions 

The purpose of document structure analysis is to get document structure of the 
original text. Document structure analysis is the base of automatic summarization, 
automatic classification, automatic indexing and automatic retrieval. A novel 
document analysis model — DLM is presented. DLM has 3 layers — physical 
structure layer, logical structure layer and semantic structure layer. The model has the 
feature of flexible, systematic and extendable. DLM is implemented on automatic 
summarization system. It makes the system can process documents with multi-format 
and generate summaries with good quality. 
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Abstract. A general method is developed to generate fuzzy rules from numeri-
cal data that collected online from No.1 BF at Laiwu Iron and Steel Group Co.. 
Using such rules and linguistic rules of human experts, a new algorithm is es-
tablished to predicting silicon content in molten iron. This new algorithm con-
sists of six steps: step 1 selects some key variables which affecting silicon con-
tent in molten iron as input variables, and time lag of each of them is gotten; 
step 2 divides the input and output spaces of the given numerical data into fuzzy 
regions; step 3 generates fuzzy rules from the given data; step 4 assigns a de-
gree to each of the generated rules for the purpose of resolving conflicts among 
the generated rules; step 5 creates a combined Fuzzy-Associative-Rules Bank; 
step 6 determines a fuzzy system model from input space to output space based 
on such bank. The rate of hit shot of silicon content is more than 86% in [Si] 
± 0.1% range using such new algorithm. 

1   Introduction 

Blast Furnace (BF) ironmaking process is highly complicated; whose operating 
mechanism is characteristic of nonlinearity, time lag, high dimension, big noise and 
distribution parameter etc [1]. It has not come true to realize automation of BF iron-
making process in metallurgical technology from the eighteenth of the twentieth cen-
tury after trying methods of classical cybernetics and modern cybernetics, because of 
its complexity and no appropriate mathematical models of BF ironmaking process. 
The quality and the quantity of the different input material as well and many envi-
ronment factors all influence the quality of the molten iron. Not only is silicon content 
in molten iron an important quality variable, it also reflects the internal state of the 
high-temperature lower region of the blast furnace [2], uniformity in silicon content 
and its accurate and advance prediction can greatly help to stabilize blast furnace op-
erations. In past years, efforts have been made to build up effective model to predict 
silicon content in molten iron [3-9]. But designing a predictive controller, which can 
forecast accurately silicon content in molten iron ([Si]) is still a puzzle. 
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In such real-world prediction control, all of the information can be classified two 
kinds: numerical information obtained from sensor measurements and linguistic in-
formation obtained from human experts. The experience of the human controller is 
usually expressed as some linguistic “If-Then” rules, which state in what situations 
which action should be taken. The sampled input-output pairs are some numerical 
data which give the specific values of the inputs and the corresponding outputs. But 
each of the two kinds of information alone is usually incomplete. Some information 
will be lost when the human controller expresses in his/her experience by linguistic 
rules. On the other hand, the information from sampled input-output data pair is usu-
ally also not enough, because the past operations usually cannot cover all the situa-
tions the system will face. If such two kinds of information can be gotten, the most in-
teresting case is when the combination of these two kinds of information is sufficient 
for a successful design [10]. The key idea of the new algorithm is to generate fuzzy 
rules from numerical data pairs, collect these fuzzy rules and the linguistic fuzzy rules 
into a combined Fuzzy-Associative-Rules Bank, then, design a predictive controller 
based on such bank [11]. 

In the production of molten iron processes, the value of different variables can be 
collected from different sensor measurements, but not all input variables of the blast 
furnace are useful for predicting the silicon content in molten iron. Incorporating vari-
ables that have little relevance to the particular output variable would cause excessive 
noise in the model. In [12], Liu selects five variables (see Table1) and proves that 
such variables are key variables affecting hot metal silicon content. 

Table 1. Input variables 

VC (t/h) PI 
(m3/min.kPa) 

PC (t/h) BQ 
(m3/min) 

[Si]n-1 

(%) 
Charging mixture 

velocity 
Permeability 

index 
Pulverized 
coal injection

Blast  
quantity 

Last 
[Si] 

2   Principle of Algorithm and Model of Predictive Controller 

2.1   The Principle of Algorithm 

Suppose we are given a set of desired input-output data pairs: 

))();(,),(,),(();( 11 tyltxltxltxOutputInput nnii −−−= LL  (1) 

where xi is input variable and y is output variable, li is time lag between each input 
variable and output variable respectively (i= 1,2…, n). The task here is generate a set 
of fuzzy rules from the desired input-output pairs of (1), and combines with the lin-
guistic rules coming from human experts into a Fuzzy-Associative-Rules Bank. Then, 
using such bank to determine a mapping (a fuzzy system) f: (x1, x2, …, xn) y. 
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2.2   The Model of Predictive Controller 

Being the principle of algorithm, established the model of predictive controller con-
sists of the following six steps: 

Step 1: Select some key variables which affecting silicon content in molten iron as 
input variables, and compute the time lag between each input variable and output vari-
able. 

The five variables listed in table.1 are key variables affecting hot metal silicon con-
tent, so they are used to be input variables undoubtedly, silicon content in molten iron 
[Si] is the output. Because the production of hot metal is a complex and length proc-
ess (the mean interval between hot metal tapped is about 2 hours [12]), it is inevitable 
that there are time lags between inputs and output. 

General Correlation Function Rg, presented by Ding [13] based on Mutual Informa-
tion I (X Y), reflects nonlinear correlation of two stochastic variables, and can be used 
as correlation measure, not only is the correlation coefficient of two stochastic vari-
ables calculated by Rg, but time lag of variable can be gotten with Rg approaching its 
extreme value. 

)()(

)|()(

YHXH

YXHXH
Rg

−=  , (2) 

1

( | ) ( ) ( | )lg ( | )
n

i i i i i
i

H X Y P y P x y P x y
=

= −  , (3) 

where P(xi, yi) is the joint distribution of xi and yi. 
Equal Probability Method is used to calculated Rg, the number of web group is as-

certain by following experiential formula: 

5/2)1(87.1 −×= nM  , (4) 

where n is the sample size. 
More sufficient sample size is, more adjacently Rg approaches its extreme value 

[13], shown as fig. 1.  

 

Fig. 1. The average general correlation coefficient of first order varying with sample size 

Table 2 gives the time lag of each variable, calculated based on general correlation 
coefficients. 
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Table 2. Time lag of each variable 

Input variable Sample size Web Time lag (h) Rg 

VC 3000 46×46 2.5 0.107 
PI 3000 46×46 1.5 0.103 
PC 3000 46×46 2.5 0.106 
BQ 3000 46×46 1.5 0.108 

After calculating the optimal time lag for each of the input variables, the desired 
input-output data pairs is adjusted as (5) in order to implement these lags: 

))1]([);]([),(*),(),(*),((

))1();((

+=
+

nSinSinBQnPCnPInVC

nOutputnInput
 , (5) 

where VC(n*) = 0.25VC(n-1)+0.75VC(n) and PC(n*) = 0.25PC(n-1)+0.75PC(n). 
Step 2: Divide the input and output spaces into fuzzy regions. 
Confirm that the domain intervals of every variable respectively, where “domain 

interval” of a variable means that most probably this variable will be in this internal 
(the values of a variable are allowed to lie outside its domain interval). Divide each 
domain interval into 2N+1 regions (N can be different for different variables, and the 
lengths of these regions can be equal or unequal), and assign each region a fuzzy 
membership function . Table 3 shows a fuzzy cluster of every variable. The shape of 
each membership function is triangular, one vertex lies at the center of the region and 
has membership value unity; the other two vertices lie at centers of the two neighbor-
ing regions respectively. 

Table 3. Fuzzy cluster of each variable 

Fuzzy re-
gions 

VC PI PC BQ [Si] 

S2 --- [13, 
14.5] 

[4, 
7] 

--- [0.20, 
0.30] 

S1 [52,70] [14.5, 
15.6] 

[7, 
10.2] 

[1200, 
1650] 

[0.30, 
0.38] 

CE [70,105] [15.6, 
17.8] 

[10.2, 
13.4] 

[1650, 
1780] 

[0.38, 
0.48] 

B1 [105,120] [17.8, 
19.5] 

[12, 
15] 

[1780, 
1860] 

[0.48, 
0.60] 

B2 --- [19.5, 
22] 

[15, 
17.5] 

--- [0.60, 
0.90] 

Step 3: Generate fuzzy rules from given data pairs. 
For every given data pair such as (5), calculateμi

* μi

μi(PC(n*)),μi(BQ(n)),μi([Si](n)) andμi([Si](n+1)) (i= S2, S1, CE, B1, B2) respectively, 
selecting out the maximal value of each of them to create a fuzzy rule with “and”. For 
example, from Fig. 2, two rules can be gained from two different data pairs such as: 
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(83.35,16.18,13.72,1785.68,0.42; 0.46)  Rule1: If VC is CE and PI is CE and 
PC is B1 and BQ is B1 and [Si](n) is CE, then [Si](n+1) is CE. 

(100.85,16.5,9.91,1789.52,0.56; 0.78)  Rule2: If VC is B1and PI is CE and PC 
is S1 and BQ is B1 and [Si](n) isB1, then [Si](n+1) is B2. 

Step 4: Assign a degree to each rule. 

 

Fig. 2. Divide the input and output spaces into fuzzy regions and assign each region a fuzzy 
membership function (FMF) 

Since there are usually lots of data pairs, and each data pair generates one rule, it is 
highly probably that there will be some conflicting rules, i.e., rules which have the 
same IF part but a different THEN part. One way to resolve this conflict is to assign a 
degree to each rule generated from data pairs, and accepts only the rule from a con-
flict group that has maximum degree. In this way not only is the conflict problem re-
solved, but also the number of rules is greatly reduced. The following product strategy 
is used to assign a degree (denoted by D (Rule)) to each rule, for the rule*: “IF x1 is 
B1 and x2 is CE, THEN y is S1”, the degree of this rule is defined as: 

)()()(*)( 12211 yxxRuleD SBB μμμ= . (6) 

As examples: D (Rule1) = μCE(83.35)μCE(16.18)μB1(13.72)μB1(1785.7) 
μCE(0.42)μCE(0.46 ) = 0.84×0.68×0.8×0.67×0.89×0.73 = 0.199. 

D (Rule2) = μB1(100.85)μCE(16.5)μS1(9.91)μB1(1789.5)μB1(0.56)μB2(0.78) = 
0.53×0.88×0.86×0.71×0.91×1 = 0.259. 
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In practice, some a prior information about the data pairs is existed, if let an expert 
check given data pairs, the expert may suggest that some are very useful and crucial, 
but others are very unlikely and may be caused errors. So assign a degree to each data 
pair which represents the expert’s belief of its usefulness is very necessary. Suppose 
rule* has such degree μ*

e, then the degree of rule* must be redefined as D (Rule*) 
=.μB1(x1)μCE(x2)μS1(y)μ*

e . 
This is important in practical applications. For good data can be assigned higher 

degree (μ*
e >1), and for bad data can be assigned lower degree (μ*

e <1). Rule1 gained 
in step 3 is a good rule which reflects the traits of BF ironmaking process, so its de-
gree must be recalculate as D(Rule1) = 0.199×1.5 = 0.2985 (letμ*

e = 1.5). And Rule2 
is a bad rule [10], for the relevant data pair may be obtained when BF ironmaking 
process is very deviant, then we can recalculate its degree as D(Rule1) = 0.259×0.5 = 
0.13 (letμ*

e = 0.5). Some data pairs which even the expert cannot judge would be set 
the degreeμ*

e to unity. 
Step 5: Establish a combined Fuzzy-Associative-Rules Bank. 
The form of the Fuzzy-Associative-Rules Bank is a five-dimensional chart, which 

is composed by some little boxes. The boxes of the bank can be filled with fuzzy rules 
according to the following strategy: such bank is assigned rules from either those gen-
erated from numerical data or linguistic rules (a linguistic rule also has a degree 
which is assigned by the human expert and reflects the expert’s belief of the impor-
tance); if there is more than one rule in one box of the bank, use the rule that has 
maximum degree. In this way, both numerical and linguistic information are codified 
into a common framework, the combined Fuzzy-Associative-Rules Bank can be es-
tablished. 

In this case, the input space is five-dimensional, but the data pairs and expert rules 
are limited, as a result, many boxes of such bank may be empty. However, it is possi-
ble to fill up these empty boxes based on the limited given rules, and if the number of 
the data pairs and expert rules is big enough, some empty boxes cannot affect the pre-
cision of the model markedly. 

Step 6: Determine a fuzzy system based on the combined Fuzzy-Associative- 
Rules Bank 

The fuzzy logic system with combined Fuzzy-Associative- Rules Bank, centroid 
defuzzifies, product-inference and singleton fuzzifier is adopted such as equation (7) 
[14], [15]:  

5 5

1 11 1

( ( ( ))) /( ( ( ))) ,l l
i i

M M
l

i iA A
l li i

y y x xμ μ
= == =

= ∏ ∏  (7) 

where y l is the center value of a fuzzy region which subject function is
5

1

( )l
i

iA
i

xμ
=

∏ , 

and M is the number of fuzzy rules in the combined Fuzzy-Associative- Rules  
Bank. 
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3   The Predictive Algorithm Simulation 

Using above model to predict the value of sample data which gain from the Intelligent 
Control Expert System on 750m3 BF Laiwu Iron & Steel Co. in China. 

 

Fig. 3. Time series graph of the every variable in No.1 BF at Laiwu Iron and Steel Group Co 

 

Fig. 4. The predictive result of case(1) 

Here we select a sample denoting Heat No. from 30546 to31545. Fig.3 shows the 
1000 data pairs that we use to test the new algorithm, every variable’s time series is 
showed detailedly in such figure. 
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The first 900 points (6-dimension) of the data pairs were used as training data, and 
the final 100 points were used as test data. Three cases were simulated: (1) 300 train-
ing data (from 601-2 to 900) were used to construct the combined Fuzzy-Associative-
Rules Bank; (2) 700 training data  (from 201-2 to 900) were used; and, (3) 
898training data (from 1 to 900) were used. Figs. 4, 5 and 6 show the result of each 
case. Comparing Figs.4 and 5, we can find that we obtain an evidently improved pre-
diction, but comparing Figs.5 and 6, we obtain a slightly improved prediction. It indi-
cates that if rules are not enough, they cannot reflect the characteristics of BF iron-
making process completely, but if rules are enough to do that, more data pairs cannot 
generate more efficient rules. 

 

Fig. 5. The predictive result of case (2)  

 

Fig. 6. The predictive result of case (3) 

To evaluate the performance of the prediction model, some important criteria used 
in practice are considered as follows: 

p p
2 2

1 1

Perr ( ) ,/
N N

j j j
j j

x x x
= =

′= −  (8) 
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where xj
’ is the predicted value, xj the observed value and Np the total predicted tap 

numbers. 

p

1p

1
( ) 100% ,

N

j
j

J H
N =

= ×  (9) 

where 

1 where 0.1
.

0 else.

j j
j

x x
H

′ − ≤
=  (10) 

Generally, if Hj equals to one we say that the prediction hits the target, and J de-
notes the percentage of prediction hits the target. Analyzing the predicted values and 
observed values, we can get the result of prediction, shown as Table 4: 

Table 4. The result of prediction 

Group No. The number of 
training  

Standard  
deviation 

Perr J 

Case (1) 300 0.119 0.0362 74% 

Case (2) 700 0.112 0.0313 84% 

Case (3) 898 0.111 0.0301 86% 

With these criteria, the percentage of prediction hitting the target is 86% and Perr 
is in the magnitude of 10-2 in case (3), which is helpful for operator to make right de-
cision to operate blast furnace. 

One advantage of such new algorithm is that it is very easy to add a new rule to the 
Fuzzy-Associative-Rules Bank when a new data which creates a new rule gained. If 
the technics of BF ironmaking process is charged, such work is important for melio-
rating the predictor. 

4   Conclusions 

The main conclusions in this paper are: (1) Five key variables affecting silicon con-
tent were selected out, and time lag of each of them has been calculated with general 
correlation coefficient. (2) A general method is developed to generate fuzzy rules 
from numerical data, using such rules and linguistic rules of human experts, a Fuzzy-
Associative-Rules Bank is established. (3) The new algorithm was applied to predict 
silicon content in molten iron, and good performance is shown due to the high per-
centage of prediction hitting the target. 
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Abstract. This paper presents an investigation into the use of the delay coordi-
nate embedding technique with multi-input multi-output (MIMO) adaptive-
network-based-fuzzy-inference system (ANFIS) to learn and predict the con-
tinuation of chaotic signals ahead in time.  Based on the average mutual infor-
mation and global false nearest neighbors techniques, the optimal values of the 
embedding dimension and the time delay are selected to construct the trajectory 
on the phase space.  The MANFIS technique is trained by gradient descent al-
gorithm.  First, the parameter set of the membership functions is generated with 
the embedded phase space vectors using the back-propagation algorithm.  Sec-
ond, fine-tuned membership functions that make the prediction error as small as 
possible are built.  The model is tested with both periodic and the Mackey-
Glass chaotic time series. Moving root-mean-square error is used to monitor the 
error along the prediction horizon. 

1   Introduction 

A time series is a sequence of regularly sampled quantities out of an observed system.   
It provides a useful basis for discovering some of its underlying characteristics, such 
as periodicity, stochastic distribution, etc.  Many time- and frequency-domain predic-
tion methods have been proposed  1.  However, in practice, nonlinear chaotic time 
series are regularly observed in various natural phenomena  1 3.  Since 1970’s, chaotic 
time series prediction has been a popular subject  4 for understanding and controlling 
the chaotic behaviors to advantage, such as the stock market forecasting  5.  Basically, 
prediction of chaotic time series requires a representative model.  In recent years 
many new prediction approaches, such as the fuzzy predictor  6- 13 and time-delay 
embedding technique  14, have emerged.  They provide new insight into this type of 
systems not available with the traditional methods, such as linear regression technique 
and auto-regressive integrated moving average models, etc. 
                                                           
* Corresponding author. 
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As discussed in  9, the adaptive-network-based fuzzy inference system (ANFIS) 
with multi-input and single-output in  11 that uses Gaussian membership functions and 
employs hybrid back-propagation learning of a chaotic time series gives the smallest 
root-mean-square errors (RMSE) among various fuzzy predictors.  However, similar 
to the other single scale chaotic time series prediction methods, the prediction horizon 
is usually limited by the fast-varying components, as the methods are based on the 
finite neighborhood relationships in the prediction.  Nevertheless, it forms the best 
basis for further enhancement.  On the other hand, time delay coordinate embedding 
methods  14- 17 use the relationships between the delay coordinates of a point and the 
points that appear at some time later in the phase space.  Its trajectories behave with 
quasi-periodicity. The nearest trajectories can contribute to the neighboring set with 
more than one point, resulting in an increased weighting of the contribution coming 
from the nearest trajectories. 

This paper investigates the use of delay coordinate embedding technique with 
multi-input multi-output (MIMO) ANFIS to learn and predict the continuation of 
chaotic signals ahead in time.  The methodology hybridizes the advantages of ANFIS 
and the time-delay coordinate embedding technique. The resulting model has better 
predictive performance with fewer membership functions. Based on the average mu-
tual information and false nearest neighbors technique, the minimum time-delay em-
bedding dimension is selected and phase space is constructed. The ANFIS is trained 
by gradient descent algorithm.  First, the parameter set of the membership functions is 
generated with the embedded phase space vectors using the back-propagation algo-
rithm.  Second, fine-tuned membership functions that make the prediction error as 
small as possible are built.  Section II describes the construction of the chaos-
embedded phase space.  Section III describes the operations of the MIMO-ANFIS 
technique. Section IV shows the procedures of the prediction algorithm.  Section V 
gives the simulation results using the proposed method and the one in  11 having dif-
ferent number of membership functions to predict the Mackey-Glass chaotic time 
series.  Moving root-mean-square error is used to monitor the error along the predic-
tion horizon.  Section VI contains some concluding remarks. 

2   Construction of the Chaos Embedded Phase Space 

Section V gives the simulation results using the proposed method and the one in  11 
having different number of membership functions to predict the Mackey-Glass cha-
otic time series.  Moving root-mean-square error is used to monitor the error along 

A chaotic time series shows stochastic behavior in the time- and frequency-domain 
and deterministic behaviors in phase space structure  1.  The trajectory of the attractors 
will repeat on the phase space with same initial conditions.  Consider a time series 
x(1), x(2), x(3), … x(N), an embedded vector )(iy  is defined as 

 )]()(...])1([[)( ixixDixiy τ+τ−+=  (1) 

where τ−−≤≤ )1(1 DNi .  )(iy  is a D-dimensional vector consisting of past signal 

samples, in which D is referred to the embedding dimension.  τ is the time delay  
of the samples.  )(iy  represents one point on a D-dimensional phase space RD.  A 

trajectory Y  
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will be formed on RD.  Theoretically, an embedding of the original trajectory can be 
obtained for sufficiently large value of D with any value of τ.  In practice, if D is too 
large, noise in the data may reduce the density of points defining the attractor and 
increase the level of contamination of the data unnecessarily  18.  However, if D is too 
small, the attractor will be folded.  Moreover, the choice of τ is another crucial pa-
rameter to establish data correlation in the embedded vector.  If τ is too small, the 
elements in each embedded vector will not be independent enough.  On the contrary, 
if τ is too large, the relationships among elements in each embedded vector behave as 
a set of random data statistically  1. Thus, optimal values of D and τ have to be deter-
mined in order to efficiently extract the original behaviors of the chaotic system.  In 
this paper, optimal values of τ and D are selected by using the average mutual infor-
mation 20 and the global false nearest neighbors  1, respectively. 

A. Determination of τ 
Average mutual information )(τI  is used to determine the nonlinear autocorrelation 

between )(ix  and )( τ+ix  in order to form coordinates in a time delay vector.  That 

is, 

 
τ−

= +τ=

=τ
N

i

N

j jxPixP

jxixP
jxixPI

1 1
2

))(())((

))(),((
log))(),(()( . (3) 

where ))(( ixP  and ))(( jxP  are the individual probability densities in values of )(ix  

and )( jx , respectively and ))(),(( jxixP  is the joint probability density in values of 
)(ix  and )( jx . 
The procedures are started with a value of one for τ and the corresponding 

value of )(τI  is calculated by (3).  τ is then incremented until there is a sign 

change in the variation of )(τI  with respect to τ.  That is, τ is chosen when 

 )]()1(sgn[)]1()(sgn[ τ−+τ≠−τ−τ IIII . (4) 

B. Determination of D 
For a given value of τ, a statistical technique is used to determine the minimum value 
of D that can unfold the reconstructed attractor.  The procedures are as follows, 

1) A dimension of 2 is firstly chosen as the initial guess. 
2) All embedded vectors are formulated by (1) with the assumed phase space 

dimension. 
3) The Euclidean distance between one vector and the others is calculated and a 

matrix containing all the distances (say M ) for the given dimension is formulated.  
For example, the distance between the vectors )(iy  and )( jy  is equal to 
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where τ−−≤≤ )1(1 DNi  and τ−−≤≤ )1(1 DNj .  jim ,  is a matrix element at ith 

row and jth column of M . 

4) By considering the smallest row element in each column of M , a pair of 
embedded vectors is chosen for the corresponding column.  For example, for a ge-
neric column g, an embedded vector pair of )](),([ hygy  is chosen if the element 

in the hth row is the smallest along the column.  This procedure is performed for all 

columns in M . 
5) Two modified embedded vectors )(' gy  and )(' hy  are formulated with a 

higher dimension of (D + 1).  That is, 

 )]()(...])1([)([)(' gxgxDgxDgxgy τ+τ−−τ−=  (6a) 

  )]()(...])1([)([)(' hxhxDhxDhxhy τττ +−−−=  (6b) 

6) A normalized value )(Dρ  showing the change in the distance of 

)](),([ hygy  and the distance of )]('),('[ hygy  is used to test the existence of 

any fold in the trajectory between )(gy  and )(hy  with D dimensions.  That is, 

 
hgm

DhxDgx
D

,

|)()(|
)(

τ−−τ−=ρ  (7) 

If )(Dρ  is larger than a threshold value thresΦ , such as 10, it implies that a fold 

exists between )(gy  and )(hy . The embedded pair )](),([ hygy  is a false 

neighbor.  An index λ is used to count the number of false neighbors in M  for the 
dimension D.  Thus, 

 if 
thresD Φ>)(ρ , 1)()( +λ=λ DD . (8) 

7) The above procedures will be repeated from step 2) with a new dimension 

of (D + 1).  Theoretically, the maximum value of D is up to an integer of (
τ
− 2N

).  

In this method, D is chosen when λ is in the first minimum.  That is, it is in the 
condition of 

 )]()1(sgn[)]1()(sgn[ DDDD λ−+λ≠−λ−λ . (9) 

3   Operations of the MIMO-ANFIS  

Prediction of chaotic time series using fuzzy neural system has been investigated in 
 21. In this paper, we showed that better performance can be achieved if prediction is 
done in embedding phase space instead of time domain. A Multi-Input Multi-Output 
Adaptive Neural-Fuzzy Inference System (MANFIS) is developed for predicting the 
chaotic time series in embedding phase space. Based on the ANFIS model  11, the 
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MANFIS is extended to generate multi-dimensional vector. A fuzzy rule set is applied 
to model the system, which maps precisely the input vectors (embedding phase space) 
to the output vectors. The fuzzy rule set consists of a series of IF-THEN rules operat-
ing on some fuzzy variables. These fuzzy variables are described by the correspond-
ing membership functions, which is tuned by a gradient descent algorithm using col-
lections of input-output vector pairs. Knowledge acquisition is achieved by multiply-
ing the fuzzy quantities. 

The topology of MANFIS is showed in Fig. 1. It can be partitioned, according to 
functionality, into the following sections.  

 

Fig. 1. Proposed Structure of the MANFIS 

A. The Input Section 
Input to the MANFIS is a matrix with the embedding phase vector as columns and 

the chaotic time series as rows. An embedding phase space vector, )(iy , is recon-

structed for every single point on the time series )}(),2(),1({ Nxxx . These 
vectors are reconstructed by embedding time delay method described in Sec. II. If d 
is the dimension of the embedding phase space, input to the MANFIS is a 

dm ×+ )1( matrix. For instance, if the embedding time delay is T , the phase space 
vector is given by: 

 [ ]NTdiTdixTixix ,)1(1)],)1((,),(),([ ⋅−+∈∀⋅−−−  (10) 

and, the input matrix is:  

 

⋅−−+⋅−−+⋅−−

−+−+−
++

))1(())1(1())1((

)()1()(

)()1()(

TdmixTdixTdix

TmixTixTix

mixixix
 (11) 

where k is the number of prediction steps, and [ ]kmNTdi −−⋅−+∈ ,)1(1 . 

B. The Fuzzifier Section 
To be able to utilize fuzzy reasoning on the prepared input data, knowledge represen-
tation should be applied to each of the elements of the matrix. This is done by feeding 
the matrix elements to the fuzzifier that consists of two fuzzy membership functions. 
Each of these membership functions represents a linguistic label, which will be used 
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in the fuzzy rule to generate the corresponding knowledge. Fuzzifying the matrix 
elements will quantify how important such a value is inside the particular linguistic 
label. The fuzzy values will then be used in the knowledge acquisition and reasoning 
sections. Gaussian distribution fuzzifier is used as the membership function MANFIS. 
The equation of the membership function is as follows, 

 

( ) −
−==

2

2

1
exp,;

p

po
ppop

p
o

cx
cxA

σ
σμ

 (12) 

where, o is the number of element of the input matrix, 
p is the number of membership functions, 
c and σ are parameters that determine the center and width of the member-
ship function. 

The knowledge, which is represented by linguistic labels, is vital to the fuzzy reason-
ing part , hence, the output of the whole system. Therefore, the choice of membership 
function and its distribution will have a direct impact on the overall system behavior and 
performance.  Thus, c and σ  must be tuned carefully with gradient decent algorithm.  

C. The Knowledge Acquisition Section 
Since it is very difficult to acquire enough knowledge from the chaotic time series to 
construct the rule-base, no IF-THEN rule set is used in MANFIS. Instead of relating 
the linguistic qualifiers with IF-THEN rules, weighted sum of products of the fuzzy 
values is used. The following equation is used to quantify the knowledge contributed 
by each element of the embedding phase space vector.  

 
∏
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gioTdgi
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o

p
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)1( ,  (13) 

where g is the number of columns in the input matrix, )())1(( gioTdgi +≤≤−−+ , 

mg ≤≤0  21 ≤≤ p . In fact,  p
ow  represents the firing strength of a rule.  

D. The Knowledge Reasoning Section 
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where giuTdgi +≤≤−−+ )1( , mg ≤≤0 , 
g

uf  is calculated using all elements in the gth vector, 
v
ua  is the consequent parameter set, 

)(vx  is the vth element in gth vector of input matrix.  

 g
u

p
h

hp
ug fwFOK ⋅== ,
,

 (15)  

where 21 ≤≤ p , )())1(( giuTdgi +≤≤−−+ , )())1(( gihTdgi +≤≤−−+ ,

mg ≤≤0 . 
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E. The Defuzzifier Section 
The function of this section is to map from the fuzzy set to the real-value points by 
calculating the centroid of each fuzzy variable. In the MANFIS, it is the output vector 
elements, which are calculated in (16): 
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 (16) 

where j=(i+m+k)~(i+m-(d-1)T+k), F is calculated from (15) and the output vector 
matrix is  
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F. The learning algorithm 
The MANFIS is trained with data obtained in both time domain and phase space. To 
achieve accurate prediction gradient descent or back-propagation algorithm is used to 
tune the membership functions and the consequent parameters. σ and c are the pa-
rameters of the membership functions, adjustment to these parameters are determined 
according to the gradient between the actual and expected output. That is, 

 ( ) ( )
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1
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ip
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p
i ∂

∂−=+ η  (19) 

where  p is the number of membership functions, 
i is the number of node, 
η is a constant determining the learning rate,  
E  is the error measure for the train data. 

G. Simulation results and discussion 
In order to show that the performance of MANFIS can be improved by applying em-
bedding phase space transformation to the input data, two types of simulations have 
been carried out.  The first one is a periodic time series and the second one is a cha-
otic time series (Mackey-Glass chaotic time series  20). The input data will be repre-
sented in both time domain and embedding phase space domain.  Different numbers 
of training sets (100, 300, and 500) are used.  The corresponding prediction errors are 
compared.  
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1. Periodic time series 
The periodic time series equation is under investigation in 

 )sin(
1

)(
=

⋅⋅=
b

ai

tik
w

tx  (20)  

where w =5, k =0.01, a =1 and b =5. The time series is shown in Fig. 2. 
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Fig. 2. Periodic Time Series of (20)      Fig. 3. Mackey-Glass chaotic time series 

2. Chaotic time series: Mackey-Glass equation 
The following Mackey-Glass equation (21) has been shown to be chaotic in  19 and  20 
is investigated in this paper.  The time series is shown in Fig. 3. 
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τ
τ

 (21) 

where 17=τ , 2.1)0( =x . 

It is a time-delay ordinary differential equation, which displays well-understood 
chaotic behavior with dimensionality dependent upon the chosen value of the delay 
parameter. The time series generated by the Mackey-Glass equation has been used as 
a test bed for a number of new adaptive computing techniques.  

3. Error Estimation: 
To compare the accuracy we compute the normalized mean squared error (NMSE): 
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k kk xx
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N 2
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ˆ
1
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σ

     (22) 

where xk is the kth point of the series of length N. kx̂  is the predicted value, and 

meanΛ and 2ˆΛσ  denote the sample average and sample variance of the actual values 

(targets) in Λ. 

4. Comparisons of the prediction errors 
Several simulations on predicting the periodic function in (20) and the chaotic signals 
in (21) have been performed. All MANFIS coefficients and the prediction results are 
shown in Fig. 4 – 15 and in Table I & Table II, in which mf represents the number of 
membership functions used, ts represents the number of set used, and te represents the 
number of training epoch spent periodic.  The following observations can be noted. 
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Fig. 4. Periodic time Series Prediction in 
Time Domain. (mf=2,ts=100,te=500). 

Fig. 5. Periodic time Series Prediction in 
Time Domain. (mf=2,ts=300,te=500). 
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Fig. 6. Periodic time Series Prediction in 
Time Domain. (mf=2,ts=500,te=500). 

Fig. 7. Periodic time Series Prediction in 
Phase Space Domain. (mf=2,ts=100,te=500). 
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Fig. 8. Periodic time Series Prediction in 
Phase Space Domain.(mf=2,ts=300,te=500). 

Fig. 9. Periodic time Series Prediction in 
Phase Space Domain. (mf=2,ts=500,te=500). 
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Fig. 10. Chaotic time Series Prediction in 
Time Domain. (mf=2,ts=100,te=500). 

Fig. 11. Chaotic time Series Prediction in 
Time Domain. (mf=2,ts=300,te=500)/ 
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Fig. 12. Chaotic time Series Prediction in 
Time Domain. (mf=2,ts=500,te=500). 

Fig. 13. Chaotic time Series Prediction in 
Phase Space Domain. (mf=2,ts=100,te=500). 
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Fig. 14. Chaotic time Series Prediction in 
Phase Space Domain. (mf=2,ts=300,te=500). 

Fig. 15. Chaotic time Series Prediction in 
Phase Space Domain. (mf=2,ts=500,te=500). 

a. Periodic time series prediction 
Figs. 4 - 6 show the prediction errors of the periodic time series using the method in 
 10 with different values of mf, ts, and te.  Figs. 7 - 9 show the ones using the proposed 
method with the same simulation parameters. Compared Figs. 4 – 6 with Figs. 7 – 9, 
respectively, the prediction errors with embedding phase space preprocessing are 
lower many times than the ones without embedding phase space preprocessing using 
the same simulation parameters. 

In other words, less number of training sets is required in MANFIS with embed-
ding phase space to achieve the same error in MANFIS without embedding phase 
space.  For example, comparing Fig. 6 and Fig. 7, the former one has 500 training sets 
and the latter one has 100 training sets.  However, the former one gives a maximum 
error of 0.0525 over the prediction horizon, whilst the latter one gives a maximum 
error of 0.00218 only. 

b. Chaotic time series prediction 
Figs.10 - 12 show the prediction errors of the chaotic time series using the method in 
 10.  Figs.13 - 15 show the ones using the proposed method with the same simulation 
parameters.  The prediction errors without embedding phase space preprocessing are 
high. Even if the training set is large, the chaotic properties of the Mackey-Glass 
series cannot be predicted.  The maximum error in the prediction horizon is 61.973 in 
Fig. 12. However, with the use embedding phase space, the MANFIS is able to keep 
the maximum prediction errors below 0.0080 in Fig. 13, 0.0031 in Fig. 14, and 
0.00013 in Fig. 15, respectively. 
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4   Conclusions 

It is very difficult to perform accurate prediction on nonlinear or chaotic series such 
as Mackey-Glass time series. It has been proved that only adaptive fuzzy system can-
not give satisfactory prediction results. The use of delay coordinate embedding tech-
nique with simple adaptive fuzzy system, as proposed in this paper, can enhance the 
prediction. The structure of a multi-input multi-output ANFIS (MANFIS) with two 
membership functions has been investigated. The system was trained with 
backpropagation learning algorithm. Simulation results show that prediction accuracy 
of a nonlinear system can be significantly improved by preprocessing the time series 
data with delay coordinate embedding technique. Moreover, the required training set 
can also be reduced. 
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Abstract. Video abstraction can be useful in multimedia database indexing and 
querying and can illustrate the important content of a longer video to quick 
browsing. Further, in sports video, replay scene often demonstrates the high-
light of the video. The detection of replay scene in the sports video is a key clue 
to sports video summarizing. In this paper, we present a framework of replay 
scene based video abstraction in MPEG sports video. Moreover, we detect iden-
tical events using color and camera information after detecting replay scene us-
ing MPEG feature. At last, we propose a three-layer replay scene based sports 
video abstraction. It can achieve real time performance in the MPEG com-
pressed domain, which is validated by experimental results. 

1   Introduction 

Multimedia analysis and retrieval is one of the hottest issues of the information re-
search. With the development of the artificial intelligent, communication and multi-
media technology, the amount of multimedia work including digital video is vast in 
various fields. However, Traditional text-based information retrieval technology can-
not analysis the structure of the multimedia effectively and efficiently. While multi-
media analysis and retrieval can provide efficacious framework of retrieving the mul-
timedia by extracting the lower feature and obtain the semantic content and become 
useful both for research and application. 

Among this huge amount of visual information, the need for effective searching, 
browsing and indexing the videos is obvious in the computer industry and multimedia 
manufacturer. Fortunately, it can benefit from video abstraction. Video abstraction 
can be defined as a brief representation of the original video stream. The goal of video 
abstract is to choose the representative segment from the original long video. Yet the 
extraction of semantic video information is still a challenge problem. Luckily, in the 
live sports videos, scenes of important events or highlights repeatedly played using 
digital video effect or adding “logo”. Usually these highlights summarize the essence 
and exciting actions of the video. So replay scene based sports abstraction can repre-
sent the content of the sports video.  

Here we present a framework of replay scene based video abstraction in MPEG 
sports video. The features are directly extracted from the compressed videos. Thereby 
our method avoids the expensive inverse DCT computation required converting val-
ues from the compressed domain to the image domain. Furthermore, the analysis of 
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this allow the macroblock (MB) type and motion vector (MV) information is simple 
and easy to be programmed, this allows the algorithm to be performed faster than real 
time video playing. The scheme can also be applicable to multiple types of sports. 

The rest of the paper is organized as follows. In section 2 we review previous 
works related to video abstraction. In section 3, we introduce a framework of replay 
scene based video abstraction in MPEG sports video. In section 4, we address a new 
technique of detecting replay scene using MPEG feature. In section 5, we use color 
and camera information to detect identical events and generate replay based sports 
video abstract. In section 6, the experimental results with various sports video evalu-
ate the performance of our proposed method. At last, we give conclusions of the paper 
and future research directions in section 7. 

2   Relative Works 

Some works on video abstraction have been reported. For instance, Lienhart [1] firstly 
presented a method of taking visual prosperity to construct a skim video that depicts a 
synopsis of the video sequence. But it selected the semantic contents relying on the 
significant visual feature such as faces, motions and verbal information. 

Sports video abstraction is also an interesting topic. Li [2] propose a general 
framework for event detection and summary generation in broadcast sports video. 
Under this framework, important events in a class of sports are modeled by “plays”, 
defined according to the semantics of the particular sport and the conventional broad-
casting patterns. The detected plays are concatenated to generate a compact, time 
compressed summary of the original video. Obviously, it is about specific tasks 
including American football, baseball, and sumo wrestling. Lately, Babaguch [3] 
propose a method of generating a personalized abstraction of broadcasted American 
football video. Nevertheless, it did not verify the effectiveness of other type of sports. 

Moreover, detecting replay events, often representing interesting events, can be 
used in video summary and content analysis. Kobla [4] used the macroblock, motion 
and bit-rate information to detect the slow-motion replay sequences. But it can not 
detect the slow motion generated by the high-speed camera. Babaguchi [5] detect 
replays by recognize digital video effects (DVE). The model is based on the color and 
motion of the gradually changing boundary between two overlapped shots. But the 
features are not robust and need additional computational complexity. Pan [6] 
detected slow-motion to determine the logo template, then located all the similar 
frames in the video using the logo template. Finally the algorithm identified segments 
by grouping the detected logo frames and slow-motion segments. However, the 
algorithm cannot accurately detect the slow-motion replays generated by a high-speed 
camera, or slow-motion replays in content whose fields are sub-sampled during 
encoding. Y. Yasugi [7] proposed a method for detection of identical events by ana-
lyzing and matching of the live and replay scenes for broadcasted video of American 
football, but it ignored zoom motion. Farn [8] proposed two kinds of slow-motion 
replays detection method. One comes from a standard camera and consists of some 
repeating or inserted frames. The other is from a high-speed camera with larger varia-
tion between two consecutive frames. And yet its experiments mainly are validated on 
soccer game videos. 
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The main drawback of the methods above is short of generality and hard to be ap-
plicable to other types of sports. Our solution is to make use of replay scene and cam-
era information to generate video abstraction. 

3   Framework of Replay Scene Based Video Abstraction in MPEG 
Sports Video 

Here we propose a framework of replay scene based video abstraction in MPEG 
sports video, which is illustrated in Fig.1. At first, we identify the replay boundary 
using MPEG feature including macroblock (MB) and motion vector (MV) that is 
easy extracted from MPEG video, then modify the result of replay boundary 
detection and recognize replay scenes. Moreover, we use color and camera 
information to detect identical events. Finally, we introduce a scheme of three-layer 
replay scene based sports video abstraction. 

 

Fig. 1. The flowchart of the proposed framework 

4   Replay Scene Detection 

In paper [9], we present a model of replay boundary detection, and address a tech-
nique of identifying the replay boundary directly from MPEG compressed domain. It 
uses MPEG feature including macroblock and motion vector that is easy extracted 
from MPEG video, and then applies the rule of macroblock and motion vector to the 
detection of replay boundary. 

For the reason that it is difficult to distinguish the common gradual change and 
logo transition, there still remain several false and missed results in replay boundary 
detection. On the other hand, the scheme of replay boundary detection cannot make 
use of the temporal information of diving video effectively. Thereby, the followed 
discussion is based two hypotheses. 



 J.-q. Ouyang, J.-t. Li, and Y.-d. Zhang 692 

I.  The logos is symmetry in the broadcast diving video, namely there are logo 
both in the start and the end of replay scene. 

II. The duration of the replay scene is shorter than the interval between the two 
replay scenes. 

So we modify the result of replay boundary detection to detect replay scene based 
on the hypotheses. Experimental results validate the efficiency of this method. 

5   Replay Scene Based Video Abstraction 

5.1   Using Color and Camera Information to Detect Identical Events 

Color feature is commonly used in video analysis and retrieval. In the MPEG 
compressed video pixel values are not available directly. The DC terms of I frames 
can be obtained directly from the MPEG sequence, and the DC terms of P and B 
frames can be reconstructed in [10]. 

Moreover, camera motion can reveal the semantic information in the video. In the 
replay scene, the same event which is often a highlight in the sports video is repeated 
several times, and often the scene of highlight which is captured by camera in a dif-
ferent perspective view is semantic identical to the replay scene. 

We use epipolar line distance based outliers’ detection method to estimate the 
camera motion as a motion feature for detecting identical events.  Firstly we choose 
key frames of the video, and compute the Euclidean distance of the key frames of the 
replay scene and the shots before the replay scene. If the distance is below a 
predefined value, then the shot is a candidate shot. 

Then we recover the true motion vector by estimating the camera motion, and 
compute the similarity of the replay scene and the candidate shots.  

Similar to [7], we calculate the average true motion vectors in both the candidate 
and replay shots, respectively. By comparing the average true motion vectors ac-
quired from the candidate and replay shots, if the Euclidean distance between the 
replay shot and the candidate shot is lower than the threshold, the candidate shot can 
be recognized as the live identical shot. 

The identical events detection algorithm is stated as follows. 

Step 1. Estimate camera motion parameter in the MPEG compressed domain. 
Step 2. Recover true motion vector, 

'' ' '' '1 2 3 2 1 4

5 6 5 6

,
1 1

i i i i
i i i i

i i i i

p x p y p p x p y p
x x y y

p x p y p x p y

+ + − + += − = −
+ + + +

, where ( , )x y′′ ′′ is 

the image coordinates of recovered motion vector in two neighboring frames, (x,y) 

and ' '( , )x y  are the image coordinates of corresponding points in two neighboring 

frames, 0,1, , 1i m= −L , m is the number of feature points. 
Step 3. Calculate average value of the recovered motion vectors in the frame and shot. 
If both the average value and direction of the shot near to these of the replay scene, 
then the shot is a candidate shot. 
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Step 4. Select key frames based on shortest path based algorithm. If it is I frame, then 
directly extract the DC coefficient, else estimate the DC coefficient using the method 
in Yeo [11]. 
Step 5. Compute the Euclidean distance between the replay shot and the candidate 
shot. If the distance is lower than the predefined value, then the candidate shot can be 
determined as the identical shot. 

5.2   Replay Scene Based Video Abstraction  

After detecting the replay scene and linking up live and replay scenes, video 
abstraction can build on connecting the highlights correspond to replay scene and 
live scene. We introduce three types of summaries:1) The key frames of the replay 
and live shot, 2) all replay scenes in a sports game, 3) all live scenes in the same 
game. The first type of summary is a still-image abstract, the last two type of 
summaries are moving-picture abstract. Because the users may want to a quickly 
preview of the video owing to the limited bandwidth, such as in a wireless network, 
the key frames is the preference. The users can also select the live or replay scene for 
the rich details of the game. 

Furthermore, we propose three-layer replay scene based sports video abstraction. 
The  top  layer is the representative scene, which can illustrate the lifespan of the key  

 

Fig. 2. Key frame interface 

  

Fig. 3. Representive shot interface                Fig. 4. Representative scene interface 
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actions in the sports video; the middle layer, namely the representative shot, organ-
izes the scene summary; the bottom layer is constituted of key (or representative) 
frames. Moreover, as shown in Fig.3., the corresponding key frames of replay shot or 
live highlight is arranged to the bottom of the screen to show the detailed informa-
tion. When user clicks the replay shot or live highlight, the relevant key frames 
would be shown. The hierarchical replay based sports video summary at the key 
frame layer is as shown in Fig.2, representative shot and representative scene inter-
face is also as shown in Fig.3 and Fig.4, respectively. 

To present and visualize the sports content for summarization, the representative 
scene, representative shot and representative frame can express the video abstraction 
in various granularities. Among the three-hierarchy summarization, representative 
scene can convey the comprehensive semantic meaning of the sports video, represen-
tative shot can demonstrate the exciting action in the video, while key frame address 
the detailed information. So these three hierarchical summaries can express the vari-
ous video content in increasing granularity. 

6   Experimental Results and Analysis 

6.1   Replay Scene Detection 

The test data is a set of sports video clip from the live broadcasted TV. They are  
“The 9th FINA  Swimming Championships Fukuoka 2001” including the “3m 
Synchronized Diving Man (A1)” , “10m Synchronized Diving Women (A2)”,  
“3m  springboard  Diving  Men  (A3)” “3m springboard Diving Women (A4)” ,”10m 

Table 1. The experimental results of replay scene detection 

 A1 A2 A3 A4 A5 A6 A7 B1 B2 
Video 
length 

46:54 44:13 1:25: 9 1:9:24 1:26:43 49:3 1:9:10 1:1:35 50:37 

Total 
replays 

40 40 72 60 72 40 55 36 32 

Detect 40 38 66 52 65 40 52 26 25 

False 
alarm 

0 0 0 0 0 0 0 0 0 

Miss 0 2 6 8 7 0 3 10 7 

Recall 100% 95% 91.7% 86.7% 90.3% 100% 94.5% 72.2% 78.1%

Precise 100% 100% 100% 100% 100% 100% 100% 100% 100% 

Table 2.  Summary of results of table1 

 average The best The worst 
Recall 91.2% 100% 72.2% 
Precise 100% 100% 100% 
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platform Diving Men(A5)” , “3m Synchronized Diving Women (A6)”,”10m platform 
Diving Women(A7)”; “The 17th FIFA world cup 2002” including the “Brazil vs. 
Turkey(B1,B2)”. Total length of the test MPEG-1 video clip is 9:22:48, each frame is 
352x288 pixels in size, and the frame rate is 25 frame/s.  

Table 1 lists the experimental results of replay scene detection, and table 2 
summarizes the results. 

The precise of replay scene detection is desirable, but the recall depends on the re-
sult of the method of detecting replay boundary [9], the method of replay boundary 
detection should be improved further. 

For the highlights in the sports video often can be replayed in slow motion, Kobla 
[4] used the macroblock, motion and bit-rate information to detect the slow-motion 
replay sequences. But it is only effective for detecting still frames of the replay se-
quences. Our method can detect the slow motion generated by the high-speed camera. 

6.2   Detection Identical Events 

We only list the experimental results of identical events detection of A1, A2 and A6. 
The accuracy and precise of identical events detection is shown in table 3. 

Table 3. Eexperimental results of identical events detection 

 
A1 A2 A6 

Video length 
46:54 44:13 49:3 

Total live scenes 
40 40 40 

Detected 
36 29 36 

False alarm 
4 6 4 

Miss 
4 11 4 

Recall 
90% 72.5% 90% 

Precise 
90 % 82.8% 90% 

As shown in table1, table2 and table3, the accuracy and precise of replay scene 
detection is fairly good, and the recall of identical events detection is also 100%. But 
there are still remain some error identical events detection. The false alarm and miss 
identical events detection mainly result from the approximate error of the camera 
motion estimation. Compared to the method of Tausig [7], our method can detect 
highlight by camera motion information, while Tausig ignore the zoom operation. 

6.3   Evaluation of Replay Scene Based Video Abstraction 

For directly working in the compress domain, the hierarchical summaries can be 
generated in real-time.  
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Also, as for the quality of video abstract, He [11] proposed four C’s rules to meas-
ure the video abstract: conciseness, coverage, context, and context. Conciseness 
means the selected segment for the video summary should contain only necessary 
information. Coverage focuses on covering all the “key” points of the video. Context 
indicates that the summary should be such that prior segments establish appropriate 
context. Coherence contains the criterion of natural and fluid. 

For conciseness and coverage, because replay scenes often drop a hint of the inter-
esting or key the events in the sports video, our abstraction has sufficient in a compact 
form. Furthermore, the highlight and replay events express the context of sports 
video. At last, the highlight and replay events in rreplay scene based video abstraction 
are arranged in original temporal order. 

7   Conclusions and Future Research 

We have addressed a scheme of replay based video abstraction in MPEG compressed 
sports video. In sports video, replay scene often implies the emergence of highlight or 
interesting event of the video. So we apply microblock and motion vector information 
to detect the replay scene effectively. Moreover, we link up highlight and replay scene 
using color and camera information. Finally, we propose a three-layer replay-based 
sports video abstract. For working on features directly from the MPEG compressed 
domain, it can perform in real time. In the mean time, experiments verify the highlight 
extraction approach is more robust than current method. 

The future work is to integrate our method into semantic sports video abstraction 
scheme, and apply to the Digital Olympic Project in China. 
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Abstract. For many web usage mining applications, it is crucial to com-
pare navigation paths of different users. This paper presents a reinforce-
ment learning based method for mining the sequential usage patterns of
user behaviors. In detail, the temporal data set about every user is con-
structed from the web log file, and then the navigation paths of the users
are modelled using the extended Markov decision process. The proposed
method could learn the dynamical sequential usage patterns on-line.

1 Introduction

In general, web visiting pattern is a kind of sequential pattern stored in web
server log files. As most users demonstrate these patterns frequently, learning
this knowledge will help analyze users’ needs and thereby design adaptive web
sites. Based on the mined patterns, it will become feasible for us to predict
and classify user’s actions. Currently, there are a number of different approaches
for this purpose, such as web usage based recommendation models [3][4] and
collaborative filtering models [2]. In addition, some techniques from association
rule analysis [1][8] and clustering [6] have also been successfully used in web log
mining. Considering web usage mining is a specific form of sequential pattern
mining in sequence data source, many sequential pattern mining methods could
be applied to this problem, such as GSP [9] and WAP-tree [7]. Unfortunately,
these previous algorithms can hardly adapt to scenarios where dynamical on-line
mining is needed. So, some new mining methods are desired.

Markov decision process is a mathematical model for sequence tasks in dy-
namical surroundings. When the model is explicit, the most optimized action se-
quence can be obtained through dynamic programming method directly; while
when the MDP model is unknown, reinforcement learning technique could be
applied to approximate the most optimized policy . It is noteworthy that when
the behavior model of user navigation is modelled by Markov decision process,
learning the most optimized action sequence could be viewed as being equivalent
to the mining of the web sequential usage patterns. Based on this recognition,
a new web usage mining method is presented in this paper, where the temporal
data set about every user is constructed from the web log file, and then the
navigation paths of the users are modelled using the extended Markov decision
process.

L. Wang and Y. Jin (Eds.): FSKD 2005, LNAI 3614, pp. 698–702, 2005.
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The rest of this paper is organized as follows. In Section 2, the Markov deci-
sion process model and the classical reinforcement learning techniques are intro-
duced. In Section 3, the user behaviors are modelled by extending the Markov
decision process. Finally in Section 4, conclusions are drawn.

2 MDP Model and Reinforcement Learning

2.1 MDP Model

Definition 1. MDP Markov decision process is often abbreviated as MDP,
which is briefly summarized in Fig. 1. An MDP can be described as a tuple
〈S,A, T,R〉, where S is a finite set of states of the world,A is a finite set of agent’s
actions, T : S ×A→ Π(S) is the state-transition function, and R : S ×A→ �
is the reward function. Usually, T (s, a, s′) is the probability of ending in state
s′ when action a is taken in state s, R(s, a) is the reward for taking action a in
state s [5].

t
s

r s s
r s. . . t a

t+1
t+1

t+1a
rt+2

t+2
t+2a

t+3
t+3 . . .

t+3a

Fig. 1. Markov decision process

Actually, a state-action value function is defined in order to find the most
optimal action sequence policy. A policy is π : S → A. Qπ(s, a) is then defined
as the value of taking action a in state s under a policy π, which is the expected
return starting from s as Eq. 1, where γ is a discounter factor. The most optimal
policy, i.e. Q∗, is defined in Eq. 2 for all s ∈ S and a ∈ A. If the model is
known, i.e. T,R are known in advance, dynamical programming could be applied
iteratively to get this optimal policy.

Qπ(s, a) = Eπ{Σ∞
i=0γ

iri+1} (1)

Q∗(s, a) = maxπQ
π(s, a) (2)

2.2 Reinforcement Learning

When the MDP model is unknown, learner(or learning agent) can only get its
experiences by trial-and-error and approximate the optimal policy with rein-
forcement learning. The property of on-line learning distinguishes reinforcement
learning from dynamical programming. This is because that reinforcement learn-
ing agent faces temporary credit assignment problem in the sequence task learn-
ing, where the iteration update method is used to adjust the estimated state-
action value function of current state and next state.

Q-learning is one of the most popular reinforcement learning method. In
Eq. 3, the Q value is updated by current reward and the maximal Q value
of the next state when agent gets a piece of experiences (s, a, r(s, a), s′). Since
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Q-learning is exploration insensitive, Q-learning method must converge with
probability 1 to the optimal Q∗ [10].

Q(s, a) = Q(s, a) + α[r(s, a) + γmaxa′∈AQ(s′, a′)−Q(s, a)] (3)

The logical structure of reinforcement learning is described in Fig. 2. Learning
agent receives input s, and takes action a as output on each step of interaction
with the environment. As a result of action a, the environment is transited to
new state s′. Meanwhile, learning agent receives reward r. By iterated learning,
agent constructs a sequence of actions policy to maximize its reward from the
outside environment.

 

Fig. 2. Logical structure of reinforcement
learning

 

Fig. 3. User navigation model

3 Mapping Web Usage Patterns to Markov Decision
Model

Web server’s logs store the entire records of clients’ visiting of files and most of
these logs keep to general log format. Client’s IP, user’s ID, visiting time, request
methods, the URL of visiting pages, the protocol of data transferring, error codes
and the bytes transferred etc. are included in general log format. Towards the
aims of our mining task, some items such as requesting methods, the protocol of
data transferring and so on are not relative to sequential patterns, so these kinds
of items should be deleted from the original web server’s logs. After the data
cleaning, web logs will be transferred to some data format suitable for mining
sequential patterns. In this format, only essential attributes related to tasks are
included, such as client’s IP, URL of request pages, and visiting time.

Definition 2. Web log model Web log model can be described as a tuple
LogSet = 〈Ip, PageURL, T ime〉. LogSet is the set of user’s action records. In
each record, Ip demonstrates the IP address of the client who visits web servers,
PageURL represents the current page’s URL visited by client, and T ime is the
moment of this web page visited by the client.

The process of mapping LogSet = 〈Ip, PageURL, T ime〉 to MDP model
〈S,A, T,R〉 is as follows. Firstly, PageURL corresponds to the state S in MDP
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model and the transferring from one PageURL to another PageURL depends
on the click on hyperlinks and click the back button in the browser’s menu.
These actions are also demonstrated as PageURL in web log model. Web log
model is different from MDP in that the parameter T is ignored because next
state in web log model is closely related with the hyperlinks on current pages.
The possibility of transferring from current web page to some next state is based
on the number of hyperlinks on current pages. Therefore, PageURL not only
relates to the state S in MDP model, it also relates to the action A in MDP
model. R couldn’t be equivalent to T ime directly. In our mapping process, we let
web user’s reward be equivalent to his staying time in current page. The staying
time could be calculated by the difference between the T ime of current record
and the T ime of next record. If the current record is the last page, we set the
staying time of this last page a statistical value, about 8.4 seconds.

4 Conclusion

This paper discusses how to convert the web log model into MDP model. Based
on web log model, reinforcement learning technique is applied to the mining of
web usage patterns, where a dynamic on-line method of web sequential pattern
mining is brought forward. Because of page limits, experimental results will
be shown in another paper. An interesting issue for future research is to apply
partial observable Markov decision process to the mining of web pages containing
frames, which will be a significant extension of the presented method.
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Abstract. A wavelet-based fuzzy multiscale edge detection scheme (WFMED) 
is presented in this paper. The dyadic wavelet transform is employed to produce 
the multiscale representation of the image, fuzzy logic is applied in wavelet 
domain and it can synthesize the information of image across scales effectively, 
an optimal result of edge detection can be acquired. WFMED method is used to 
extract the edge of pulp fibre image; the paper compares the performance of 
WFMED to the Canny edge detector and to Mallat’s algorithm. The results 
show the superiority of WFMED to these other methods. 

1   Introduction 

Edge detection theory based on multi-resolution plays a very important role in image 
process field [1]. Canny described the edge detectors by three criteria: good detec-
tion, good localization and low spurious response [3], and he combined the edge 
information in different scales from coarse to fine scale. As suggested by Marr and 
Hildreth [2], multiscale should be employed to describe the variety of the edge struc-
tures. Ziou and Tabbone [4] presented the edge detection method based on Laplacian 
algorithm. Witkin et al. [6] combined the scale information by bayes algorithm. 
Although edge detection algorithm based on multiscale can partly solve the problem 
of edge detection and edge localization, it is sensitive to noise for the reason of high 
pass characteristics. 

According to Canny’s edge detection criteria, how to represent image in multiscale 
way, how to combine edge information in different scales and suppress noise effec-
tively become important topics. Dyadic wavelet transform is a proper tool for mul-
tiresolution representation of signal. Many researchers, who work in this area, com-
bine the information in different scales. For example, Mallat [7] used evolution across 
scales modulus maxima. Xu et al. [8] used the spatial correlation of the adjacent 
scales. L.Zhang and P.Bao [9] used the global maximum of the WT scales to locate 
the important edges in the signal. Generally, all the researchers have used multiresolu-
tion representation of the image and tried to find a way to combine the information in 
different scales of the signal in order to realize more accurate results. 
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Theory and experiment prove that ambiguity and uncertainty in edge detection and 
localization confined to each scale at any level. The main ambiguity source is the fact 
that in finer scales the signal to noise ratio is normally poor whereas in the coarse 
scales the localization ability is the main reason for uncertainty. In this paper, we aim 
to solve this problem. For this purpose, we use fuzzy theory and operators to combine 
the scale information in a fuzzy manner to develop a novel wavelet-based fuzzy mul-
tiscale edge detection algorithm (WFMED). The paper is organized as follows. Sec-
tion 2 introduces dyadic wavelet transform. Section 3 develops the WFMED theory 
and procedure. Section 4 is the analysis of simulation results. 

2   Dyadic Wavelet Transform 

A function )()( 2 RLx ∈ψ is called a wavelet function if its average is equal to 0, it is 
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of )(xf  smoothed by )( xθ . The wavelet function used in this paper is the Mallat 

wavelet [1]. In two-dimension case, two wavelets should be utilized: 
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The dyadic wavelet transforms of ),( yxf at scale j2 along x and y directions are: 
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3   Wavelet-Based Fuzzy Multiscale Edge Detection Algorithm 

According to the characteristics of dyadic wavelet transform, the local maxima of 
wavelet coefficients in different scales represent the edge point in signal domain. For 
this purpose, fuzzy operator is used to combine the edge information in different 
scales and suppress noise. We propose to manipulate the ambiguous scale informa-
tion in  fuzzy manner to end up with better decisions for maxima corresponding 
through scales that yields a good trade-off between the localization and detection 
performances.  
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3.1   One-Dimension Analysis of WFMED Algorithm 

The wavelet-based fuzzy multiscale edge detection algorithm converts edge informa-
tion among different scales to fuzzy subsets. We can assume each wavelet scale to be 
a fuzzy subset of the signal denoting the grade of  “edginess” for each point in the 
signal space. The following steps lead us to the definition of the WFMED method. 

Step 1: Compute the discrete dyadic wavelet transform of the original signal f (n) in 
all available scales ),2,1(2 Jjj = , then the information matrix )(nfWj

 is acquired. 

Step 2: Pre-processing scale information 
Regard the points in )(nfWj

 as noise if they satisfy the following criterions: 

modulus decreases as the scale increased; the direction of modulus between neighbor 
scales is oppositive, then eliminate them and the new information matrix )(1 nS j

 can 

be acquired. 
Step 3: Segment each signal scale j2  into its positive and negative components and 

place them in ),( njf p
and ),( njf n

, they represent positive edge and negative 

edge information respectively. The F1 [ ] operator is defined as follows: 
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Step 4: As the range of the membership of a fuzzy subset is the real interval [0,1], 
normalize each )(2 nSj  to produce )(3 nS j  so that 

JjnSFnS jj ,2,1,)]([)( 2
2

3 ==  (5) 

The normalization operator F2 [ ] is designed such that: 1)]([ 2 =nShgt j , Where 

represents the maximum value of the input function [11]. 

It is observed that Step 5 produces a fuzzy membership function for all the scales. 
The membership function for each scale is defined as shown in (6): 

JjNnnnA
jAj ,,2,1,},2,1)),(,{( === μ  (6) 

Where )()( 3 nSn jA j
=μ  is the grade of membership for any given point n in the 

fuzzy subset jA  with magnitude )(3 nS j
. 

Step 5: Since any fuzzy sets jA denotes the grade of possessing the same property 

of “edginess” with different scales information for any member n, Step 5 in the crea-
tion of the WFMED is to combine the information contained in the different fuzzy 
subsets of signal. 

JD AAAA ∩∩= 11  (7) 

   Where AD  represents the edge fuzzy set of the signal with the following member-
ship value for each point n. 
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   The larger the membership value )(n
DAμ  for a point n, the more probable the point 

belongs to edges. 
Step 6: The real edge point can be acquired according to the threshold method [9]. 
It is obvious that WFMED method not only can improve the localization accuracy 

and detection efficiency, but also can suppress noise. In Fig. 1, the noisy signal which 
contains four-step characteristics. WFMED method is used to analyze the results. 

 

Fig. 1. Sample signal 

From Fig.1, the sample signal is the typical signal to verify the efficiency of the 
WFMED method, so the wavelet transform and fuzzy subsets can be calculated next. 

 

Fig. 2. Wavelet transform of sample signal       Fig. 3. Fuzzy subsets of  sample signal 

Fig .2 means the Dyadic Wavelet Transform of sample signal that showed in Fig. 1, 
Fig.1 (a), Fig.1 (b) and Fig.1(c) mean the first three-order wavelet transform. Fig.3 
shows the corresponding fuzzy subsets of the wavelet detail coefficients in Fig.2.    
According to our WFMED algorithm, the fuzzy decision subsets should be computed 
to detect the singularities of sample signal.  

(a) 

(b) 

(c) 

(a) 

(b) 

(c) 
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Fig.4 (a) is the fuzzy decision subsets; it is obvious that the four local maxima 
mean singularities of sample signal. Fig.4 (b) shows the effective detection of singu-
larities, apparently the singularity points of original signal can be detected correctly, it 
proves that WFMED method is a useful tool to extract singularity points in one-
dimension condition. The two-dimension WFMED algorithm is presented on the basis 
of one-dimension condition. 

 

Fig. 4. Singularity detection of sample signal 

3.2   Two-Dimension WFMED Algorithm 

In two dimensions, two correlation function should be defined in x and y directions. 
The information matrices ),(),,( 21

2
21

1 nnfWnnfW jj  represent the dyadic wavelet 

transform of image signal f (n1, n2) along horizontal and vertical directions. Similar to 
1-D case, after the operations of F1 [ ] and F2 [ ], the fuzzy subsets, fuzzy edge 
sets and membership functions can be acquired as follows: 
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Similar to 1-D case, the singularities can be found along x and y directions, the corre-
sponding image pixel points are edge points. Edge detection of pulp fibre image is 
implemented to prove the effectiveness of the two-dimension WFMED algorithm. 

4   Simulation Research 

Fig.5(a) is a 256 256 isolated pulp fibre  image. We find edges first by Canny edge 
algorithm and Mallat wavelet algorithm and then by our scheme.  

Canny edge algorithm and Mallat wavelet algorithm are typical edge detection 
method; the comparisons among three methods are significant. As shown by Fig.5, 
although Canny edge algorithm and Mallat wavelet algorithm can find edge point, the 
localization accuracy is poor. From comparisons, our algorithm improves the localiza-
tion accuracy significantly while keeping high detection efficiency. 

 

Fig. 5. Edge detection of fibre image 

Table 1. Quality values F of edge detection 

 Canny algorithm Mallat algorithm WFMED 

F  value 0.8426 0.8503 0. 8715 

The merit value of Pratt [12] is used to evaluate the performance. 
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Where Na  is the number of the actual edges and Nd  is the number of the detected 
edges. dk  denotes the distance from the kth actual edge to the corresponding detected 
edge. α  is a scaling constant. F is the largest, which means the best performance. 

From Table.1, it is obvious that WFMED method is superior to these other methods. 

5   Conclusion 

In this paper, a new effective edge detection algorithm is presented. To solved the 
ambiguity problem of edge detection, we made a novel use of fuzzy logic based on 
dyadic wavelet transform and associated fuzzy operator to combine scales information 
in fuzzy manner and developed a Wavelet-based Fuzzy Multiscale Edge Detection 
(WFMED) scheme. We compared the WFMED to the conventional Canny edge opera-
tor and also to the Mallat algorithm by applying them to the test image with noise. The 
simulation results showed the superiority of WFMED to these other methods. Our 
algorithm has proved to be more accurate and robust estimate of the edge locations. 
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Abstract. This paper presents an ”one fit all” solution for any field’s
text Word Sense Disambiguation(WSD), with a Sense Rank AALest al-
gorithm derived from the Adapted of Lesk’s dictionary-based WSD al-
gorithm. AALesk brings a score for different relationship during gloss
comparing, which makes WSD not only based on statistical calculate by
process in a semantic way. Rather than simply disambiguate one word’s
sense one time, our solution considers the whole sentence environment
and uses a Sense Rank algorithm to speed up the whole procedure. Sense
Rank weights different sense combination according to their importance
score. All these contribute to the accuracy and effective of the solution.
We evaluated our solution by using the English lexical sample data from
the SENSEVAL-2 word sense disambiguation exercise and attains a good
result. Additionally, the independence of system components also make
our solution adaptive for different field’s requirement and can be easily
improved it’s accuracy by changing its core algorithm AALesk’s param-
eter setting.

1 Introduction

Most words in natural languages are polysemous and synonymy, that is one word
has multiple possible meanings or senses and different words may have the same
meanings or senses. Humans can understand and using language rarely need to
stop and consider which sense of a word is intended. However, computer pro-
grams do not have the benefit of a human’s vast experience of the world and lan-
guage, so automatically determining the correct sense of a polysemous word is a
difficult problem, which is called Word Sense Disambiguation(WSD). It has
long been recognized as a significant component in language processing applica-
tions such as information retrieval, machine translation, speech recognition, text
mining. Text Mining is about looking for patterns in natural language text, and
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may be defined as the process of analyzing text to extract information from it for
particular purposes. Text mining is still based on algorithm derived from statis-
tical theory, without the understanding of natural language text, while making a
semantic analysis will be a tend in the development of text mining. A good Word
Sense Disambiguation solution will help to realize Text mining in semantic way.

In recent years corpus-based approaches to word sense disambiguation have
become quite popular. This paper contributes on word sense disambiguation for
a adaptable and high effective ”one fit all” solution. Firstly, it relies on a tagger
tools to tell the words’ part of speech, secondly it uses a Sense Rank AALesk
algorithm, in which WordNet[7] is a helpful reference corpus for word sense dis-
ambiguation. Tagger tool and WordNet is only assistant tools in our system,
which can be changed to more high accuracy ones or corpus for particular field
text. All the main components in our system are independent to each other,
thus the reusable and adaptability is achieved. With a parellel algorithm speed
up high corrective word sense disambiguation algorithm, changeable tagger and
changeable corpus, our solution contributes a adaptable and high effective solu-
tion for all fields word sense disambiguation.

2 Related Works

2.1 Word Sense Disambiguation

There are amount of methods for word sense disambiguation, they can be clas-
sified as the following:

– corpus-based approach makes use of the information provided by Machine
Readable Dictionaries[2].

– training approach uses information gathered from training on a corpus that
has already been semantically disambiguated (supervised training methods)
[3]or from raw corpora (unsupervised training methods)[4].

– machine learning approach use machine learning algorithms to learn from
user’s choice and master telling Part of Speech of a word[5].

Corpus-based approaches to word sense disambiguation have become quite
popular. As the others relied on the availability of sense-tagged text, which is
expansively manually created and only applicable to text written about similar
subjects and for comparable audiences. While the Corpus-based approaches can
changes their corpus adapt to particular field, which make it possible to fit for
all fields. What’s more, corpus for particular field application is easy to find
and more corrective. In this paper, our algorithm derived from the Adapted
Lesk algorithm, still using WordNet as the assistant dictionary, which will be
describe on section 2.3

2.2 The Adapted Lesk Algorithm

The Adapted Lesk algorithm[1] is an adaptation of Lesk’s dictionary-based word
sense disambiguation algorithm using the lexical database WordNet, which pro-
vides a rich hierarchy of semantic relations among words. The algorithm relies
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upon finding overlaps between the glosses of target words and context words
in sentence, also their semantic related words’ gloss respectively. To get related
words, it use several relationship defined in WordNet according to different Part
Of Speech, but not all. what’s more, a higher score is given to a n word sequence
than what is given to the combined score of those n words, if they were to occur
in shorter sequences. This algorithm carry out word sense disambiguation for
Noun, Verb and Adjective.

In our system’s word sense disambiguation function, we make use of this
Adapted Lesk algorithm with some improvements: during calculate the combi-
nation score for the target word sense, Adapted Lesk also provides sense tags for
the other words in the window of context, which is viewed as a side effect of the
algorithm. This contribute to our Sense Rank algorithm, which parallel carry
out AALesk for the possible sense combination, and ranking their score to kill
candidate process to speed up the system. Adapted Lesk didn’t make difference
for different relationship and only take a few relationship into account not all.
AAlesk adapted it by giving all relationship a base score for the related words
from WordNet relationship according to their importance. Thus make different
influence of different relationship and make our word sense disambiguation not
only based on statistic theory but also in a semantic way.

2.3 About WordNet

WordNet is an online lexical reference system.Word forms in WordNet are repre-
sented in their familiar orthography; word meanings are represented by synonym
sets(synsets). Two kinds of relations are recognized: lexical and semantic. Lex-
ical relations hold between word forms; semantic relations hold between word
meanings. By above it creates an electronic lexical database of nouns, verbs,
adjectives, and adverbs.

Each synset has an associated definition or gloss. This consists of a short entry
explaining the meaning of the concept represented by the synset. Each synset
can also be refered to by a unique identifier, commonly known as a sense-tag.

Synsets are connected to each other through a variety of semantic relations
but do not cross part of speech boundaries. In our experiment, all relationships
are taken into consideration and given different weight according to their impor-
tance.

As WordNet is a particularly rich source of information about nouns, espe-
cially when considering the hypernym and hyponym relations, the ignore of part
of speech of a word will lead to a reduce of accuracy for adjectives and verbs,
but a little effect on nouns. So we make use of a tool to work out part of speech
before the core process Sense Rank AALesk.

3 Solution Description

To bring out an ”one design fits all” solution for common word sense disam-
biguation, there are several problem we need to consider. Firstly, the solution
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should fit on every field’s text. Secondly, when we reform the correctness, effi-
ciency is also important. For the first goal, our solution bring out an component
independent system, it can adapt to different field by using different kind of elec-
tronic corpus for particular field. For the second goal, we bring out a Sense Rank
algorithm to parellel process word sense disambiguation algorithm AALesk.

Given a sentence we will tagged out every words Part Of Speech(POS) and
throw away those non-content words, as every word has one or more possible
sense in a POS, we then build the sense combination for these words, and finally
carry out the parallel Sense Rank algorithm for every combination’s AALesk
process, until every words’ sense is disambiguated.

The biggest contribution of Sense Rank algorithm is make use of the conven-
tional word sense disambiguation’s side effect and speed up the process greatly:
while calculating the combination score for the target word sense, the program
also provides sense tags for the other words in the window of context. While the
AALesk algorithm bring a semantic way for word sense disambiguation, besides
its conventional statistic way.

3.1 Definitions

Given a sentence t1,t2,...,tn,there may be some non-content words(words that
has no real means such as is pronouns, prepositions, articles and conjunctions,
or words not be represented in WordNet), after throw away those non-content
words, we got words sequence w1,w2,...,wk.

Every words have one or more senses, each of which is represented by a unique
synset having a unique sense-tag in WordNet. Let the number of sense-tags of the
word wi be represented by |wi|.Then we got Πn

i=1|wi| sense combination for a
contextwith n words: every contentword in the sentence is given a candidate sense.
A combination score will be computed for each sense combination. The target
word is assigned the sense-tag of the sense combination that attains the maximum
score. During the procedure, we need to make the following notions clear.

synset: a lists of synonymous word forms that are interchangeable in some
context. every sense of a word is put in a synset, which is the unit in WordNet

candidate synset: is a content word given some sense-tag in the sense
combination. It may tell the final sense for the word in the instance.

relationships net: words in WordNet is divided into different synset accord-
ing to its different sense. There is some relationships between synsets in different
POS. For an example, there are relations hyponymy and hypernymy for noun.
Those relationship link build a net that you can travel from one word(in some
synset) to another word(in some synset) following the link in the net.

assistant synset: is a synset around the candidate synset in the relathion-
ship net, which will be refered to when calculating combination score.

overlap: the longest sequence of one or more consecutive words that occurs
in both glosses of a pair of comparing words’ relationship

| overlap |: the number of words in overlap.
window of context: our choice of small context windows is motivated by

Choueka and Lusignan[6], who found that human beings make disambigua-
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tion decisions based on very short windows of context that surround a tar-
get word, usually no more than two words to the left and two words to the
right. So our word sense disambiguation will make reference of the words in the
window of 2 in context, let the target word is Wi, then system will consider
Wi−2,Wi−1,Wi+1,Wi+2. If the number of content words in the instance is less
than 5, all of the content words will serve as the context.

3.2 Processing Algorithm

The AALesk (see algorithm 1) algorithm was derived form the Adapted Lesk
algorithm.

Algorithm 1 AALesk: Adapted Adapted Lesk algorithm
for a target word Wi in sentance

given the sense combination as Wi−2[b], Wi−1[c], Wi[a], Wi+1[d], Wi+2[e]:
calculate score for each pair of synset(s1,s2)stand for(Wx[m], Wi[a])

if s1 has r1 kinds of relationship, s2 has r2,
then there would be s1*s2 pair of compare relationship

for every pair of compare relationship
find out every overlap between the gloss of the two assistant synset
(restrict not be made up entirely of non-content words)
(given Sr1,Sr2 as the base weight of this two relationship)

the score of this relationship pair=Sr1*Sr2*
∑ |overlap|2

score of this synset pair=
∑

score of each relationship pair
score of this sense combination=

∑
score of each synset pair

As we set the context window=2, system will compare the nearest 4 content
words beside the target word in the instance. The comparing will be held between
two words once. For a example, Wi is the target word, we use Wi[a] to present
word Wi given sense-tag a. Then in a sense combination such as Wi−2[b], Wi−1[c],
Wi[a], Wi+1[d], Wi+2[e]. System will calculate the combination score for it by
summary the score for each pair’s(which is Wi[a] vs Wi−2[b], Wi[a] vs Wi−1[c],
Wi[a] vs Wi+1[d], Wi[a] vs Wi+2[e]) overlap. In AALesk, we firstly give every
relationship a based score. Then AALesk will travel around the relationship net
to join up the gloss for every assistant synset around the two candidate synset
in the comparing pair respectively( we restrict the travel level less than 2, which
means only the nearest 2 synset in the net can be reached). Then it will compare
the gloss of every comparing relationship pair. The overlap of the gloss contribute
to the score of relationship pair, which will be summed to contribute to the score
for the candidate synset, the sense combination with the highest score will be
choose as the result. The AALesk algorithm only take charge of calculating the
score of the sense combination, and the rank and choose function will be held
by Sense Rank algorithm(see algorithm 2), during which the sense-tag for the
target word in the sense combination with the highest score will be chosen as
the sense of the target word.
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During the Sense Rank algorithm, we firstly carry out parellel AALesk
process for every sense combination(that means there would be

∏n
i=1 |Wi| pro-

cesses), taking the first word as the target word and ranking their sense score,
the one with the highest score will be set as the words’ sense. When the sense
of the first word is fixed, those process for the combination which didn’t set this
sense for the first word will be stop(this would reduce a lot of work). Then follow
the same means, fix for the second word with the condition that the first words
sense is fixed...then for the k word with the condition that the words before it
has been fixed on a sense..., until finally the sense of every word is found.

Algorithm 2 Parallel Sense Rank algorithm
given content words=t1,...tn
IteratorHeap=Φ
outputHeap=Φ
For each sense combination made out a iterator with size=n

create a single procedure carry out AALesk algorithm1
and put it in IteratorHeap,

the iterators in IteratorHeap are ordered on the score
of the first words’ sense score

While IteratorHeap is not empty and more results required
Iterator IT=pop the first iterator in IteratorHeap
u=the first node in IT
if IT has more nodes beside u,

remove u, and push IT into IteratorHeap again.
(iterator in IteratorHeap are still in order of the distance
between the first and second node in a iterator)

for every Iterator tmpIT in IteratorHeap
if u!¡ tmpIT remove tmpIT from IteratorHeap

Insert u into iterator result,
if result.size=n

push it into OutputHeap
result=blank, result.size=0

4 Empirical Evaluation and Discussion

In our experiment, we evaluated our solution using the test data from the English
lexical sample task used in the SENSEVAL-2 comparative evaluation of word
sense disambiguation systems. As Adapted Lesk using WordNet version 1.7, here
we use the newest version 2.0 and also version 1.7 for a comparing. For the base
score of relationships between synset in WordNet. We try several settings for
test and got different result.

4.1 Different Version in Experiment

Firstly, we set all the relationship a same base score as 1,and got a higher accu-
racy from WordNet version 2.0 than 1.7 (in table 1). Comparing to the result of



716 Y. Chen and J. Yin

Table 1. Accuracy of different version

version Nouns Verbs Adjectives
Adapted Lesk 32.2% 24.9% 46.9%
our system with WordNet1.7 32.6% 25.1% 47.2%
our system with WordNet2.0 33.3% 26.2% 47.5%

Adapted Lesk, we can see there is also an little improve. Although the Adapted
Lesk and AALesk following the same reason and AALesk only enlarge the com-
paring field in relationship nets. While we achieved a good improved for noun
and verb although we use the same setting but with the help from a newest
version of WordNet. This maybe because the WordNet 2.0 includes more than
42,000 new links between nouns and verbs that are morphologically related, a
topical organization for many areas that classifies synsets by category, region,
or usage, gloss and synset fixes, and new terminology, mostly in the terrorism
domain. This also telling that a good reference corpus is very important in word
sense disambiguation.

4.2 Different Setting in Experiment

Then we use WordNet 2.0 with different base score setting for relationships in
WordNet to empirical evaluation(see table 2). The relationship mentioned in the
table is what we think is more important and is given a score according to that.
Those relationship didn’t be mentioned is given a score as 1. as we can see from
the table, we got a good result in the experiment. But it is believed that this
system can even get a better accuracy than what we have got now, which maybe
need more research on the relationship’s importance and more experiment to
search for the best setting.

Table 2. Result of relationship setting

POS relationship base score accuracy
Nouns hyponymy, hypernymy 1.7 34.6%

holonymy, meronymy 1.7
Verbs hypernymy, troponymy 1.5 27.3%

verb in group 1.7
Adjectives attribute 1.7 48.1%

5 Conclusion

This paper presents an ”one fit all” solution for commonly field’s text word
sense disambiguation, derived from Adapted Lesk algorithm. While the original
algorithm relies upon limited relationship between words and only work out one
word’s sense one time, our solution take all the relationship into consideration
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and even make the importance of a relationship inflect the result, which make
it more semantic related.

We also bring out a Sense Rank algorithm to make it possible for work out
all words in a instance in one procedure, which greatly speed up the system.

Additionally, our solution is built component independently, which make it
possible for easily adapted to different particular field’s text. Thus settle down
the big problem exist in the application of word sense disambiguation: one so-
lution with high accuracy commonly only fit on one field’s text but and with a
low accuracy in another field’s text.

All of above make it possible for text mining to go on the semantic way.
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Abstract. The summary of video content provides an effective way to speed up 
video browsing and comprehension. In this paper, we propose a novel auto-
matic video summarization approach. Video structure is first analyzed by com-
bining spatial-temporal analysis and statistical learning. Video scenes are then 
detected based on unsupervised statistical learning. The video summary is cre-
ated by selecting the most informative shots from the video scenes that are 
modeled as a directed graph. Experiments show that the proposed approach can 
generate the most concise and informative video summary. 

1   Introduction 

In recent years, video summarization techniques have gained a lot of attention from 
researchers. Basically there are two kinds of video summaries: static video summary 
and dynamic video skimming. The static video summary is composed of a set of key 
frames extracted from the source video [1][2]. Long video with dynamic visual con-
tents is inadequately represented by the static video summary that loses dynamic 
property and audio track of the source video. In contrast, dynamic video skimming 
generates a new and much shorter video sequence from the source video. Recently, a 
lot of work has been conducted on dynamic video skimming. The Informedia system 
[3] shows the utilization of integrating language and image-understanding techniques 
to create the video skimming. As pointed by the authors, the proposed approach is 
limited due to the fact that it is difficult to clearly understand video frames. A generic 
framework of video summarization is proposed based on modeling of the viewer’s 
attention [4]. Without fully understanding of video contents semantically, the frame-
work takes advantage of the user attention model and eliminates the needs of complex 
heuristic rules to construct video skimming.  

The video summary is a concise and informative representation of the source video 
contents. Although many video summary generation techniques have been proposed, 
few of them have focused on analyzing the spatial-temporal feature of video contents. 
In this paper, we propose a novel automatic video summarization approach. Video 
structure is analyzed by combining spatial-temporal analysis and statistical learning. 
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Video scene is then detected by implementing unsupervised learning. The most in-
formative video shots are then selected from each video scene, which is modeled as a 
directed graph, to form the video summary. 

2   Automatic Video Spatial-Temporal Knowledge Mining  

A video is traditionally decomposed into a hierarchical tree structure [5] that consists 
of four top-down levels such as video scene, group, shot and key-frame.  

2.1   Video Shot Detection and Key Frames Extraction 

A lot of work has been done in shot boundary detection and many of the approaches 
achieve satisfactory performance. We use an approach similar to the one used in [6].  
For key frame extraction, although more sophisticated techniques were designed, they 
require high computation effort. We select the beginning and ending frames of a shot 
as the two key frames to achieve fast processing speed. And color histograms of the 
beginning and ending frames are used as the feature for the shot. 

2.2   Video Group and Scene Detection 

Video groups contain temporal feature of the source video. Here, statistical learning is 
implemented to model the time transition between video groups. Formally, a group 
Gm transits to another group Gn if there exists a shot in Gm that is temporally adjacent 
to a shot in Gn. It is modeled by a time transition probability )|( nm GGP , which can 

be estimated as follows: 

∈ ∈

−=
mi njGS GSn

nm ji
G

GGP )(
||

1
)|( τ  (1) 

Where |Gn| is the number of shots in Gn, Si the ith shot ranked in time order. Function 
)(xτ  is defined as: 

≠
=
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x
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To measure the probability that a video group G belongs to a video scene SC, the 
conditional probability )|( SCGP  is estimated as follows: 

∈

=≈
SCG

kn

k

GGPGGGGPSCGP )|(),...,,|()|( 21  (3) 

Where n is the number of video groups in scene SC. From equation (1)-(3), we can 
calculate )|( SCGP . 

In video, visually similar shots are clustered into a group, but even non-similar 
groups can be grouped into a single scene if they are semantically related. Here  
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unsupervised clustering is devised to construct video scenes from groups. Given a set 
of video groups },...,,{ 21 NGGGV =  and a threshold parameter δ , the clustering 

procedure can be summarized as follows: 

1. Initialization: put group G1 into scene SC1, sceneNum=1; 
2. Get the next group Gi. If there is no group left, the procedure exits; 
3. Calculate the probability )|( ji SCGP  for each existing scene jSC  based on 

equation (1)-(3); 
4. Determine which scene is the most appropriate one for group Gi by finding the 

maximum probability )|(maxarg ji
j

k SCGPP = . If δ>kP , put the group iG  

into scene kSC . Otherwise, it means Gi is not close enough to the existing 

scenes, put Gi into a new scene and increase sceneNum by 1. Goto 2. 

When the clustering procedure stops, each cluster represents one video scene. The 
next step is to create the video summary. 

3   Video Summary Creation 

Each video scene consists of a set of groups },...,,{ 21 nGGGSC = . The more complex 

a video scene is, the more important it contributes to the video summary. To measure 
the complexity of a video scene, a complexity parameter (CP) is defined. A directed 
graph model is easily set up for each video scene to calculate CP based on the equa-
tion (1). The directed graph model is defined as ),( EVG = , where V  is a set of 

vertices, and each vertex represents a video group in the scene; E  is a set of directed 
edges, and each edge is pointed from group Gm to Gn (or vice versa) with the edge 
weight )|( nm GGP  (or )|( mn GGP ). After the graph model is built for each scene, 

we can find the largest path of the graph and sum up the weight of edges on the path 
to represent the complexity parameter. We can learn the effectiveness of the CP from 
two aspects. (1) A complexity scene always consists of more groups than a simple 
one. It means that the graph model of the complexity scene has a longer largest path 
than the simple one. (2) A complexity scene always has more time transitions be-
tween groups than a simple one. It means that the edge weight of the graph model of 
the complexity scene is larger than the simple one. 

Both aspects make the CP of a complexity video scene to be larger than a simple 
one. With the complexity parameter and skim ratio R, the video summary can be 
generated based on the following steps: 

1. Build the directed graph model for each scene. 
2. Find the largest path of each graph and calculate CP for each scene. 

3. Exclude the scenes whose CPs are less than a pre-defined threshold ϕ . Select 
the scene SCmax with the maximum CP. 

4. Select the group Gmax with the maximum number of shots from SCmax. Re-
move the vertex corresponding to Gmax and its adjacent edges from the graph.  
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If the graph becomes unconnected, set up an edge with zero weight between 
sub-graphs. 

5. Select the shots with maximum time duration from each selected groups Gmax. 
If the skim ratio is less than R, goto step 2. Otherwise rank the selected shots in 
time order and concatenate them to generate the video summary. 

Since video scenes consist of semantically related groups and video groups con-
sist of shots with similar visual contents, the above steps not only select the most 
informative shots but also greatly reduce the visual content redundancy. 

4   Experiments and Discussions 

To test the performance of the proposed video summarization approach, we conduct 
experiments on six new and documentary videos with different time durations. 

We first conduct experiment on video structure analysis. Shot detection method 
[6] is adopted to segment video into shots for its robustness of detecting both cut and 
transition shots. Some shots whose frame number is less than 25 are discarded be-
cause they tend to be transition shots. Key-frame extraction method [2] is imple-
mented to extract one key frame from each shot based on color coherence vector. 
Then support vector clustering is performed on color coherent vectors of key frames 
to cluster shots into groups. The resulted numbers of shot and group for each video 
are shown in Table 1.  

Table 1. The numbers of shot and group for each video 

No. Genre Time #Shot #Group #Shot/#Group 
1 News 05:05 44 16 2.8 
2 Documentary 04:21 29 12 2.4 
3 News 10:41 72 30 2.4 
4 Documentary 12:49 78 37 2.1 
5 News 29:46 283 71 4.0 
6 Documentary 29:47 229 63 3.6 

Average -- 15:25 122.2 38.2 3.2 

Table 2. The number of generated video scenes with different value of δ  

No. Time #Scene (δ =0.20) #Scene (δ =0.30) #Scene (δ =0.40) 
1 05:05 6 6 4 
2 04:21 4 4 3 
3 10:41 15 13 10 
4 12:49 21 17 11 
5 29:46 39 33 26 
6 29:47 36 29 20 
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5   Future Work 

In this paper, we propose a novel approach to automatically generate the video sum-
mary. The video structure is first analyzed by combining spatial-temporal analysis 
and statistical learning. Video scene is then detected by implementing unsupervised 
learning. The video summary is generated based on the complexity of the detected 
video scene that is modeled as a directed graph model.  

Future works can be focused on the following topics: (1) Exploit high-level seman-
tics from video contents such as text transcribed from speech, video caption located 
on the video frames and etc. (2) Integrate multi-model features of the video content 
into one framework to generate the more effective video summary. 
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Abstract. From the aspect of basic characteristics of human cognition, a model 
for classification of topological relationships between two spatial objects, hier-
archy model, is proposed. Then, the complete and mutual exclusion properties 
of the hierarchy model are proved. Finally, the capability of classification for 
hierarchy model is compared with that of the calculus-based method. 

1   Recent Researches of Topological Relationships Between Two 
Spatial Objects 

In the field of classification research of topological relationships between two spatial 
objects, there are some models, 4IM model, 9IM model, dimension extended method 
(DEM) and Calculus-based Method (CBM). 

This paper presents hierarchy model for topological relationships between two-
dimensional spatial objects, and applies hierarchy model to the complete and formal 
description of spatial topological relationships. 

2   Hierarchy Model 

The process of human cognition has hierarchy characteristic that is from rough to 
precise and from simple to complex. Applying those characteristics to the classifica-
tion of topological relationships, it forms a classification process of thinning step-by-
step and extending by hierarchy. From this process, a tree-liked structure is obtained. 
Five basic topological relationships on leaf nodes are disjoint relationship, touch rela-
tionship, overlap relationship, in relationship and equal relationship. Those five rela-
tionships and their classification properties will be discussed in this section. 

2.1   Hierarchy Characteristic of Cognition 

During the analysis of topological relationships between two objects, human cogni-
tion is a thinning process step by step. Based on this characteristic, a tree-liked struc-
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ture is applied to simulate this process, and the root node is a universal set of topo-
logical relationships between 2-dimensional objects. This tree-liked structure is repre-
sented as figure 1. 

 

Fig. 1. Tree-liked structure of hierarchy classification 

2.2   Formal Definition of Hierarchy Model 

Definition 1: In the notation < 1, r, 2>, r is the relationship between 1 and 2. In IR2, 
five topological relationships are defined as follows:  

(1) The disjoint relationship: < 1, disjoint, 2> ⇔ ( 1∩ 2=Ø) 

(2) The touch relationship: < 1, touch, 2> ⇔ ( 1 ∩ 2 =Ø)∧( 1∩ 2 Ø) 

(3) The overlap relationship: < 1,overlap, 2>⇔ 

( 1 ∩ 2 Ø)∧( 1 ∩ −
2 Ø)∧(

−
1 ∩ 2 Ø) 

(4) The in relationship: < 1, in, 2>⇔ ( 1 ∩ 2 Ø) ∧ ( 1∩ 2= 1) ∧ ( 1∩ 2 2) 

(5) The equal relationship: < 1, equal, 2>⇔ ( 1= 2) 

We call those five basic topological relationships as spatial basic topological relation-
ships based on hierarchy model. 

2.3   Classification Capability of Hierarchy Model 

In this section, based on hierarchy model, the mutual exclusion quality and complete 
quality of minimum set for topological relationships between two-dimensional spatial 
objects will be analyzed, and the classification capability of hierarchy model will be 
compared with CBM. 

Theorem 1: A and B are two two-dimensional spatial objects. It exists and only exists 
one relationship between A and B in hierarchy model. 

Proof: The relationship between spatial objects A and B could be determined by a 
decision tree of the topological relationships (see Figure 2). In figure 2, each internal 
node represents a Boolean calculation. If the value of Boolean calculus is true, then the 
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left branch is followed, otherwise the right branch is followed. Repeating this process 
until a leaf node is reached. Because leaf node indicates to one of 5 basic topological 
relationships in hierarchy model, one relationship is existed between A and B. 

 

Fig. 2. A topological relations decision tree for 2-dimensional spatial objects 

It can be found in this topological relationships decision tree that two different re-
lationships cannot hold between two given two-dimensional spatial objects, because 
there are only two branches for each non-leaf, and the calculation consequence can 
and only can be satisfied by only one branch. Each leaf-node can and only can repre-
sents one topological relationship of 5 basic topological relationships in hierarchy 
model.  

Theorem 1 explains that the 5 topological relationships in hierarchy model cover 
any possible topological relationships between spatial objects. From theorem 1, we 
also get: 

Deduction 1: The five topological relationships are mutual exclusive in hierarchy 
model. 

Proof: (The proof is omitted.) 

Theorem 2 mentioned below explains that these 5 topological relationships are 
minimum set of topological relationships based on the human cognition. 

Theorem 2: Based on human cognition, topological relationships have five types at 
least. 

Proof: (The proof is omitted.) 

From deduction 1 and theorem 2, we have: 

Deduction 2: The topological relationships in hierarchy model are complete based on 
human recognition. 

Proof: (This proof is omitted.) 

Theorem 3 under mentioned compares the classification capability of hierarchy 
model with that of CBM. 
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Theorem 3: Hierarchy model can represent all topological relationships between two-
dimensional spatial objects that can be represented by CBM. 

Proof: (The proof is omitted.) 

From theorem 3, we know hierarchy model is not weaker than CBM in terms of the 
classification capability. 

3   Conclusion 

This paper presents hierarchy model, which classifies topological relationships be-
tween two-dimensional spatial objects into five basic relationships. The classification 
capability of CBM is equal to that of 9IM+DEM, so the classification capability of 
hierarchy model is not weaker than that of 9IM+DEM too. 
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Abstract. In this paper we present a new feature of texture images which can 
scale the uniformity degree of image texture directions. The feature value is 
obtained by examining the statistic characteristic of the gradient information of 
the image pixels. Simulation results illustrate that this feature can exactly 
coincide with the uniformity degree of image texture directions according to the 
perception of human eyes. 

1   Introduction 

The research of image texture features has been a hot topic for long. Many methods to 
portray the image texture characteristics have been proposed in a large number of 
literatures [1]. In resent years, some intelligent methods such as neural network based 
techniques have been presented [2-6].  

An important characteristic of texture image is the distributing trait of texture 
directions. For images with strong texture structures (e.g., bark, cloth, rock), the 
statistic properties of texture directions are generally very useful in most practical 
applications. But peculiar features to reflect the distributing property of texture 
directions have been seldom studied. The widely used Tamura feature of 
directionality, which is constructed in accordance with psychological studies on the 
human perception of texture, is one of these peculiar features. This feature is obtained 
by examining the sharpness degree of a histogram which is constructed from the 
gradient vectors of all the image pixels. 

But the Tamura feature of directionality behaves not so well in reflecting an 
important property, i.e., texture direction uniformity, of images. Undoubtedly, a 
feature reflecting the uniformity degree of image texture directions according to the 
perception of human eyes is very useful in many fields. 

                                                           
*  This work was supported by the National Natural Science Foundation of China 

(Nos.60472111 and 60405002). 
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2   The Tamura Feature of Directionality 

To compute the Tamura feature of directionality, firstly images need to be convoluted 

with Prewitt masks to obtain the horizontal and vertical differences, H  and V , of 
the image. Then, gradient vector at each pixel can be computed as follows: 

( ) / 2G H VΔ = Δ + Δ  . (1) 

1tan ( ) / 2V Hθ π−= Δ + Δ +  . (2) 

where GΔ  is the magnitude and θ  is the angle .  

Then, by quantizing θ  and counting the pixels with the corresponding magnitude 

GΔ  greater than a threshold, a histogram ofθ , denoted as DH , can be constructed. 

And the Tamura feature of directionality is obtained as follows:  

2( ) ( )
p

p

n

dir p D
p w

F H
φ

φ φ φ
∈

= −  . (3) 

where p is ranged over p
n  peaks; and for each peak p, p

w  is the set of bins 

distributed over the peak; while pφ  is the bin that takes the peak value. We can see 

that this equation reflects the sharpness of the peaks, i.e., a smaller value of  dirF  will 

corresponding to the image which gets a sharper peaks histogram.  
However, we can also see from eqn. (3) that the angle distances between every two 

peaks can not be reflected out. So the uniformity of texture directions can not be 
reflected. In allusion to this shortage, we present a new feature in the next section. 

3   The New Feature of Direction Uniformity 

Just like the computing of the Tamura feature of directionality, with a selected 
threshold of GΔ  denoted with letter b, we can also construct a histogram ofθ . The 

area [0,π ] is equally divided into m parts called as m bins indexed with integer 1, 2, 
3…, m. Suppose that the initial value of every bin is zero. Examining the gradient 
vector of each pixel, if the magnitude GΔ  is larger than b, then the value of the bin in 

which the angle θ  is contained in will be added by one. 
Then the probability histogram is obtained by dividing each value by the sum of 

the m values of the m bins. Pick out k bins with the greatest k probability values. The 
integer k is determined by a threshold d with the follow conditions: 
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Generally, the value of d is selected around 0.5. The k bin values are normalized by 
the following formula: 

1

/
k

i i i
i

prb p p
=

=                   i =1, 2,..., k. (5) 

Thus we get k bins with their indexes and normalized probability values
iprb . It 

should not be forgotten that the index of each bin indicates the direction this bin 
indicates. In other words, for an image, we then obtained its k texture directions with 
k largest probability values. For each bin, we consider the acute angle with the first 
bin, which gets the largest probability value, as the angle distance: 

1 1

1

( / 2)
{ i i

i
i

m i i if i i m
a

i i otherwise

− − − ≥
=

−
i=1,2,…,k (6) 

where m is the fore mentioned number of bins .The presented new feature is 
computed by the following formula: 

2

1 1

[( ln )]
k k

unf i i i i
i i

F k prb prb a prb
= =

= −  (7) 

From the formula we can deduce that the smaller values of unfF  correspond to the 

images which have stronger texture directionality and better direction uniformity. 

4   Simulation Results 

The texture images in our experiments are all coming from the widely used Brodatz’s. 
The algorithm mentioned above needs three parameters, i.e., the number of bins m, 
the thresholds b and d. In our experiments we adopted Prewitt masks, assume that the 
number of bins is 12, the threshold b is 9, and the threshold d is 0.5. 

Figure 1 and 2 are the series of the same images sorted by the directionality values 
and  by  the new feature values respectively. It can be clearly seen that the new feature 
has some superiority than the Tamura feature of directionality in reflecting the image 
texture direction characteristic. Further more, it can also be found that the new feature 
of texture direction uniformity is to completely coincide with the human eye. 

 

Fig. 1. Texture images sorted by the values of directionality of Tamura feature from smallest to 
greatest 
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Fig. 2. The same texture images sorted by the values of the new feature from smallest to 
greatest 

5   Conclusions 

This paper has presented a new image texture feature and investigated its 
implementation ability. The simulation result showed that the new feature is effective 
in reflecting the degree of the image texture direction uniformity and the strength of 
image texture directionality. The image sequence sorted by value of this feature of 
each image also illustrates that the feature can exactly coincide with the uniformity 
degree of image texture directions in the light of perception of human eyes. 
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Abstract. Sunspots are dark areas that grow and decay on the lowest level of 
the Sun that are visible from the Earth. Short-term predictions of solar activity 
are essential to help plan missions and to design satellites that will survive for 
their useful lifetimes. This paper presents a parallel-structure fuzzy system 
(PSFS) for prediction of sunspot number time series. The PSFS consists of a 
multiple number of component fuzzy systems connected in parallel. Each com-
ponent fuzzy system in the PSFS predicts future data independently based on its 
past time series data with different embedding dimension and time delay. An 
embedding dimension determines the number of inputs of each component 
fuzzy system and a time delay decides the interval of inputs of the time series. 
According to the embedding dimension and the time delay, the component 
fuzzy system takes various input-output pairs. The PSFS determines the final 
predicted value as an average of all the outputs of the component fuzzy systems 
in order to reduce error accumulation effect.  

1   Introduction 

The most visible appearance of solar activity is sunspots on the photosphere. Sunspots 
are magnetic regions on the Sun with magnetic field strengths thousands of times 
stronger than the Earth's magnetic field and appear as dark spots on the surface of the 
Sun and typically last for several days. Sometimes magnetic fields change rapidly 
releasing huge amounts of energy in solar flares and ejection of material from and 
through the corona. Solar activity like sunspots tends to vary from a minimum to a 
maximum and back again in a solar cycle of about 11 years. Planning for satellite 
orbits and space missions often require knowledge of levels years in advance through 
prediction of sunspot time series [1]~[4]. 

There are two basic approaches to prediction: model-based approach and nonpara-
metric method. Model-based approach assumes that sufficient prior information is 
available with which one can construct an accurate mathematical model for predic-
tion. Nonparametric approach, on the other hand, directly attempts to analyze a se-
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quence of observations produced by a system to predict its future behavior. Though 
nonparametric approaches often cannot represent full complexity of real systems, 
many contemporary prediction theories are developed based on the nonparametric 
approach because of difficulty in constructing accurate mathematical models.  

Signals generated from many practical systems show chaotic behaviors due to in-
herent nonlinear characteristics of the physical system. The fact that chaotic time 
series are sensitive to initial perturbations makes chaotic time series prediction a diffi-
cult task. Therefore, many practical prediction algorithms such as linear prediction, 
neural networks, and the adaptive algorithms have been used for short-term prediction 
or trend analysis of chaotic time series data[5]~[8]. 

This paper presents a parallel-structure fuzzy system (PSFS) for prediction of sun-
spot data which show characteristic of chaotic time series. This approach corresponds 
to a nonparametric approach since it generates a prediction result based on past obser-
vations of the system output. The PSFS consists of a multiple number of component 
fuzzy systems connected in parallel. Each component fuzzy system in the PSFS pre-
dicts future data independently based on its past time series data with different em-
bedding dimension and time delay.  

The embedding dimension determines the number of inputs of each component 
fuzzy system. According to the time delay, the component fuzzy system takes inputs 
at different time intervals. Each component fuzzy system produces separate prediction 
results for a future data at a specific time index. The PSFS determines the final pre-
dicted value as an average of all the outputs of the component fuzzy systems. 

Each component fuzzy system contains a small number of multiple-input single-
output (MISO) Sugeno-type fuzzy rules[9], which are generated by clustering input-
output training data. The subtractive clustering algorithm[14] produces fuzzy rules for 
prediction of sunspot time series. Inputs to the fuzzy system in the parallel-structure 
fuzzy system are determined according to time delay and embedding dimension. Ex-
tensive simulations show that the PSFS with 3 component fuzzy systems successfully 
predicts chaotic time series data comparing with the prediction results by a single 
fuzzy system.  

2   Prediction of Time Series  

Nonparametric approach of time series prediction is based on the assumptions that 
future behavior of a time series can be represented by a functional relationship of its 
previous observations. If k  previous input data are given at the k th time step, for a 
time series data ( )x k , the τ -step-ahead value ( )x k τ+  can be expressed as 

( ) [ ( ), ( 1), ( 2), , (2), (1)]x k P x k x k x k x xτ+ = − −  (1) 

where [ ]P ⋅  denotes a function that represents input-output relationship of nonparamet-
ric time series prediction process and positive integer τ  is called time delay.  

Time series prediction methods can be classified into either one-step-ahead predic-
tion or short-term prediction depending on the fact that predicted values are again 
used as input values. In one-step-ahead prediction, the predicted value of future data 
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( )x k τ+  is expressed by its previous m  inputs with time delay τ  of the data sequence 
as in Eq. (2). 

( ) [ ( ), ( ), ( 2 ), , ( ( 1) )]x k P x k x k x k x k mτ τ τ τ+ = − − − −  (2) 

where positive integer m  is time delay. Future value of a time series can be predicted 
by an output of a linear or nonlinear function [ ]P ⋅  of mτ  previous input data.  

In short-term or long-term prediction of time series data, predicted values of the 
data are again used as inputs for prediction of future data. Eq. (3) shows short-term or 
long-term prediction of time series. The predicted value of future data ( )x k τ+  is 
expressed according to the data previously predicted ( ), ( ), , ( ( 1) )x k x k x k mτ τ− − − . 
Therefore, long-term prediction of chaotic time series based on the data previously 
predicted is a difficult task since small initial error causes enormous error accumula-
tion effects in future values. 

( ) [ ( ), ( ), ( 2 ), , ( ( 1) )]x k P x k x k x k x k mτ τ τ τ+ = − − − −  (3) 

The optimal embedding dimension m  is determined for a specific time delay τ . 
For given τ , error performance measures are calculated for the training data and for 
the validation data. Validation data is a data set not used in training phase for check-
ing if training result is acceptable. Error performance measures are defined as mean-
square error and maximum absolute error calculated from the difference between the 
one-step-ahead prediction results and real data. For a given time series data, MSE and 
MAE are computed as one increases possible embedding dimension values for a fixed 
time delay. This process is repeated for training data and for validation data. The 
optimal embedding dimension corresponds to the embedding dimension whose error 
measure is minimized both for training and validation data. 

3   Parallel-Structure Fuzzy System 

3.1   Configuration of a Parallel-Structure Fuzzy System  

A parallel-structure fuzzy system (PSFS) predicts future data according to several 
prediction mechanisms based on different number and different samples of previous 
data. The PSFS consists of a multiple number of component fuzzy systems connected 
in parallel for predicting time series. Fig. 1 shows the structure of the parallel-
structure fuzzy system. The PSFS contains N  component fuzzy systems, 

1 Fuzzy System , 2 Fuzzy System ,…,  NFuzzy System  connected in parallel. Each component 

fuzzy system produces independently predicted values of same future data ( 1)x k +  at 
a time index 1k +  based on previous data. The PSFS produces the final predicted 
value according to the N  prediction results 1 2( 1), ( 1), , ( 1)Nx k x k x k+ + +  of the N  

component fuzzy systems.  
Time series prediction with the PSFS is characterized by the two parameters τ  and 

m . The embedding dimension m defines the number of inputs to each component 
fuzzy system, and the time delay τ  defines the time interval of input data to compo-
nent fuzzy systems.  
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Fig. 1. Structure of the parallel-structure fuzzy system (PSFS) 

For the PSFS with N  component fuzzy systems in general, each fuzzy system pro-
duces prediction results 1 2( 1), ( 1), , ( 1)Nx k x k x k+ + +  based on previous data 

( ), ( 1), ( 2),x k x k x k− − , and the final predicted data ( 1)x k +  as in Eq. (4) becomes an 
average of all the prediction results by component fuzzy systems. 

1

1
( 1) ( 1)

N

i
i

x k x k
N =

+ = +  (4) 
  

Fig. 2 shows an example of input data used to predict the future data ( 1)x k +  using 
the PSFS. The PSFS consists of 3 component fuzzy systems 1 Fuzzy System , 

2 Fuzzy System , and 3 Fuzzy System . The embedding dimensions for each component 
fuzzy system are assumed 3, 4, and 3 for the time delay 1, 2, and 3, respectively. So 
the PSFS is characterized by the 3 parameter pairs ( iτ , im ) of (1,3), (2,4), and (3,3). 
This means 1 Fuzzy System  predicts 1( 1)x k +  using the input data ( ), ( 1), ( 2)x k x k x k− − , 

2 Fuzzy System  generates 2( 1)x k +  using ( 1)x k − , ( 3)x k − , ( 5)x k − , and ( 7)x k − . 

3 Fuzzy System  outputs 3( 1)x k +  using ( 2), ( 5), ( 8)x k x k x k− − − . In the PSFS, final 
predicted value ( 1)x k +  are determined by averaging the 3 prediction results 1( 1)x k + , 

2( 1)x k + , and 3( 1)x k +  from the 3 component fuzzy systems. 

 

Fig. 2. Inputs of each component fuzzy system in the PSFS for prediction of ( 1)x k +  

In short-term or long-term prediction, a small amount of prediction error is accu-
mulated to become a big error after several iterations. The PSFS reduces error 
accumulation effect by averaging the prediction results of all the component fuzzy 
systems after removing the extreme values of prediction results. 

3.2   Component Fuzzy System  

Modeling fuzzy systems involves identification of the structure and the parameters 
with given training data. In the Sugeno fuzzy model[9], unlike the Mamdani 
method[10], the consequent part is represented by a linear or nonlinear function of 
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input variables. The Sugeno model can represent nonlinear input-output relationships 
with a small number of fuzzy rules. Each rule in the Sugeno model corresponds to an 
input-output relationship of a fuzzy partition. Fuzzy rules in the MISO Sugeno model 
with n  inputs 1, , nx x  and an output variable iy  of the i th fuzzy rule is of the form: 

1 1 1, ( , , )i n in i i nIF x is A and and x is A THEN y f x x=  (5) 

where 1, ,i M=  and ijA  is a linguistic label represented by the membership func-

tion ( )ij jA x , and ( )if ⋅  denotes a function that relates input to output. M denotes the 

number of rules in the fuzzy system. The Sugeno fuzzy model can easily generates 
fuzzy rules from numerical input-output data obtained from an actual process. The 
function ( )ij jA x  defines a membership function assigned to the input variable jx  in 

the i th fuzzy rule. In this paper, Gaussian membership functions and a linear function 
are used for simplicity.  

2
1

( ) exp
2

j ij
ij j

ij

x c
A x

w

−
= −  (6) 

1 0 1 1( , , )i n i i ni nf x x a a x a x= + + +  (7) 

where the parameters ijc  and ijw  define center and width of the Gaussian member-

ship function ( )ij jA x . The coefficients 01 1, , ,i nia a a  are to be determined from input-

output training data. In the simplified reasoning method, the output y  of the fuzzy 
system with M  rules is represented as 

1
1

1

( , , )
M

i i n
i

M

i
i

f x x

y

μ

μ

=

=

=  (8) 

where iμ  is a degree of relevance. In the product implication method, the degree of 

relevance is defined as 

1
( )

n

i ij j
j

A xμ
=

= ∏  (9) 

2

1

1
exp

2

n j ij

j ij

x c

w=

−
= −      

(10) 

In the Sugeno fuzzy model, the time-consuming rule extraction process from ex-
perience of human experts or engineering common sense reduces to a simple parame-
ter optimization process of coefficients 01 1, , ,i nia a a  for a given input-output data set 

since the consequent part is represented by a linear function of input variables. Using 
linear function in the consequent part, a group of simple fuzzy rules can successfully 
approximate nonlinear characteristics of practical complex systems. 

Construction of the parallel-structure fuzzy system is basically off-line. The pa-
rameters of the PSFS must be determined by the training data before time series pre-
diction operation.  
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3.3   Modeling of Component Fuzzy System Based on Clustering  

The parameters of the component fuzzy systems are characterized using clustering 
algorithms. The subtractive clustering algorithm[14] finds cluster centers 

* * *
1( , , )i i nix x x= of data in input-output product space by computing the potential val-

ues at each data point. The potential value is inversely proportional to distance be-
tween data points, which means densely populated data produces large potential val-
ues and therefore more cluster centers. 

In the Subtractive clustering algorithm, the first cluster center corresponds to the 
data with the largest potential value. After removing the effect of the cluster center 
just found, the next cluster center becomes the data with the largest potential value, 
and so on. This procedure is repeated until the potential value becomes smaller than a 
predetermined threshold. There are n -dimensional input vectors 1 2, , , mx x x  and 1-
dimensional outputs 1 2, , , my y y forming ( 1)n + -dimensional space of input-output 
data. For data 1 2, , , NX X X  in ( 1)n + -dimensional input-output space, the subtrac-
tive clustering algorithm produces cluster centers as in the following procedure: 

 

Step 1: Normalize given data into the interval [0,1]. 
Step 2: Compute the potential values at each data point. The potential value iP  of 

the data iX  is computed as  

2

1
exp( ), 1,2, ,

N

i i j
j

P X X i Nα
=

= − − =  (11) 

where a positive constant 24 / arα =  determines the data interval which affects the 

potential values. Data outside the circle with radius over positive constant 1ar <  do 

not substantially affect potential values. 

Step 3: Determine the data with the largest potential value *
1P as the first cluster cen-

ter *
1X . 

Step 4: Compute the potential value '
iP  after eliminating the influence of the first 

cluster center.     

2' * *
1 1

1
exp( )

N

i i i
j

P P P X Xβ
=

= − − −  (12) 

where positive constant 24 / brβ =  prevents the second cluster center from locating 
close to the first cluster center. If the effect of potential of the first cluster center is not 
eliminated, second cluster center tends to appear close to the first cluster center, since 
there are many data concentrated in the first cluster center. Taking b ar r>  makes the 
next cluster center not appear near the present cluster center. 

Step 5: Determine the data point of the largest potential value *
2P  as the second 

cluster center *
2X . In general, compute potential values '

iP  after removing the effect 

of the k th cluster center *
kX , and choose the data of the largest potential value as the 

cluster center *
1kX +  
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2' * *exp( )i i k i kP P P X Xβ= − − −  (13) 

Step 6: Check if we accept the computed cluster center. If * *
1/kP P ε≥ , or * *

1/kP P ε>  

and
*

min
*

1

1k

a

Pd

r P
+ ≥ , then accept the cluster center and repeat step 5. Here mind  denotes 

the shortest distance to the cluster centers * * *
1 2, , , kX X X  determined so far. If 

* *
1/kP P ε>  and 

*
min

*
1

1k

a

Pd

r P
+ < , then set the *

kX  to 0 and select the data of the next 

largest potential. If 
*

min
*

1

1k

a

Pd

r P
+ ≥  for the data, choose this data as the new cluster 

center and repeat step 5. If * *
1/kP P ε≤ , terminate the iteration. 

When determining cluster centers, upper limit ε  and lower limit ε  allows the data 

of lower potential and of larger distance mind  between cluster centers to be cluster 

centers.  Step 6 is the determining process of the calculated cluster center according to 

mind , the smallest distance to the cluster centers 1 2, ,X X∗ ∗  calculated so far. When 

determining the cluster centers, data with low potential value can be chosen as a clus-
ter center if mind  is big enough due to upper limit ε and lower limit ε .  

Fuzzy system modeling process using the cluster centers 1 2, , , MX X X∗ ∗ ∗  in input-
output space is as follows. The input part of the cluster centers corresponds to antece-
dent fuzzy sets. In ( 1)n + -dimensional cluster center iX ∗ , the first n  values are n -
dimensional input space * * *

1( , , )i i inx x x= . Each component determines the center of 
membership functions for each antecedent fuzzy sets. The cluster centers become the 
center of the membership functions *

ij ijc x= . The width of the membership function 

jiw  is decided as 

* *max ( ) min ( ) /ij a i i i iw r x x M= −  (14) 

where M denotes the number of cluster centers, * *max ( ) min ( )i i i ix x−  denotes the differ-

ence between the maximum and the minimum distances between cluster centers. The 
number of cluster centers corresponds to the number of fuzzy rules. The next process 
is to compute optimal consequent parameters 0 1, , ,i i nia a a  in order to produce output 

jy  of the jy th rule in the Sugeno fuzzy model. The number of centers equals the 

number of fuzzy rules. The output of the fuzzy system is defined as a linear function 
of input variables. 

        0 1 1 2 2i i i i ni ny a a x a x a x= + + + +  (15) 

 1 2 0[ , , , ]i i ni ia a a x a= +  (16) 

0
T

i ia x a= +  (17) 

Compute parameters ig  through linear least-squares estimation, the final output y  

of the Sugeno fuzzy model is given as                                    
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0
1

1

( )
M

T
i i i

i
M

i
i

a x a

y

μ

μ

=

=

+
=  (18) 

This is the final output of the fuzzy system. 

4   Simulations 

4.1   Sunspot Time Series  

Time series data used in this paper is the sunspot number data that is monthly aver-
aged of the number of individual spots through solar observation and consists of 
monthly sample collected from 1749/1 to 2005/2 like Table 1. 

The sunspot number is computed as 

( )10R k g s= +  (19) 

where g  is the number of sunspot regions, s  is the total number of individual spots 

in all the regions, and k  is a scaling factor (usually 1< ) . 

Table 1. The sunspot time series 

Index Year / Month Sunspot Number(R) 
1 1749 / 1 58.0 
2 1749 / 2 62.6 
3 1749 / 3 70.0 

… … … 
3072 2004 / 12 17.9 
3073 2005 / 1 31.3 
3074 2005 / 2 29.1 

Fig. 3 shows the sunspot time series data (an approximate 11-year cycle) used in 
the prediction with the PSFS. Each data set contains 3,074 samples.  

The subtractive clustering algorithm with the parameters 0.3, 0.75, 0.3a br r ε= = = , 

and 0.1ε =  generates the cluster centers. In this case, the PSFS with 3 component 

fuzzy systems ( 3N = ) is applied to time series prediction with 3,074 data. For the 
modeling of PSFS we use the first 2,924 data samples, except the next 150 test data 
samples, which divide two parts: one is training data (2,340 samples= 2,924 0.8× ) and 
the other is validation data (584 samples = 2,924 0.2× ). 

In order to configure the PSFS for time series prediction, several embedding di-
mensions m  must be determined for a specific time delay 12τ = . For given τ , error 
performance measures are calculated from the difference between the one-step ahead 
prediction results trained with training data and validation data. The optimal value of 
m  at a fixed τ  corresponds to an integer for which the performance measures MSE 
validation  data.  Training data are used in constructing the fuzzy system based on  the 
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Fig. 3. The sunspot time series data        Fig. 4. Determination of embedding dimension 

clustering algorithm. Validation data, which is not used to construct the fuzzy system, 
determines the optimal m  according to τ  when applied with the one-step-ahead pre-
diction method. 

Fig. 4 shows how to select the embedding dimension m  for given time de-
lay 12τ = . The proper m  values selected as 4,5, and 6. The sunspot time series data is 
characterized by the three ),( mτ pairs of (12,4), (12,5), and (12,6) because the PSFS 
is 3=N .  

4.2   Prediction with a Single Fuzzy System  

Fig. 5 shows the prediction results by a single fuzzy system using each sub fuzzy 
system of PSFS having the parameter pair ( m ,τ ). It shows the prediction result of a 
single fuzzy system with 4m = ,  5m = , and 6m =  for 12τ = , respectively. 

 

(a) 4m =                              (b) 5m =                                (c) 6m =  

Fig. 5. Prediction result of a single fuzzy system ( 12τ = ) 

Table 2. Performance comparison of component fyzzy systems and PSFS. 

 K=10 K=20 K=30 K=40 K=50 

4m =  4.74 9.24 15.62 20.78 23.93 

5m =  5.14 9.31 12.58 16.17 18.78 

6m =  6.35 6.15 10.34 15.74 17.48 

4,5,6m =  (PSFS) 4.85 6.89 9.19 12.54 15.01 
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Table 2 shows the absolute sum of prediction error that defined as the difference be-
tween actual values and prediction values. As a result, the single fuzzy system did not 
produce satisfactory prediction results comparing PSFS. The absolute sum of predic-

tion error is computed as 
1

1
( ) ( )

K

i
x i x i

K =
−  where K  is the index of sunspot time series. 

4.3   Prediction with Parallel-Structure Fuzzy Systems 

The PSFS contains three component fuzzy systems ( 3N = ) where τ is fixed ( 12τ = ). 
Each component fuzzy system is characterized by several embedding dimensions for 
fixed time delay. Three prediction results produced by the component fuzzy systems 
are averaged at each step.  

A 3,074 sunspot time series data are dealt with verification of the prediction per-
formance of the PSFS. The PSFS predicts the 150 test data of the sunspot time series 
using the values of ( , )mτ pairs of (12,4), (12,5), and (12,6).  

Fig. 6-(a) shows the prediction result excluding the initial data ( 72 12 6= × ) by the 
PSFS. Fig. 6-(b) shows prediction error with the PSFS for the time series data. 

 
(a) Prediction result                    (b) Prediction error 

Fig. 6. Prediction result of the PSFS 

Next the PSFS is applied to the pure future data represented by the period between 
2005/3 and 2013/8. Fig. 7 shows the prediction result of the PSFS. 

 

Fig. 7. Prediction result to the future samples of the PSFS 

5   Conclusions  

This paper presents a parallel-structure fuzzy system (PSFS) for predicting sunspot 
time series which consist of monthly data. The PSFS consists of a multiple number of 
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component fuzzy systems connected in parallel. Each component fuzzy system is 
characterized by multiple-input single-output Sugeno-type fuzzy rules, which are 
useful for extracting information from numerical input-output training data. The com-
ponent fuzzy systems for time series prediction are modeled by clustering input-
output data. Each component fuzzy system predicts the future data at the same time-
index with different values of embedding dimension and time delay. The PSFS de-
termines the final prediction value by averaging the results of each fuzzy system in 
order to reduce error accumulation effect.  

Computer simulations showed that the PSFS trained with training and validation 
data successfully predicted the sunspot time series data. The PSFS produced precise 
prediction results. 
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Abstract. Recently, there are remarkable progress in similarity com-
puting for 3D geometric models. Few focus is put on the research of
the similarity between volumetric models. This paper proposes a novel
approach for performing similarity computation between two volumetric
data sets. For each data set, it is performed by four stages. First, the
volume data set is resampled into a unified resolution. Second, the data
set is band-pass filtered and quantized to reveal its physical attributes.
The resulting voxels are then normalized into a canonical coordinate sys-
tem concerning the center of mass and scale. Subsequently, a series of
uniformly spaced concentric shells around the center of mass are con-
structed, based on which spherical harmonics analysis (SHA) is applied.
The coefficients of SHA constitute a rotation invariant spectrum descrip-
tor which are used to measure the similarity between two data sets. The
algorithm has been performed on a set of clinical CT and MRI data sets
and the preliminary results are fairly inspiring.

1 Motivation

Many attentions have been paid to similarity assessment of 2D medical images[1].
Typically, each 2D image in the database is either an X-ray image or a slice from
a 3D image. In the latter case, all slices from one 3D image are correlated spa-
tially and semantically, composing a comprehensive description of the concerned
target. Obviously, investigating the 3D images globally is superior to check their
individual slice separately. For example, some small differences between two slices
of two 3D images might be prominent if their consecutive neighboring slices are
taken into consideration.

Although the topic of similarity computing is not new, there is little work
which show the importance of similarity computation of volumetric data sets[2].
In our view, this task can be well motivated by considering following properties
of volumetric data sets:

– Volumetric data sets are strongly related to medical imaging, scientific vi-
sualization, computational biology, mechanical engineering and astrophysics
etc. Making them available on-line or public will provide a rich resource of
references and research materials to scientific community.

� Corresponding author.

L. Wang and Y. Jin (Eds.): FSKD 2005, LNAI 3614, pp. 742–751, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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– A volumetric data set does not correspond to a unique object and hence
can not be treated as sets of iso-surfaces. For a 256-level gray CT data set,
voxels with density from 60 to 80 usually represent fat tissue; those with
values from 80 to 110 constitute the soft tissue while the innermost bone
layer has density value ranging from 90 to 255 [3]. A clinical example is
shown in Figure 1.

(a)  Fat only

(b)  Soft tissue only

(c)  Bone only

Fig. 1. Volume illustration of different parts within a CT data set

– Volumetric data set can be recognized as a regular sampling of a subjacent,
unknown, continuous 3D field. Despite whatever complex scene it depicts,
3D volume has the simplest parameterizations, making it appropriate to a
wide variety of analysis tools such as Fourier transformation.

As far as the similarity assessment of volumetric data sets is concerned, we
have to answer two questions:
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– What is the proper content description for a volumetric data set?
– How can such description be used to compute similarities between two data

sets?

The rest of this paper describes our initial solutions. It is organized as follows.
In section 2 we summarize previous work on 3D model shape analysis. Our ap-
proach towards comparing volumetric data sets is given out in section 3. Section
4 presents experimental results followed by a brief conclusion in section 5.

2 Related Work

To our best knowledge, there are few work on general-purpose similarity comput-
ing of volumetric data sets. One pioneer work was introduced by Jain et al.[2],
which uses a density histogram of the volume data as its content description. It
is simple, robust and east to implement. However, it provides low discrimination
power as we can easily find a counterexample that two volumetric data sets have
the same density histograms but dramatically different “contents”.

On the other hand, there are lots of literatures on shape analysis of 3D ge-
ometric models. Different feature descriptors have been proposed to accomplish
similarity assessment. They can be roughly categorized as statistical, topological
or transformational signatures.

Descriptors based on geometric statistics are probably the most popular
methods of shape analysis. Examples include rotation invariant shape descriptor
[4], shape histograms[5], discrete moments[6], shape distribution[7], directional
histogram model[8], parameterized statistics[9], ray-based descriptor[10][11], and
3D shape spectrum descriptor[12]. They are easy-to-use and put few require-
ments on model regularity when the discrimination powers need to be enhanced.

Topological matching is particularly useful for the cognitive perception of a
visual object. For instance, MRG[13] is constructed on the basis of geodesic dis-
tance where a coarse-to-fine comparison strategy establishes the correspondence
between objects. In addition, a common technique for classifying objects with
genus zero is based on their sphere parametrization forms, such as local curva-
ture distributions method[14]. However, topological analysis is time-consuming
and hence infeasible to large scale database.

Common transformation tools include 3D fourier transform[15], wavelet
transform[16][17], spherical harmonic transform[18], Hough transform[19] and
3D Zernike moments[20]. Some have well-defined properties such as invariance
under translation, rotation and scale. Note that most of them are defined over
the binary voxelized volume of geometric models.

3 The Key Idea

We distinguish volumetric data sets from those obtained by binary voxelization
of polygon models. The former can be regarded as a scalar field while the latter
represents the surface of an object. The computation of content descriptor can
be divided into four stages:
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– The volume data set is preprocessed by resampling it to unified resolution
and bucket sorting the resulting volume according to density values.

– The volume data set is filtered based on the user specific grey-level of interest.
– The filtered data is normalized into a canonical coordinate system.
– Sphere harmonics analysis (SHA) is applied to a series of concentric shells

of normalized volume.

When the content descriptor are calculated for all data sets, their similarity
can be easily estimated by introducing appropriate distance functions. Following
subsections elaborate the details of our approach.

3.1 Resampling

Note that, the original resolution of each data set might be different. Typically,
the resolution along z axis is less than those along x and y axes. Therefore, each
data set is resampled into a unified resolution N×N×N . Up-sampling and down-
sampling are selected accordingly by means of one of nearest neighbor, trilinear
and even higher order interpolation methods. Tradeoff is made considering the
accuracy, storage and efficiency issues. A typical choice of N is 128.

3.2 Bucket Sorting

For the resampled data, we further bucket sort it according to the density values,
resulting in a 256-entry index table. Each entry points to a list of iso-valued
voxels. Specifically, every item in the list has the following data structure

item = 〈ix, iy, iz〉 (1)

where ix, iy, iz are indices of the corresponding voxel along the x, y, z axes.
The conversion of the location index to the position of a voxel in 3D space is

straightforward. If the volumetric data set is embedded in a unit bounding box
ranging from -0.5 to 0.5, following relationship applies:

coordinate(ix, iy, iz) =

〈2ix + 1
2N

− 0.5,
2iy + 1

2N
− 0.5,

2iz + 1
2N

− 0.5〉 (2)

Two stages described in section 3.1 and 3.2 can be accomplished off-line, yielding
a preprocessed database.

3.3 Volume Filtering

Different volumetric data sets may be of arbitrary scale, orientation and position
in 3D space. In order to achieve correct similarity measurement, it is necessary
to locate all data sets in a canonical coordinate system. This step is called nor-
malization. In view that volumetric data set does not correspond to the surface
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of an object, it is not appropriate to apply principle component analysis for three
principal axes, as is usually utilized in 3D model shape analysis.

The normalization of volume data sets should account for the physical prop-
erties implied by the data. For example, when examining volume data sets, users
can determine gray-level of interest and classify the data sets by band-pass filter-
ing. The users either explicitly appoints the range of gray-level or simply let the
system choose it automatically. For example, if the user checks the box denoting
the soft tissue, the system will automatically turn this vague verbal description
into gray-level on the range of [80, 110].

The normalization for translation and scale is thus query dependent. Let G
denote the gray-level of interest, we first check the index table to get all the voxels
that have the value g ∈ G. These voxels are classified as valid and constitute a
set V = {vi} = {ix, iy, iz}, i = 1, · · · , n, where n is the size of V . Other voxels
are assigned to value zero.

3.4 Normalization

To put the data set into a canonical coordinates system, we calculate the center
of mass of the filtered volume which is defined as:

C =
1
N

n∑
i=0

coordinate(vi) (3)

V is then translated so that its center of mass coincides with the origin. We
denote the resulting voxel set by V ′ = {v′i} = {vi − C}.

The next step is to scale the volume into a unit sphere. Both of translation
and scale operations require trilinear interpolation for high quality.

3.5 Spherical Harmonics Analysis

Let G denote a transformation set. For an arbitrary volumetric data set M with
description D and every element g ∈ G, if we have D(gM) = D(M), we state
that D is invariant under the transformation set G. In the context of volumetric
data sets, the similarity descriptors should be invariant under the transformation
sets of translation, scale and rotation.

One approach to achieve the required transformation invariance is decompose
the volume space Ω into subspace Ωi. Ideally, this partition should meet the
following requirements:

– Mutual Orthogonality: Ωi ⊥ Ωj , ∀i �= j
– Completeness:

∑
i Ωi = S

– Invariance: G(Ωi) = Ωi, ∀i

If we assume M to be as a function defined on the space Ω, M can be
expressed as a linear combination of the components that are defined on the
subspace Ωi respectively. In other words, we state that D can be projected
onto l Ωi:



A Similarity Computing Algorithm for Volumetric Data Sets 747

D(Ω) = 〈D(Ω1), . . . ,D(Ωl)〉
= 〈D1, . . . ,Dl〉 (4)

If {ψij} forms the orthogonal basis of the subspace Ωi, Di itself is a vector whose
jth component is formulated as

Dij =
∫

Ωi

D · ψij (5)

In the previous subsection, we have already normalized the volumetric data
set with translation and scale transformations. Thus we need only concern the
transformation of rotation. Fortunately, there are already some available tools.
One is spherical harmonics which form a Fourier basis on the sphere similar to
the operations of sines and cosines functions on a line. The basis ψij , or more
specifically Y m

l , is given by:

Y m
l (θ, φ) = Nm

l Pm
l (cos θ)eimφ,m = −l, · · · , l (6)

where Nm
l is the normalization factor and Pm

l is the associated Legendre func-
tions.

Spherical harmonics have the property that for a given l, {Y m
l ,m ∈ [−l, l]}

span an inreducible subspace which is invariant under the operations of the
full rotation group. A direct conclusion is that l-th frequency component hl =
‖〈h−l

l , · · · , hl
l〉‖ defines a rotation invariant where hm

l =
∫

Ωi
D · Y m

l .
The key to applying spherical harmonics to a 3D function is to turn the

3D space into a series of uniformly spaced concentric shells. Therefore, the nor-
malized volume is first decomposed into a sequence of concentric shells based
on which spherical harmonics are applied. The conversion between Cartesian
coordinates 〈x, y, z〉 and its spherical coordinates 〈r, θ, φ〉 can be formulated as:

M(x, y, z) = M(r sin θ sinφ, r sin θ cosφ, cos θ)
= M′(r, θ, φ)

To sum up, we get the following rotation invariant descriptor:

D = {hr
l }, l ∈ [0, B), r ∈ [0, R) (7)

where each hr
l is the l-th frequency component from the spherical harmonics

analysis of the r-th concentric shells. B denotes the bandwidth of the signal rep-
resented by volumetric data set. R is the resolution of concentric decomposition.

4 Experimental Results

We tested our algorithm on 10 clinical volumetric data sets including four CT
head data sets, three MRI liver data sets and three Ultrasound fetus data sets.
Their resolutions are listed in Table 1. The slice thickness for each data set is
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Table 1. Volume resolutions of test data sets

Data Sets Resolutions
208 × 256 × 225, 256 × 256 × 203

CT Head 256 × 256 × 223, 256 × 256 × 256
256 × 256 × 58, 256 × 256 × 58

MRI Liver 256 × 256 × 58
214 × 146 × 132, 226 × 144 × 128

US Fetus 212 × 148 × 132

208x256x225 256x256x203 256x256x223 256x256x256

256x256x58 256x256x58 256x256x58

214x146x132 226x144x128 212x148x132

Fig. 2. Illustrations of 10 volume data sets. Top row: four CT head data sets; Middle
row: three MRI Liver data sets; Bottom row: three Ultrasound fetus data sets.

(1.0, 1.0, 1.0). We set R = 64 and B = 64 respectively (refer to Eq(7)) and choose
a unified resolution for all these data sets as 128× 128× 128.

Two distance measures are implemented for two similarity descriptors f and
g. One is the Euclidean distance L2, the other is the χ2 distance defined as:



A Similarity Computing Algorithm for Volumetric Data Sets 749

D(f, g) =
∫

(f − g)2

f + g
(8)

We list the similarity statistics results in Table 2 for Euclidean distance L2
and χ2 distance respectively. The FT (First Tier) column lists the percentage of
top k-1 matches (excluding the query) from the query’s class, where k is the size
of the class. The ST (Second Tier) column lists the same type of result, but for
top 2(k-1) matches. The NN (Nearest neighbor) column lists the percentage of
test in which the top match was from the query’s class. This validation scheme
is typically used in 3D model retrieval[18].

Table 2. Similarity computation results using our algorithm under L2 and χ2 distances

Data Sets CT Head MRI Liver US Fetus
FT with L2 100% 66.7% 50%
FT with χ2 91.7% 83.3% 33.3%
ST with L2 100% 100% 100%
ST with χ2 100% 100% 100%
NN with L2 100% 100% 50%
NN with χ2 100% 100% 50%

From Table 2, we conclude that the algorithm provide a favorable similarity
measurement for volumetric data sets. In our experiments, the results of χ2 norm
is almost the same as those of L2 norm.

5 Conclusion and Future Work

Our results confirm that the proposed algorithm is suitable for the similarity
computation of volumetric data sets. It is simple, easy to implement, and the
result is rotation, translation and scale invariant.

Recent advances in data acquisition devices make the details of the target
models more subtle, the mathematical topology of the objects more complex
and the data sets larger and time-varied. As a result, structures and pathologies
are more and more computationally hard. We would like to investigate more
powerful tools to distinguish subtle differences such as a normal and an abnormal
anatomy in medical applications. Another important issue for further research
lies in similarity computing between a part of and a whole object. We also
want to apply the algorithm to protein molecular data sets for structure and
functionality forecast.
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Abstract. In linear text classification, user feedback is usually used to
tune up the representative keywords (RK) for a certain class. Despite
some algorithms (e.g. Rocchio) deal well with user positive and negative
feedback to adjust the RKs, few researches have investigated how to
adjust RKs only based on a small positive responses which is a popular
case in the real-world application (e.g. users tend to click their interested
URL). In this work, we describe a method of extracting representative
keywords for a user from a small set of his positive feedback documents.
Experiments on the Reuters-21578 collection illustrate that our approach
is better than other two famous methods (Rocchio and Widrow-Hoff)
with 24.8% and 14.5% improvement, respectively.

1 Introduction

Extracting representative keywords for documents that users interested has a
wide application in several areas such as constructing user model, query terms
expansion and reweight in information retrieval.

User models can be constructed by hand, or learned automatically with the
explicit or implicit user feedback. Some systems require users to explicitly spec-
ify their profiles, often as a set of keywords or categories. Studies have shown
that such explicit feedback from the user is clearly useful [4],[15]. However, it is
difficult for a user to exactly and correctly specify their information needs. More-
over, many users are unwilling to provide relevance judgments on documents in
practice [11],[13]. An alternative is to use implicit feedback based user’s behavior
to automatic construct user models [5],[6],[10]. In this case, system should con-
struct user model, often, by extracting automatically representative keywords
based on a small set of feedback documents.

In feedback information retrieval environment, a user judges the relevance of
one or more of the retrieved documents and these judgements are fed back to the
system to improve the initial search result [12]. Buckey et al. [2] experimentally
verified that the recall-precision effectiveness is roughly proportional to the log of
the number of known relevant documents. In other words, the greater the amount
of feedback from the user to the system, the better the search effectiveness of

L. Wang and Y. Jin (Eds.): FSKD 2005, LNAI 3614, pp. 752–761, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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the system. However, this expectation is often not met in a highly interactive
situation like Internet surfing.

In this paper, we focus on the extraction of representative keywords of a few
documents that might interest a user. For example, around 10 documents. This
is a usual case in Web information retrieval because most of users are reluctant
to provide hundreds of relevance judgments.

2 Our Approach

We do not consider how to provide relevance judgment on documents and we
assume that positive relevant documents are already at hand. What we focus on
is how to extract representative keywords from a small set of user positive feed-
back documents. For instance, in feedback information retrieval, one user marked
positive relevant documents from a small set of retrieved documents according
to his query. The system will form a new query by expanding and reweighting
his old query based on those positive relevant documents. In this case, how to
form this new query based on these small positive relevant documents is what
we focus in this paper.

For this end, we first extract candidate terms and then choose a number of
terms called initial representative keywords (IRKs) from those positive relevant
documents. Then, the final representative keywords are extracted by expanding
IRKs and reweighting them using term co-occurrence similarity.

2.1 Selection of Initial Representative Keywords

To some extent, initial representative keywords are the primary keywords re-
flecting preferences of the user who selects these small set of documents as his
interested ones. Therefore, it is very important to select IRKs efficiently that
finial representative keywords count on. Generally, it is very difficult to select
terms representing user information need or a set of documents faithfully. There-
fore, in this paper, we decide to take a simple approach to select IRKs because
we think that a simple one is enough to show the merit of our approach. The
further improvement must be achieved with a better selection method.

At the beginning, we selected a IRK if its weight is higher than a given thresh-
old. However, from the early experiments, we observed that the performance of
the approach heavily depended on the threshold value and the performance was
also not good especially in the case that some documents do not contain any
IRK. Therefore, we take another simple approach where terms are selected as
IRKs based on their weights with the constraint that each example document
should contain at least one or more IRKs. We select the word with highest weight
in each document if it is not listed in the IRKs before. For example, let us assume
a small set of documents in which a certain user interested consists of 6 doc-
uments: d1,d2,d3,d4,d5, and d6. Each document contains the following terms:
d1= {a,b,f}, d2={a,c,d}, d3={d,e,f}, d4={d,f},d5={b,c,e}, d6={e,f}. And the
weight of each word is as follows: (a, 0.9), (b, 0.8), (c, 0.7), (d, 0.6), (e, 0.5), (f,
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0.4). Since term a has the highest weight in d1, it will be put in the IRK list.
As for d2, term a is also the term with highest weight. However, it is already
in the IRK list, we do not need add it to the IRK list anymore. By doing such
selection, the final IRK list consists of {a, b,d,e} in this example.

2.2 Selection of Final Representative Keywords

The final representative keywords (FRKs) come from IRKs by expanding IRKs
and reweighting them. If 5 terms are required to represent a user’s preference
and the number of IRKs is 3. Then, 2 terms with highest weights except IRKs
are selected additionally. Once obtain the FRKs, we will reweight them by a
relevance feedback technique. One of the most popular method is Rocchio’s
method [9] due to its simple and effective. However, it has some drawbacks.
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Fig. 1. The Sample of IRKs

Let us consider such a case that the IRK consists of one term Q and D1, D2,
D3, D4, and D5 are positive feedback documents. To be simple, we assume that
the candidate terms A, B, C and D have same inverse document frequency (IDF)
with value 1. Their term frequencies (TF) are given, as shown in Figure 1. The
maximum TF of each document is 10. In Rocchio’s method [9], we can obtain
the following adjusted weights of the terms. (Since only the positive feedback
documents are given, we set α= 0, β=1, and γ=0 in our application.)

A = 1.0 + 0 +0.5 + 0 + 1.0 = 2.5, B = 0.3 + 0.4 + 0.3 + 0.5 +0. 4 = 1.9,
C = 0.1 + 0 + 0. 4 + 0.8 +0.5 = 1.8, D = 0.3 + 0.5 + 0.3 + 0.3 + 0.4 = 1.8

As shown above, the Rocchio’s method gives a higher weight to the candidate
term A because it occurs frequently in the relevant documents. The candidate
term B is less weighted than A because its sum of term frequencies is lower than
A’s. However, it would be reasonable that term B has the privilege because the
occurrence pattern of term B is more similar to the initial term Q than A.

In this paper, we propose a new variation that considers the co-occurrence
similarity between a candidate term and terms in the IRKs. For calculation of
the final weights of FRKs, first, their relevance degrees in every positive feedback
documents are calculated by
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RDik = 1− logp

√√√√√ n∑
j=1

(kfjk − tfik)2

n
+ 1 (1)

where, RDik is the relevance degree between IRKs and candidate term ti in
document dk; kfjk is the frequency of IRK j in document dk; tfik is the frequency
of candidate term ti in document dk; n is the number of IRKs, p is a control
parameter. In our experiments, p is set to 10. The RDik is treated as 0 if it has
negative value. In this equation, it gives the privilege to those terms which are
collocated with IRKs.

For example, let K be a set of IRKs consisting of term k1, k2 and k3 and their
frequencies in document d1 are 4, 3, and 1, respectively. Also, set the frequency
of candidate term t1 to be 2. Then, its relevance degree is calculated as follows:

RD11 = 1− log10

√
22 + 12 + (−1)2

3
+ 1 = 1− 0.238 = 0.762

As shown in the above equation, RDik is inversely proportional to the sum
of term frequency difference between initial representative term and candidate
term. Therefore, the higher is the value ofRD, the more similar the co-occurrence
is, that is, the equation reflects the co-occurrence similarity between the initial
representative terms and a candidate term appropriately. After calculating the
relevance degree of a candidate term, the weight of the term in the set of positive
feedback documents is determined by

wri =
n∑

k=1

(wik ×RDik) (2)

where, wri is the weight of term ti in the document set; wik is the weight of term
ti; n is the number of positive feedback documents. Equation 2 is derived from
the Rocchio’s method by considering the term relevance degree between initial
representative terms and a candidate term additionally.

Finally, the weight of FRK is calculated by

wi = wki + wri (3)

where, wki, is the initial weight of term ti, which is recalculated by

wki =
(

0.5 +
0.5× freqi

maxj freqj

)
× log

(
N

ni

)
(4)

where, freqi is the frequency of initial representative keyword ti; ni is the fre-
quency of documents in which ti appear; N is the total number of documents.

2.3 Calculation of Representative Keyword Weight

In Section 2.1, the IRK is selected based on the representative Keyword weight.
In Equation 2 in Section 2.2, wik is the weight of candidate representative
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keyword ti. Since those weights should reflect the importance or representa-
tive ability of those keywords in the positive feedback documents, several fac-
tors should be considered such as distributed term frequency(DTF), document
frequency(DF) within positive feedback documents and inverse document fre-
quency(IDF). Because these factors essentially have inexact and uncertain char-
acteristics, we combine them by fuzzy inference instead of a simple equation to
obtain the representative keyword weight.

The positive feedback documents are transformed into a set of candidate
terms through eliminating stopwords and stemming by Porter’s algorithm [1].
The DTF, DF, and IDF of each term are calculated based on this set and used
as inputs of fuzzy inference. The DTF (Distributed Term Frequency) reflects
the frequency and distributed status of a term in a set of positive feedback
documents, which is the ration of total occurrences of the term in a set of doc-
uments to the number of documents in the set containing the term. It needs to
be normalized for fuzzy inference by

NDTFi =
TFi

DFi

maxj

[
TFj

DFj

] (5)

where, TFi is the frequency of term ti in the example documents; DFi is the
number of documents having term ti in the documents.

The DF (Document Frequency) represents the frequency of documents having
a specific term within the positive feedback documents. Like DTF, DF also
provides one measure of how well that term describes the contents of document
set. The normalized document frequency, NDF, is defined in equation 6, where
DFi is the number of documents having term ti.

NDFi =
DFi

maxj DFj
(6)

The IDF (Inverse Document Frequency) represents the inverse document
frequency of a specific term over an entire document collection not positive
feedback documents. The motivation for usage of IDF factor is that terms which
appear in many documents are not very useful. The normalized inverse document
frequency, NIDF, is defined as

NIDFi =
IDFi

maxj IDFj
, IDFi = log

N

ni
(7)

where, N is the total number of documents and ni is the number of documents
in which term ti appears.

Figure 2 shows the membership functions of the input/output variables - 3
inputs (NDTF, NDF, NIDF) and 1 output (TW:Term Weight) - used in our
method. As you can see in Figure 2(a), NDTF variable has S(Small), L(Large)
and NDF and NIDF variables have S(Small), M(Middle), L(Large) as linguistic
labels (or terms). The fuzzy output variable, TW which represents the impor-
tance of a term, has six linguistic labels as shown in Figure 2(b).
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Fig. 3. Fuzzy inference rules

The 18 fuzzy rules are involved to infer the term weight. The rules are con-
structed based on the intuition that the important or representative terms may
occur across many positive example documents but not in general documents,
i.e., their NDF and NIDF are very high. As shown in Figure 3, the TW of a term
is Z in most cases regardless of its NDF and NDTF if its NIDF is S. Because
such term may occur frequently in any document and thus its NDF and NDTF
can be high. When NDF of a term is high and its NIDF is also high, the term is
considered as a representative keyword and then the output value is between X
and XX. The other rules are set similarly.

We can get the TW through the following procedure. However, the output is
in the form of fuzzy set and thus has to be converted to the crisp value. In this
paper, the center of gravity method(COG) is used to defuzzify the output [8].

1. Apply the NDTF, NDF, and NIDF fuzzy values to the antecedent portions
of 18 fuzzy rules.

2. Find the minimum value among the membership degrees of three input fuzzy
values.

3. Classify every 18-membership degree into 6 groups according to the fuzzy
output variable TW.

4. Calculate the maximum output value for each group and then generate 6
output values.



758 B.-M. Kim et al.

For instance, let us assume, there is one term, whose NIDF is 0.35, NDF is
0.2 and NDTF is 0.3. The degree of membership is determined by plugging the
selected input parameter(NIDF, NDF or NDTF) into the horizontal axis and
projecting vertically to the upper boundary of the membership function(s) in
Figure 2. Therefore the result is as follows.

NIDF=0.35 : S=0.00, M=0.57;
NDF=0.20 : S=0.43, M=0.14;
NDTF=0.30 : S=0.53, L=0.07.

Now referring back to the rules, only 8 rules out of 18 rules need to be
selected, which are marked in Figure 3. The effective rules are listed as follows.

1. If(NIDF=S,NDF=S,NDTF=S) then TW=Z
min{S=0.00,S=0.43,S=0.53}=0.00

2. If(NIDF=S,NDF=M,NDTF=S) then TW=Z
min{S=0.00,M=0.14,S=0.53}=0.00

3. If(NIDF=M,NDF=S,NDTF=S) then TW=Z
min{M=0.57,S=0.43,S=0.53}=0.43

4. If(NIDF=M,NDF=M,NDTF=S) then TW=M
min{M=0.57,M=0.14,S=0.53}=0.14

5. If(NIDF=S,NDF=S,NDTF=L) then TW=Z
min{S=0.00,S=0.43,L=0.07}=0.00

6. If(NIDF=S,NDF=M,NDTF=L) then TW=Z
min{S=0.00,M=0.14,L=0.07}=0.00

7. If(NIDF=M,NDF=S,NDTF=L) then TW=S
min{M=0.57,S=0.43,L=0.07}=0.07

8. If(NIDF=M,NDF=M,NDTF=L) then TW=L
min{M=0.57,M=0.14,L=0.07}=0.07

Then we calculate the maximum output value for each group and then gen-
erate 6 output values, as shown in Figure 4, which consists a fuzzy set of TW as
follows.

TW={Z=0.43,S=0.07,M=0.14,L=0.07,X=0,XX=0}

At last, the COG is used to defuzzify the output into one value.

TW = 0.43×0.1+0.07×0.2+0.14×0.4+0.07×0.7
0.1+0.2+0.4+0.7 = 0.116

0.07
0.14

0.07

0 0.2 0.4 0.6 0.8 1

Z S M XXXL

1

0.43

0.1 0.7

Fig. 4. Defuzzify the Outputs
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3 Experiments

We used Reuters-21578 data as our experimental document set. This collec-
tion has five different sets of contents related categories: EXCHANGES, ORGS,
PEOPLE, PLACES and TOPICS. Some of the category sets have up to 265
categories, but some of them have just 39 categories. We chose the TOPICS
category set which has 135 categories. We divided the documents according to
the ”ModeApte” split. There are 9603 training documents and 3299 test docu-
ments. Among the 135 categories, we chose 90 ones that have at least one training
example and one testing example. Then, we finally selected 21 categories that

Table 1. Performance of 21 categories in the REUTERS corpus and comparison with
two existing algorithms

No.ofFRKs Our Rocchio W.H

5 0.596 0.511 0.566
10 0.619 0.496 0.540
15 0.581 0.490 0.529
20 0.577 0.489 0.522
25 0.564 0.491 0.493
30 0.563 0.495 0.500
All 0.504 0.467 0.483

Table 2. The detail result when 10 terms are used for user preferences

Our Rocchio W.H

lumber 0.756 0.4444 0.6667
dmk 0.444 0.4444 0.4

sunseed 0.62 0.3333 0.3333
lei 1 0.8 1

soy-meal 0.6667 0.5143 0.5185
fuel 0.495 0.4615 0.4615
heat 0.75 0.75 0.75

soy-oil 0.404 0.2692 0.32
lead 0.5775 0.5 0.5

strategic-metal 0.166 0.1053 0.1408
hog 0.8 0.6 0.8

orange 0.9091 0.9091 0.8571
housing 0.5814 0.6667 0.5714

tin 0.98 0.7857 0.9231
rapeseed 0.645 0.5714 0.6154

wpi 0.5833 0.5882 0.5882
pet-chem 0.383 0.2727 0.2759

silver 0.4 0.4 0.5
zinc 0.923 0.6667 0.6842
retail 0.21 0.0548 0.0548

sorghum 0.70 0.2727 0.3871
Average 0.6188 0.4957(+24.8%) 0.5404(+14.5%)
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have from 10 to 30 training documents. The 3019 documents of those categories
are used as testing documents. The document frequency information from 7770
training documents in 90 categories is used to calculate IDF of terms.

Documents are ranked by the cosine similarity. F-measure which is a weighted
combination of recall and precision [1] is used as metric. A higher F-measure
means a greater accuracy.

Our method was compared to the Rocchio and Widrow-Hoff algorithms [9].
As we know, different number of FRKs has different representative power. In
order to find out the optimal number of FRKs, we carried out a series of exper-
iments by varying the number of FRKs from 5 to 30 with the step 5 and whole
terms. Table 1 shows the average result of the proposed method compared to
the two existing algorithms for 21 categories. The result shows that our method
is better than the others in all cases, especially when 10 FRKs are used. Please
note when 5 terms are used to represent user preferences, 19 categories among
21 categories are used because “strategic-metal” and “pet-chem” categories do
not satisfy the constraint in our method,that is, 5 terms are too few to cover all
training documents.

As shown in Table 2 which shows the detail result in the case that 10 FRKs
are applied, our proposed method shows a better performance than the other two
traditional algorithm -Rocchio and Widrow-Hoff with an average improvement
24.8 % and 14.5%, respectively.

4 Conclusion

In this paper, we described a method applying a fuzzy inference technique and a
term reweighting scheme based on the term co-occurrence similarity to extract
important keywords from a small set of positive feedback documents. Though
this paper only describes how to extract user preferences from a small document
set, the technique is applicable to several areas such as query modification in
IR, user profile modification in information filtering, text summarization and so
forth directly or with some modifications.

A series of experiments based on the Reuters-21578 collection shows that our
method outperforms two well-known feedback algorithms for linear text classi-
fiers -Rocchio and Widrow-Hoff with an average improvement 24.8 % and 14.5%,
respectively. However, our method is designed for a small set of documents.
Therefore, we could not expect to achieve the same performance improvement
as described in this paper when our method is applied to a large set of positive
feedback documents. However, such a problem will be alleviated if clustering
techniques are used together as in [3],[6],[7].
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Abstract. In this paper, we propose the effective similarity measures on which 
the similarity-based pattern retrieval is based. Both data sequences and query 
sequences are partitioned into segments, and the query processing is based upon 
the comparison of the features between data and query segments, instead of 
scanning all data elements of entire sequences. We conduct experiments on 
multidimensional data sequences that are generated by extracting features from 
video streams, and show the effectiveness of the proposed measures. 

1   Introduction 

An effective similarity measures is presented in this paper for the similarity-based 
pattern retrieval in multidimensional sequence databases. First, we define a safe dis-
tance measure that guarantees ‘no false dismissal,’ to prune irrelevant segments from 
a database, and then we design a semantic measure that considers the directional and 
geometric characteristics of a segment such as the moving direction of points and the 
volume or edge of the segment. The shape of a segment is hyper-rectangular since the 
current dominant indexing mechanisms such as the R-tree [3] and its variants [8, 2, 1] 
are based on the minimum-bounding rectangle (MBR) as their node shape, and we 
can exploit them without (or with slight) modification. Both data sequences and query 
sequences are partitioned into segments, and the query processing is based upon these 
segments, instead of scanning data elements of entire sequences. 

Various similarity search measures on sequential data have been proposed. To 
name a few, Rafiei et al. [7] proposed a set of safe linear transformations of a given 
sequence that can be used as the basis for similarity queries on time-series data. They 
formulated distance measures considering moving average, reversing, and time warp-
ing. These transformations are extended to the multiple transformations in [6], where 
an index is searched only once and a collection of transformations is simultaneously 
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applied to the index. Yi et al. [9] proposed the distance measure using the arbitrary Lp 
norms, and Keogh et al. [4] proposed two distance measures in the indexed space that 
exploit the high fidelity of their search method (APCA) for fast searching: a lower 
bounding and a non-lower bounding Euclidean distance approximation. However, 
these methods address the similarity search for one-dimensional time-series data, and 
thus do not handle multidimensional data sequences (MDS’s). In addition, their simi-
larity measures are mostly based on the Euclidean distance and do not consider the 
semantic aspects such as geometric and directional characteristics of sequences.  

Before we start the discussion on the similarity measures, we first describe the seg-
mentation technique [5] briefly, to make the paper self-contained. A hyper-
rectangular segment SEG with k points, Pj for j = 1, 2, …, k in the n-dimensional 
space, is represented by two endpoints, L(low point) and H(high point), of its major 
diagonal, and the number of points in the rectangle as follows: SEG = L, H, k , where 
L = {(L1, L2, …, Ln) | Li = min1≤j≤k (Pj

i)}, and H = {(H1, H2, …, Hn) | Hi = max1≤j≤k 

(Pj
i)} for i = 1, 2, …, n. Then, the volume Vol(SEG) and the edge Edge(SEG) of a 

segment SEG are computed as:  

.)..(2)(

. )..()(

1

1

1∏
≤≤

−

≤≤

−⋅=

−=

ni

iin

i

ni

i

LSEGHSEGSEGEdge

LSEGHSEGSEGVol
 

(1) 

(2) 

As quantitative measures to evaluate the segment characteristics, we use the vol-
ume per point (VPP) and the edge per point (EPP). Suppose MDS S is partitioned into 
p segments, SEG1, …, SEGp. Then, VPP and EPP of S are defined as follows: 
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2   Similarity Measures 

2.1   Distance-Based Similarity Measure 

The distance DS(S1, S2) between two sequences S1 and S2 of equal lengths, each of 
which has k points, is defined as the mean distance of the two, where the mean dis-
tance is defined as follows:  
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where d() is an Euclidean distance between two points and S[i] is an ith point of se-
quence S. Next, let us consider the distance DS(S1, S2) between two sequences S1 and 
S2 of different lengths, each of which has p and q points, respectively. Without loss of 
generality, we assume p ≤ q. Then, DS(S1, S2) is defined as the minimum mean dis-
tance of every pair, where the minimum mean distance is defined as follows:  
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where S[a:b] is a sub-sequence of S from point S[a] to S[b]. To measure the distance 
between two segments, we define the distance Dseg as the minimum Euclidean dis-
tance between two hyper-rectangles that bound all points in each segment, respec-
tively. Then the distance Dseg is shorter than the distance between any pair of points, 
one in a segment SEG1 and the other in a segment SEG2. That is:  

),(min),( 21
,

21
2211

PPdSEGSEGD
SEGPSEGP
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where P1 and P2 are the points that are contained in SEG1 and SEG2, respectively. 
Then we are able to derive the following property showing the lower bounding rela-
tionships with respect to Dseg and DS, where DS is the distance between two se-
quences, S1 and S2, that are contained in segments SEG1 and SEG2, respectively. The 
property is: The distance Dseg(SEGq, SEGt) between a query segment SEGq and a data 
segment SEGt in a database is the lower bound of the distance DS(Sq, St) between two 
sequences contained in those two segments, respectively. That is: Dseg(SEGq, SEGt) ≤ 
DS(Sq, St). We omit the proof of this property because of the space limitation. Using 
this property, we can use the distance Dseg(SEGq, SEGt) to prune irrelevant segments 
from a database without ‘false dismissals,’ since it provides the lower bound with 
respect to the distance DS(Sq, St) between two sequences of those segments. 

2.2   Semantic-Based Similarity Measure 

One problem with Dseg that guarantees ‘no false dismissal’ is that it may introduce too 
many ‘false hits’, influencing the retrieval efficiency. As the false hits increase, the 
efficiency degrades since those false segments should be evaluated in the post expen-
sive process. Another problem with the distance measure is that it does not capture 
enough semantic aspects of segments. To evaluate the similarity between two seg-
ments, we extract two features from a segment: directional and geometric. 

Directional feature: Given a segment SEG, the directional vector SEG.DV is defined 
by a vector from a start point Pstart to an end point Pend of SEG. Let S be a vector from 
the origin to Pstart, and E be a vector from the origin to Pend, respectively. Then the 
directional similarity simD of two segments, SEGq and SEGt, is defined in term of a 
cosine of two directional vectors of them, known as a cosine similarity. Let θ be the 
angle between two vectors, SEGq.DV and SEGt.DV. Then the simD is represented 
using the inner product of two vectors as follows:  
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Geometric feature: Consider two objects, oA and oB, whose characteristics are repre-
sented by two quantitative values, vA and vB respectively, with respect to a variable v. 
Let the domain of v be dom(v) and its upper and lower limits be max(dom(v)) and 
min(dom(v)), respectively. Then the similarity between oA and oB, simv(oA, oB), is 
represented to have the range from 0 to 1, as follows:  
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We represent the geometric similarity simG of two segments, SEGq and SEGt, in 
term of VPP and EPP. Let the upper and lower limit of VPP and EPP be: 
max(dom(VPP)), min(dom(VPP)), max(dom(EPP)), and min(dom(EPP)). Assuming 
that the values follow the Gaussian distribution, we are able to find the range easily in 
which approximately 99 percent of values fall. This range is found to be [μv−2.58σv 
≤v ≤ μv+2.58σv] since P[v ≤ μv+2.58σv] = 0.9951. Namely, we do not take the maxi-
mum and minimum value of v as max(dom(v)) and min(dom(v)). Instead, we take 
μv+2.58σv and μv−2.58σv since they can eliminate extraordinarily large or small val-
ues of v from the consideration. We compute the mean μVPP and the standard devia-
tion σVPP for VPP values, and μEPP and σEPP for EPP values. Using these values, 
max(dom(VPP)) and max(dom(EPP)) are computed as follows: max(dom(VPP))= 
μVPP+2.58⋅σVPP, min(dom(VPP))=μVPP−2.58⋅σVPP, max(dom(EPP))=μEPP+2.58⋅σVPP, 
and min(dom(EPP))=μEPP−2.58⋅σEPP. Thus, the similarity simVPP and simEPP of seg-
ments, SEGq and SEGt are computed as follows:  
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By combining these two similarity measures, we define the geometric similarity simG 

of two segments, SEGq and SEGt using the weights. 

Integrated similarity measure: Using a single attribute for the similarity search may 
lack sufficient discriminatory information. We therefore integrate two categories of 
similarity measures discussed above to promote the effectiveness of the retrieval. The 
integrated similarity measure simI between two segments, SEGq and SEGt, is defined 
on the basis of combining directional and geometric similarity measures.  

GD
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where wD and wG are the weights assigned to simD and simG, respectively. The default 
values for these weights are 1’s and users are allowed to choose the weights based on 
their application domain.  

Similarity retrieval mechanism: In usual similarity-based pattern retrieval for se-
quences, a sequence is given as a query input to find similar (sub-)sequences in a 
database. But, we restrict our retrieval mechanism to find similar segments with re-
spect to a query segment, since we focus on verifying the similarity measures in this 
paper. By utilizing the similarity measure we propose, our mechanism can be ex-
tended to support the similarity retrieval for sequences. Before a query is processed, 
we do some pre-processing that partitions an MDS into segments, extracts the features 
from each segment for the similarity comparison, and stores them into a database. As 
an input parameter to the algorithm, a query segment and a similarity threshold (ζ) is 
given. The similarity threshold is translated to an appropriate distance threshold (ε). 
Since our space is normalized to an n-dimensional cube, [0,1]n, it is not difficult to 
transform the ζ–value to the ε–value.  

Next, the filtering is done using Dseg. It first prunes irrelevant segments from a da-
tabase with no false dismissal as shown in Section 2.1. Even though Dseg guarantees 
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the correctness, too many false hits clearly degrade the retrieval efficiency since ir-
relevant segments should be evaluated in the subsequent expensive process. The re-
finement using simI, of course, does not guarantee the correctness, however it pro-
vides a fairly good precision rate while maintaining the reasonable recall, as we will 
show in the experiment in Section 3.  

3   Experimental Evaluation 

We conduct experiments on video streams that are captured from a collection of TV 
news, dramas, and documentary films. Multidimensional sequences are generated 
from video clips, by representing each frame of the clips by a point in the multidi-
mensional space. We use a 3-dimensional space, each dimension of which is R, G, 
and B, respectively, by averaging color values of pixels of a frame. The numbers of 
database segments and query segments are 8,972 and 50, respectively, and the simi-
larity thresholds are from 0.5 through 0.9. The system is implemented in Microsoft 
VC++ under Windows Server environment. To observe the effectiveness considering 
both the precision and recall together, we also include the evaluation by the product of 
the precision and recall (P*R).  

 

Fig. 1 illustrates the precision, recall, and P*R with respect to various similarity 
thresholds in case that we use the distance-based measure (Dseg) only. Meanwhile, 
Fig. 2 shows the precision, recall, and P*R for the distance-based (Dseg) and semantic 
(simI) measures both. As we can observe in Fig. 1, the recall is 1, since the measure 
Dseg guarantees ‘no false dismissal’. However, the precision is relatively low, showing 
0.20-0.58, and it decreases as the similarity threshold increases. The value, P*R, is of 
course the same as the precision since the recall is always 1. When we use both meas-
ures as shown in Fig. 2, the recall is not 1, since the measure simI allows ‘false dis-
missal’. The recall is 0.53-0.96. However, the precision is much better than that of the 
case using the distance-based measure only. It is 0.58-0.89. By sacrificing the recall a 
little bit, using simI with Dseg achieves the better precision, which will improve the 
retrieval efficiency. The comparison by using the value, P*R, also shows much im-

Fig. 1.  Precision/Recall for Dseg         Fig. 2.  Precision/Recall for Dseg and simI 
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provement, showing 0.48-0.61. Consequently, we can conclude that using both dis-
tance-based and semantic measures improves the overall performance compared to 
the case using the distance-based measure only, even though the former shows lower 
recall rate than the latter. 

4   Conclusion 

In this paper, we propose two effective similarity measures, the distance-based 
measure that is based on the distance between two segments in the multidimensional 
space and the semantic measure that captures the semantic aspects of segments such 
as geometric and directional properties. We have conducted experiments using the 
data that are extracted from real-world videos to evaluate our proposed measures with 
respect to the precision and recall. The recall is 0.53-0.96 and the precision is 0.58-
0.89, which is quite usable in real-world business environments. 
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Abstract. Cross-lingual text retrieval (CLTR) concerns the retrieval of 
documents across languages. To allow multilingual term matching, a 
multilingual thesaurus is needed. However, a multilingual thesaurus encoding  
exact translation equivalent is insufficient for effective CLTR since relevant 
documents are often indexed by cross-lingual related terms. In this paper, a 
novel approach for automatically constructing a multilingual thesaurus based on 
fuzzy set theory is proposed. By introducing a degree of relatedness between 
multilingual terms using the concept of membership degree, partial match of 
cross-lingual related terms is facilitated. Development of a fuzzy multilingual 
news retrieval system using the proposed approach is presented. 

1   Introduction 

Cross-lingual text retrieval (CLTR) refers to the selection of text in one language 
based on query in another [3]. Basically, it is a problem of vocabulary mismatch. To 
solve this problem, a multilingual thesaurus is generally used to suggest 
corresponding translation equivalents for expanding a query in order to accommodate 
the vocabulary difference between languages. However, a multilingual thesaurus 
encoding exact translation equivalents only is insufficient for CLTR. Language is 
culture bound. Translation equivalents do not always available in a foreign language 
while co-existing cross-lingual counterparts often varies slightly in meaning. Such 
intrinsic vagueness of meanings in natural languages implies that reliance on exact 
match of semantically equivalent terms across languages for CLTR is impractical. 
Potentially relevant documents are often indexed by semantically similar terms which 
are partially equivalent. To be effective, a multilingual thesaurus for CLTR should 
facilitate partial match against cross-lingual related terms. Otherwise, relevant 
documents indexed by semantically similar terms will be missed out. 

In this paper, a novel approach for automatically constructing a multilingual 
thesaurus based on fuzzy set theory is proposed. By introducing a degree of semantic 
relatedness between multilingual terms using the concept of membership degree, 
partial match of terms across languages is made possible. With the support of this 
fuzzy multilingual thesaurus, recall of CLTR can be reasonably improved as more 
relevant documents are retrieved. In what follows, Section 2 presents the theoretical 
background as well as the mathematical model for the construction of a fuzzy 
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multilingual thesaurus. In Section 3, application of the fuzzy multilingual thesaurus in 
CLTR is discussed. In Section 4, development of a prototype fuzzy multilingual news 
retrieval system using the proposed approach is presented. Finally, a conclusive 
remark is included in Section 5. 

2   Modeling a Fuzzy Multilingual Thesaurus 

A multilingual thesaurus can be considered as a semantic knowledge base consisting 
of sets of terms in multiple languages and a specification of their cross-lingual 
semantic relations. Application of fuzzy logic in constructing fuzzy thesaurus for 
monolingual information retrieval [1,2,4] has been widely discussed over the past 
three decades as a more realistic approach for semantic knowledge representation. By 
extending its application to a multilingual environment, it is believed that cross-
lingual semantic knowledge may also be effectively represented in a similar way. In 
this paper, a fuzzy multilingual thesaurus is constructed using a parallel corpus. By 
analyzing the corpus statistics of term occurrences, concepts relevant to a term’s 
meaning, together with their corresponding degrees of relevance, are extracted. 
Considering each term’s meaning as an integration of its constituent concepts, the 
lexical meaning of each term is then represented as a fuzzy set of concepts with 
relevance degrees of all its constituent concepts as membership values. Based on the 
similarity of meanings, a degree of cross-lingual semantic relatedness is computed. To 
get a fuzzy thesaurus that will allow partial matching, a fuzzy relation representing 
the semantic relation of cross-lingual-related-terms is established. Thereby, a fuzzy 
multilingual thesaurus relating terms across languages with their degrees of semantic 
relatedness, ranging from 0 to 1, is constructed. The mathematical model of the 
proposed fuzzy multilingual thesaurus is presented below: 

Given a parallel corpus D in two languages, LA and LB, we have: 

{ }kdD =  (1) 

where { },...z,kd 21∈  is a parallel document containing identical text in both LA and LB 

versions. 
Two sets of terms, A and B, are extracted from the parallel corpus D. 

{ }iaA =      where { },...x,ia 21∈  is a term of  LA (2) 

{ }jbB =       where { },...y,jb 21∈  is a term of LB (3) 

For the establishment of semantic relations, meaning of terms has to be 
determined.  In our approach, each document of the parallel corpus is viewed as a 
specific concept and each term contained in the document is considered constituting 
to the totality of the concept represented by the document as a whole. Accordingly, 
degree of relevance between a term and a concept is revealed by the term’s relative 
frequency within a document. Based on the statistics of relative frequencies, lexical 
meaning of every term is then represented as a fuzzy set of its constituent concepts 
with the degrees of relevance between term and concepts as membership values. 
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For Aai ∈ , its lexical meaning is represented by: 
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A fuzzy multilingual thesaurus FTAB involving two languages, LA and LB, modeling 
the semantic relation of cross-lingual-related-terms is expressed as a fuzzy relation 
FT(A,B) as follows: 
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 (9) 

is defined as the degree of cross-lingual semantic relatedness between two terms, ai 
and bj, based on the similarity of their meanings. If ( ) 1=jiFT b,aμ ,then ai and bj are 

translation equivalents of each other. 

3   Retrieving Documents Across Languages 

By its nature, CLTR is an inference from knowledge whose meaning is not sharply 
defined. Conventional approach such as classical logic which requires high standards 
of precision for exact reasoning is thus ineffective because of its inability to grip with 
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the fuzziness involved. On the other hand, fuzzy logic, through the use of 
approximate reasoning, allows the standards of precision to be adjusted to fit the 
imprecision of the information involved. Fuzzy reasoning is an inference procedure 
that uses fuzzy logic to deduce conclusion from a set of fuzzy IF-THEN rules by 
combining evidence through the compositional rule of inference [7,8]. Based on the 
mechanism of fuzzy reasoning, a CLTR system is represented by defining fuzzy IF-
THEN rules and converting them into corresponding fuzzy relations as follows: 

 Propositions  Fuzzy relations 
IF q  contains  t ∈LQ  NEED(q, LQ) 
AND t∈LQ is related to t’∈LD  FT(LQ, LD) 
AND t’∈LD is an index term of d∈D  IND(LD, D) 
THEN d∈D  is relevant to q  REL(q, D) 

Here, NEED(q, LQ) is a fuzzy query representation function relating a query q  and 
its query terms with weights representing the degree of importance of each query term 
with respect to that particular query written in LQ. 

FT(LQ, LD) is a fuzzy multilingual thesaurus as defined by equation (10). It relates 
pairs of potential index term and query term to a degree of cross-lingual relatedness 
based on their semantic “closeness”. 

IND(LD, D)is an indexing function relating a document d∈D and its index term to a 
degree of  “aboutness”. In other words, it can be considered as a fuzzy indexing 
function by which documents are described by index terms with term weights. 

Finally, REL(q, D) is fuzzy matching function which assigns to each document 
d∈D a degree of relevance, within the range of 0 and 1, with respect to a particular 
query q. 

Based on the compositional rule of inference, REL(q, D) is inferred by applying the 
composition operator to the fuzzy relations representing their premises as follows: 

INDFTNEEDREL =  (10) 

where 

)d,q(INDFTNEED)d,q(REL μμ =    

 ( ) ( ) ( )[ ]d,'t't,tt,qmax INDFTNEED
FT)'t,t(

μμμ ∧∧=
∈

 (11) 

is the membership function which gives the degree of membership of (q,d) in REL 
indicating the extent to which document d is relevant to query q. 

4   Developing a Fuzzy Multilingual News Search Engine 

To illustrate this approach for CLTR, an application to develop a multilingual news 
search engine is presented. In a prototype system, the fuzzy logic approach to CLTR 
is applied to develop a search engine for retrieving online news available in both 
English and Chinese. An overview of the system is depicted in Figure 1. 



772 R. Chau and C.-H. Yeh 

 

[ ]10,RSV ∈  

Fig. 1. Architecture of a Fuzzy Multilingual News Search Engine 

The multilingual news search engine is composed of three main modules, namely, 
the fuzzy query processing module, the fuzzy document indexing module, and the fuzzy 
document retrieval inference module. The fuzzy query processing module will 
perform the major task of fuzzy cross-lingual query expansion in the course of cross-
lingual news retrieval using the fuzzy multilingual thesaurus as the linguistic 
knowledge base. By accepting a user query in a source language, the fuzzy query 
processing module will translate the query to another language by expanding it with 
all its cross-lingual related terms according to the fuzzy multilingual thesaurus. To 
gather a collection of training documents for the generation of the fuzzy multilingual 
thesaurus, a set of past parallel online news in both English and Chinese are collected 
from the Web. To generate the fuzzy multilingual thesaurus FT(LQ, LD), a set of 
multilingual (both English and Chinese) terms are extracted from the training parallel 
documents using a bilingual wordlist and then the fuzzy multilingual thesaurus 
construction algorithm is applied. 

The fuzzy document indexing module incorporating the fuzzy document indexing 
function IND(LD, D) will generate a set of weighted index terms for every document in 
the multilingual news database. To determine the term weights, standard TF.IDF term 
weighting scheme [5] commonly used in information retrieval is employed. In our 
approach, query translation is already in place for the cross-lingual text retrieval. 
Therefore, document indexing only need to be done in a monolingual manner. 

Finally, the fuzzy document retrieval inference module with the built-in fuzzy 
matching function REL(q, D) performs the fuzzy matching between document and 
query taking the expanded query from the fuzzy query processing module and the 
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fuzzy document indexes from the fuzzy document indexing module as input. A 
retrieval status value (RSV) between 0 and 1 will be computed for every document 
and a ranked list of relevant documents in a target language will be returned to the 
user as an output. 

5   Conclusion 

A multilingual thesaurus specifying lexical relation between pairs of multilingual 
terms is an important source of semantic evidence for CLTR. However, to make a 
multilingual thesaurus work effectively for CLTR, the intrinsic vagueness of 
meaning in natural languages must be well addressed. Otherwise, closely related 
documents will be missed out. The fuzzy multilingual thesaurus proposed in this 
paper thus has applied the fuzzy set theory to introduce a degree of cross-lingual 
semantic relatedness into the lexical relations among multilingual terms. As a result, 
partial match between multilingual terms is made possible. Closely related 
documents containing no translation equivalents of the query terms but only 
semantically similar cross-lingual related terms will then be retrieved. Therefore, 
with the support of this fuzzy multilingual thesaurus, recall of CLTR will improve. 
Development of a fuzzy multilingual news search engine using this approach 
demonstrates its applicability in work. 
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Abstract. In this paper, we apply data mining techniques to construct intrusion 
detection patterns. We mine both system audit data and network traffic data for 
consistent and useful patterns of program and user behavior, and use an iterative 
low-frequency-finder mining algorithm to find the low frequency but important 
patterns. 

1   Introduction 

As the rapid development of computer networks especially the Internet, computer 
systems have become the target of attackers. So, we need to find best ways to protect 
our computer systems. Intrusion prevention techniques, such as user authentication, 
authorization, and access control etc. are not sufficient [4]. Intrusion Detection Sys-
tem (IDS) is therefore needed to protect computer systems. 

Currently many intrusion detection systems are constructed by manual and ad-hoc 
means. In [1] rule templates specifying the allowable attribute values are used to post-
process the discovered rules. In [2] boolean expressions over the attribute values are 
used as item constraints during rule discovery. In [3], a “belief-driven” framework is 
used to discover the unexpected (hence interesting) patterns. A drawback of all these 
approaches is that one has to know what rules/patterns are interesting or are already in 
the belief system. We cannot assume such strong prior knowledge on all audit data. 

We aim to develop a systematic framework to semi-automate the process of build-
ing intrusion detection systems. A basic premise is that when audit mechanisms are 
enabled to record system events, distinct evidence of legitimate and intrusive (user 
and program) activities will be manifested in the audit data. For example, from net-
work traffic audit data, connection failures are normally infrequent. However, certain 
types of intrusions will result in a large number of consecutive failures that may be 
easily detected. We there-fore take a data-centric point of view and consider intrusion 
detection as a data analysis task. Anomaly detection is about establishing the normal 
usage patterns from the audit data, whereas misuse detection is about encoding and 
matching intrusion patterns using the audit data. 

                                                           
* This work is supported by grants from 973, 863 and the National Natural Science Foundation 

of China (Grant No. #90104002 & #2003CB314800 & #2003AA142080 & #60203044) and 
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2   Low-Frequency-Finder Mining 

We attempt to utilize the schema level information about audit records to direct the 
pattern mining process. That is, although we  cannot know in advance what  patterns, 
which involve actual attribute values, are interesting, we often know what attributes 
are more important or useful given a data analysis task. 

It is often necessary to include the low frequency patterns. In daily network traffic, 
some services (for example, gopher), account for very low occurrences. Yet we still 
need to include their patterns into the network traffic profile (so that we have repre-
sentative patterns for each supported service). If we use a very low support value for 
the data mining algorithms, we will then get unnecessarily a very large number of 
patterns related to the high frequency services, for example, ftp. 

We use the following low-frequency-finder mining algorithm for finding frequent 
sequential patterns from audit data. 

Here, we call the essential attribute the Es-attribute when they are used as a form of 
item constraints in the association rules algorithm. During candidate generation, an 
item set must contain value(s) of the Es-attribute. We consider the correlations among 
non- essential attribute as not interesting 

The Low-Frequency-Finder Mining Algorithm 

Input: 
As;   /*  the initial threshold */ 
At;  /*  the terminating threshold */ 
X;  /* the Es-attribute */; 

Output: 
R; /* frequent episode rules */  

Begin 
R0 {}; 
Scan database to form B  { 1- item-sets that meet At }; 
A  As; 
while (A  At) do 

Calculate frequent episodes from B: each episode must contain at least one 
X that is not in R0; 

R0 R0 ; 
R R episode rules ; 
A A/2 ; /* a smaller support value for the next iteration */ 

end while 
end 

Here the idea is to first find the episodes related to high frequency Es-attribute val-
ues, for example  

(service = ftp; src bytes = 1000); 
(service = ftp; src bytes = 1000)  (service = ftp; dst bytes = 1500) 

We then iteratively lower the support threshold to find the episodes related to the 
low frequency Es-attribute values by restricting the participation of the “old” Es-
attribute values that already have output episodes. More specifically, when an episode 
is generated, it must contain at least one “new” (low frequency) Es-attribute value. 
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For example, in the second iteration, where ftp now is an old Es-attribute value, we 
get an episoopde rule 

(service = ftp; src bytes = 1000); 
(service = http; src bytes = 1000)  (service = ftp; src bytes = 1500) 

The algorithm terminates when a very low support value is reached. In practice, 
this can be the lowest frequency of all Es-attribute values. 

Note that for a high frequency Es-attribute value, we in effect omit its very low fre-
quency episodes (generated in the runs with low support values) because they are not 
as interesting (i.e., representative). In other words, at each iteration, we have 

1   contains at least one "new" Es-attribute value
( )

0 otherwiseA

if p
I p =  

We still include all the old Es-attribute values to form episodes along with the new 
Es-attribute values because it is important to capture the sequential context of the new 
Es-attribute values. For example, although used infrequently, auth normally co-occurs 
with other services such as ftp and login. It is therefore imperative to include these 
high frequency services into the episode rules about auth. 

Our approach here is different from the algorithms in [1] since we do not have and 
can not assume multiple concept levels, rather, we deal with multiple frequency levels 
of a single concept, e.g., the network service. 

3   Experiments 

Here we test our hypothesis that the merged rule set can indicate whether the audit 
data has covered sufficient variations of behavior. 

We obtained one month of TCP/IP network traffic data from CCERT_IDS. We 
segmented the data by day. And for data of each day, we again segmented the data 
into four partitions: morning, afternoon, evening and night. This partitioning scheme 
allows  us  to cross evaluate anomaly detection models of different time segments that  

 

Fig. 1. Misclassification rates of classifier trained on first 8 (left) and 10 (right) weekdays 
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have different traffic patterns. It is often the case that very little (sometimes no) intru-
sion data is available when building an anomaly detector. A common practice is to 
use audit data of legitimate activities that is known to have different behavior patterns 
for testing and evaluation. 

Figure 1 show the performance of these classifiers in detecting anomalies (different 
behavior) respectively. In each figure, we show the misclassification rate (percentage 
of misclassifications) on the test data. 

4   Conclusion 

In this paper we describe data mining techniques for building intrusion detection 
models. We demonstrated that association rules and frequent episodes from the audit 
data can be used to guide audit data gathering and feature selection, the critical steps 
in building effective classification models. We incorporated domain knowledge into 
the low-frequency-finder mining algorithm.  
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Abstract. Automatic term extraction (ATR) is an important problem in natural 
language processing. But most of extraction methods focus on the extraction of 
multiword units. Inevitably, many common words (or phrases) as terms are ex-
tracted at the same time. In this paper, we propose a hybrid method for auto-
matic extraction of term from domain-specific un-annotated Chinese documents 
by means of linguistics knowledge and statistical techniques, taking dual filter-
ing strategy and introducing a weight formula to filter term candidates. The re-
sults of the research indicate that our system is more efficient and precise than 
previous methods. 

1   Introduction 

Terms are known to be linguistic designation of defined concepts in a certain aca-
demic or technical domain. In Chinese, the majority of terms are compound words, 
which are complex in structure and not sufficient in the morpho-syntactic features. 

Zhang(2001) analyzed the difference of terms and common words. In brief, we 
think term has two distinct characteristics: domain relevance and domain universality. 

Domain relevance, i.e. domain speciality: Terms of certain domain cannot be used 
freely in other domains. That is to say, these terms seldom or never appear in other 
domains. However, two cases need to be taken into consideration. 

These terms are professional jargons. However, they are progressively accepted 
because they are widely used in different media, and enter into the common domain to 
become common words, such as “ (stock)”, “ (clone)” etc. 

These terms are professional jargons. However, they are professional in other do-
mains. So they appear in cross-domains and assume different meanings. They are 
polysemic terms. A good example is “ (front)”, which appears in game domain 
and military domain. 

Domain universality: Terms of certain domain are current  in their own domains. In 
other words, these terms appear in the major documents of domain instead of appear-
ing in few documents. 

Automatic term extraction (or Automatic term recognition, ATR) is an important 
problem in natural language processing. The goal is to extract domain specific terms 
from a corpus of a certain academic or technical domain. Applications of automatic 
term extraction include machine translation, automatic indexing, building lexical 
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knowledge bases or domain ontology, document clustering or classification, and in-
formation retrieval. 

Building the relation network of domain concepts is our ongoing research. This 
paper reports a part of our work. In this paper, we propose a novel, domain-
independent method for automatic extraction of term from domain-specific un-
annotated Chinese documents. The focus of the paper will be on dual filtering strategy 
for our system. Our methodology relies both on linguistic and on statistical knowl-
edge. We defined a weight formula for filtering term candidates with respect to the 
two characteristics of terms described above. The results of the research indicate that 
our system is more efficient and precise than previous methods. 

The rest of this paper is organized as follows. In Section 2, we review previous  
studies on term extraction. In Section 3, we give an overview of our term extraction 
system DSTES. Dual filtering strategies are discussed in Section 4. And Section 5 
presents the experimental results on financial corpus, followed by a conclusion and 
further work in Section 6. 

2   Previous Work 

In the past years, many papers on term extraction have been published. But most of 
them deal with foreign languages and only very few with Chinese. 

In general, three main approaches have been proposed for term extraction from 
texts: linguistics-oriented, statistics-oriented and hybrid approaches [1]. On the one 
hand, linguistic techniques rely on the assumption that terms present specific morpho-
syntactic structures or patterns (Bourigault, 1996). The basic strategy of these tech-
niques is to detect and extract the strings whose structure matches some given pat-
terns. Since these patterns are in most cases language-dependent, linguistic techniques 
demand specific language knowledge processing. 

On the other hand, statistical approaches take into account that terms have different 
statistical features from common words to identify them (for example, the high asso-
ciation grade of multiword constituents). Exactly, in order to estimate the term candi-
dates, we can use statistical models which analyze observed counts of linguistic in-
formation related to the candidates. Most of the statistical approaches focus on the 
extraction of multiword terms, mainly by means of calculating association measures 
(Chuck & Hanks, 1989; Smadja, 1993; Dias, 1999). 

Moreover, some authors adopt hybrid approaches, combining linguistic and statis-
tical techniques. Some of them apply syntactic filters after statistical processing, in 
order to extract the statistically significant word combinations that match some given 
morpho-syntactic patterns (Samdja, 1993). In other cases, statistical measures are 
calculated for a list of term candidates previously selected through linguistic tech-
niques (Justeson, 1993). 

In Chinese, only a few papers deal with the extraction of terms, especially domain 
specific terms. Zheng(2003) first used the statistic method to acquire the rules to 
combine the segmented characters which should be one word and the rules of seman-
tic distribution. And then she adopted the strategy of co-occurrence, pattern matching, 
central matching to build the special lexicon on agricultural plant diseases and insect 



780 X. Chen et al. 

 

pests. Chen(2003) introduced an automatic learning algorithm based on bootstrapping 
to acquire field words. But the precision of field words is only 42.8% on financial 
corpus. Liu(2003) used two improved traditional parameters: mutual information and 
log-likelihood ratio to extract Chinese terms. Though the precision of the method is 
75.4%, there no filtering measures being taken, as a result, many non-terms as terms 
(such as “ (pressman)”, ” (today)”, “ (someday)” ) are extracted at the 
same time. 

Emphatically, statistics-oriented methods are in the mainstream. But most of these 
methods focus on the extraction of multiword units. Although some of them are the 
reputed methods of terms extraction, there are no filtering measures being taken. 
Inevitably, many common words (or phrases) as terms are extracted at the same time. 
These words or phrases are also called “term” by error. 

Pure linguistics-oriented methods are difficult for Chinese because of some unique 
characteristics of Chinese terms, such as lack of syntactic information, heuristic 
information and no rules of word building. However, non-terms are of some rules of 
word building. So we have adopted a hybrid method by means of linguistics knowl-
edge and statistical techniques, taking dual filtering strategy and introducing a weight 
formula to filter term candidates. 

3   Overview of DSTES 

The architecture of our system - DSTES can be illustrated with Fig. 1, and each com-
ponent is to be explained as follows. 

 

Fig. 1. DSTES  architecture 

3.1   Preprocessing 

The primary function of this module is merging alone raw texts into one text contain-
ing document information, that is to say, distinguishing different paragraphs coming 
from different documents. This kind of documents is conveniently to be dealt with 
subsequent modules.  
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3.2   Bi-character Seed Extraction 

As illustrated with Fig.1, the preprocessed domain corpus is to be filtered (see Sect. 
4), and then to extract the bi-character seeds.  

The primary function of this module focuses on counting the frequency of words 
with single or double Chinese characters and then constructs the statistic database 
initially. Simultaneously, the corpus going through the first filtering is utilized to 
extract bi-character seeds conforming to statistic standard.     

Two statistic parameters are used in the calculating process: mutual-information 
(mi) and log-likelihood (logL). The abilities of extracting words (bi-character) that 
employ nine statistic models including mi and logL are compared by Luo(2003). They 
draw a conclusion that mi is the most powerful in extracting words and there is no 
well inter-complement among each statistic variables. 

Though mi scales the association degree of each component in a word, it has an 
obvious disadvantage that does not take the word frequency into account. Thus, even 
the low occurring frequency of xy in corpus, mi (x,y) is high yet if x and y have the 
low frequency also. So, it cannot deal with the low frequency and noise just depend-
ing on mutual information.  

Aiming at this problem, Patrick(2001) integrate another statistical variable having 
better ability in the case of low frequency, Log-likelihood(logL), and propose a new 
statistic model S(x,y). 

To words x and y,  

log ( , )      if mi(x, y) minMutInfo
( , )

0                     otherwise

L x y
S x y

≥
=                        (3-1) 

This new method is employed in our system. 
In terms of xy in statistical database (DB), if the following conditions are satisfied, 

then the xy will be stored in the bi-character seed list (SeedList). 

                   
minLogLS(x,y)

minCountC(x,y)

>
>                                                               (3-2) 

Where, minCount minLogL are defined thresholds and ),( yxC is the frequency of 

xy in corpus. 

3.3   Bi-character Seed Extension 

By the operation of bi-character seed extraction, we acquired the bi-character seeds 
list (SeedList) from the processed corpus. The function of this module is expanding 
the statistical database DB further to provide gist for subsequent decision. To every 
seed xy in the seed list, it is to be expanded recursively until K+2-character words or 
meeting filtering symbols and to acquire multi-character term candidates.  

By the processing of bi-character expanded, we acquire the multi-character term 
candidates list TermCanList. But there exit many non-terms in this list and they will 
greatly affect the whole performance of the system if they cannot be removed. 
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4   Dual Filtering Strategy 

In order to improve the efficiency of system and the accuracy of term extraction, we 
integrate linguistic knowledge and statistical techniques. We respectively add filtering 
module before and after statistical calculation. Compared with previous method, our 
system has greatly improved performance.  

4.1   First Filtering 

Our knowledge base used in the first filtering is composed of two parts: filtering 
words list and pattern base.  

The filtering words list can also be divided into two parts: symbol and vocabulary. 
Symbols in our work include punctuation and all kinds of special symbols. The con-
struction of words in filtering words list is complex. All words in Chinese contain 
content words and function words. Content words are open and function words are 
closed. Functional words in Chinese are grammatical, some of which express the 
logical concepts and assume spurious meanings. Most of them cannot constitute the 
terms so they are listed into the filtering vocabulary. When listing words, we are pru-
dent to pay attention to exceptions too. At the same time, we list some content words 
which cannot constitute terms, such as pronouns “ (we)”, ” ( these)” and 
temporal words “ (today)”, “ (now)” etc. 

Besides the filtering word list, considering the unique characteristics of Chinese 
terms we also design some patterns for filtering, such as temporal pattern and quanti-
fier pattern and so on. For example, temporal pattern, 

** TimeWordNumWord +  

Here,  =Num {“0”,” (three)”, ” (half)”, etc}, which indicates the quantity.  

=Time {“ (year)”, ” (month)”, ” (day)”}, which indicates time. 

Word  is any word with single character. 
The primary function of this module is replacing the character strings which match 

the filtering words list or pattern base in preprocessed corpus with the filtering sym-
bols self-defined by system and the output is the document tagged with these filtering 
symbols.  

After processing of the first filtering, the original document are divided into char-
acter string parts with filtering symbols and the filtered symbol will not be calculated 
in counting, extracting and expanding. They are only regarded as the halt conditions, 
which greatly improved the efficiency of system. The results show that the perform-
ing time is shortened to half. 

4.2   Second Filtering 

As mentioned above, the multi-character term candidates list-TermCanList contains a 
lot of non-terms that appear frequently also, such as “ (journalist)”,” (State 
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Department)”, etc. So it needs the second filtering to improve the accuracy of extract-
ing terms. The concrete function of this module can be illustrated as Fig 2.�

In this module, we also conform to the rule of matching pattern firstly in order 
to remove those non-terms with obvious characteristics.  

In Section 1, we mention that terms have two obvious characteristics compared to 
common words, i.e. domain relevance and domain universality. How to scale these 
two characteristics is the key in term filtering. 

We consider the domain relevance firstly. Through experiments, we find that there 
also exit many non-terms appearing frequently in extracted candidates list, such as “

(journalist)” and “ (science and technology)”. So it cannot scale the rele-
vance between a term and certain domain just depending on word frequency alone. As 
proposed in [10], the relevance between a term candidate and certain domain can be 
analyzed by comparing different domain corpus. 

Fig. 2. Illustration of the second filtering module 

We have the following equations: 

,

1

( | )

( | )

k
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j
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P t D
Tr

P t D
=

=                                           (4-1) 
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E P t D

f
∈

=                                      (4-2)�

,i kTr  represents the relevance between i-th candidate and the certain domain kD , 

( | )kP t D  the probability of term candidate t appearing in the domain, and  

( | )jP t D  the probability of t appearing in all kinds of corpus (contrastive and do-

main corpus). N is the total number of documents and ktf ,  is the appearing frequency 

of t in domain kD . 

Input: term candidate list -TermCanList, DB, Corpus_f, contrastive corpus ParaCorpus 
and pattern base PDB 
Output: terms list TermList 
Step 1: remove all candidates satisfying conditions from TermCanList according to 
matching pattern. 
Step 2: calculate the weight of every candidate by the following equation. 

i i iw Tr Tcα β= +  

If iw countThresh< , then remove it from TermCanList 

Step 3: copy the left terms in TermCanList to TermList, which are to be output as final 
result 
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Then we see the domain universality. This characteristic of terms indicates that 
terms should have its “currency ” in its domain. When reflected in domain, it requires 
that the terms should distribute evenly in domain rather than located in few docu-
ments. m-degree frequency [12] adequately considers the effect of distribution and 
integrates the appearing frequency of words and their distribution. So we use it to 
scale the universality of term candidate in certain domain. 

          1
,

1

n
mm

i i j
j

Tc f n −

=

=          ( 1)m ≥                                 (4-3)

iTc  represents the universality of the i–th term candidate in certain domain, ,i jf  
the appearing frequency of the i-th term candidate in document j, and n is the number 
of domain corpus.�

Experiments show that the higher the degree is, the more the distribution affects 

iTc . In other words, when the distribution is changed, the bigger m is, the faster iTc  
shrinks. The value of m can be set by need. If the corpus is large, then the distribution 
affect more and we can use the high degree frequency. If there is no special need, the 
value of m is usually set by 2. 

Through the reduplicate experiments, we use the linear combination of (4-1) and 
(4-3) to decide whether the term candidate i-th should be removed. 

        i i iw Tr Tcα β= +     , (0,1)α β ∈                                     (4-4) 

 and  are two thresholds obtained by experiments. The experiment shows that accu-
racy of terms extracting by calculating every candidate according to (4-4) has been 
greatly improved when compared with the previous system. 

5   Experiment  

The test corpus for this system comes from financial, football and transportation do-
mains. The result of the experiment was based on the corpus of financial domain. The 
financial corpus comes mainly from the news of financial webs, such as Sohu finan-
cial, Sina financial, and Chinese financial. From the corpus, we selected randomly 
1756 financial articles (including 2, 154, 497 Chinese characters) for a test.  

As mentioned before, many words are MWU in the final test including “
(someday)” ” (Shanghai)”  and so on. Although they are content phrases, they 
are not terms. In the previous systems, the distinction has not made between terms and 
MWU when counting precision and recall, since any content word will be regarded as 
the right result although the word extracted is in fact a MWU instead of a term.  

Therefore, we will give two types of precision in the introduction of the results of 
our system. One is PM for MWU for the contrast with the performance of other sys-
tems. The other is PT for terms.  

                     (*))( CMCPM =                                                         (5-1) 

                      ( ) ( )CPT C T C T=                                                             (5-2) 
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)(MC , ( )CC T , )(TC , (*)C  are the number of extracted MWU, candidate terms, 

terms and total words extracted.  
In the process of the test, the system has extracted 6753 term candidates including 

5785 MWUs and 971 nonwords. In MWU, 878 words or phrases are the proper 
names of companies, persons and places. Therefore, PM=85.64%, a great progress 
compared to the average percentage 74.5% of the literature [7]. 

After filtering, we output 2305 financial terms from 6753 term candidates. Among 
2305, 1381 words or phrases are real financial terms. That is to say, PT=59.91%. It is 
a much progress compared to 42.8% of the literature [3].  

6   Conclusion and Further Work 

We adopted dual filtering strategy for Chinese term extraction by means of linguistic 
knowledge and statistical techniques. Furthermore, we designed some patterns of non-
terms for filtering considering the unique characters of Chinese terms. Compared with 
previous method, our system has greatly improved performance. The results show that 
the performing time is shortened to half and the precision of term extraction takes a 
much progress. 

However, as mentioned before, many non-terms are extracted by the statistic ap-
proach because only the frequency of co-occurrence of word clusters is taken into 
consideration. Although we have adopted the dual filtering strategy in our system to 
improve the performance, it cannot separate the terms and non-terms completely.  

Therefore, our latest research aims at the inquiry into the intensional and concep-
tual motivations for compound structure such as terms as the necessary condition for 
the identification. A wide application will lie in the conceptual alignment of multi-
lingual (to be published). 
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Abstract. An automatic segmentation technique for microscopic bone marrow 
white blood cell images is proposed in this paper.  The segmentation technique 
segments each cell image into three regions, i.e., nucleus, cytoplasm, and back-
ground.  We evaluate the segmentation performance of the proposed technique 
by comparing its results with the cell images manually segmented by an expert.  
The probability of error in image segmentation is utilized as an evaluation 
measure in the comparison.  From the experiments, we achieve good segmenta-
tion performances in the entire cell and nucleus segmentation.  The six-class 
cell classification problem is also investigated by using the automatic seg-
mented images.  We extract four features from the segmented images including 
the cell area, the peak location of pattern spectrum, the first and second granu-
lometric moments of nucleus.  Even though the boundaries between cell classes 
are not well-defined and there are classification variations among experts, we 
achieve a promising classification performance using neural networks with five-
fold cross validation. 

1   Introduction 

The differential counts, the counts of different types of white blood cells, provide 
invaluable information to doctors in diagnosis of several diseases.  The traditional 
method for an expert to achieve the differential counting is very tedious and time-
consuming.  Therefore, an automatic differential counting system is preferred.  White 
blood cells are classified according to their maturation stages.  Even though, the matu-
ration is a continuous variable, white blood cells are classified into discrete classes.  
Because the boundaries between classes are not well-defined, there are variations of 
counts among different experts or within an expert himself.  In the myelocytic series 
(or granulocytic series), they can be classified into six classes, i.e., myeloblast, pro-
myelocyte, myelocyte, metamyelocyte, band, and polymorphonuclear (PMN) ordered 
from the youngest to the oldest cells [1–2].  Samples of all six classes of white blood 
cells in the myelocytic series are shown in Figure 1.  As we can see from the figure, 
many characteristics of cells change during their maturation. 

Most of the previous proposed methods followed the traditional manual procedures 
performed by an expert, i.e., locating a cell, extracting its features, classifying the  
cell, and then updating the count [3–8].  It should be noted that most of them were 
applied  to  peripheral  blood  only. The differential counting problem in bone marrow  
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 (a) (b) (c)  (d) (e) (f) 

Fig. 1. Examples of cells in the myelocytic or granulocytic series: (a) Myeloblast, (b) Promye-
locyte, (c) Myelocyte, (d) Metamyelocyte, (e) Band, and (f) PMN. 

is much more difficult due to the high density of cells.  Moreover, the immature white 
blood cells are normally seen only in the bone marrow [2].  There are many types of 
bone marrow white blood cells that may not be found in the blood.  Therefore, the 
differential counts in peripheral blood may not be enough for doctors to diagnose 
some certain diseases.  Our previous works were all applied to the problem in bone 
marrow, but were based on an assumption that the manually-segmented images were 
available [9–13]. 

To be more specific, we developed the mixing theories of the mathematical mor-
phology and applied them to the bone marrow white blood cell differential counting 
problem [9–10].  We also developed a new training algorithm for neural networks in 
order to count numbers of different cell classes, without classification [11,12].  There 
are several other researches on cell segmentation in literature.  Some examples of 
common techniques used in cell segmentation are thresholding [14,15], cell modeling 
[15–17], filtering and mathematical morphology [18], watershed clustering [6,17], 
fuzzy sets [19], etc.  It should be noted that only the segmentation techniques per-
formed in [5], [6], and [19] are applied to bone marrow.  The other mentioned seg-
mentation techniques are applied to peripheral blood.  It should also be noted that 
most of the researches are emphasized on either segmentation or classification only.  
There are just a few of them that perform on both segmentation and classification. 

In this paper, we propose a technique to segment nucleus and cytoplasm of bone 
marrow white blood cells.  We generate patches in cell images by applying the fuzzy 
C-means (FCM) algorithm to overly segment cells.  The patches in each overseg-
mented image are then combined to form three segments, i.e., nucleus, cytoplasm, and 
background.  The segmentation errors are evaluated by comparing the automatic seg-
mented images to the corresponding images segmented by an expert using the prob-
ability of error in image segmentation.  We also apply the outputs of the automatic 
segmentation technique to the cell classification problem using neural networks with 
the five-fold cross validation.  Four features are extracted from each automatic seg-
mented image based on the area of cell, and shape and size of its nucleus. 

This paper is organized as follows.  The fuzzy C-means clustering, morphological 
operations, and morphological granulometries are briefly introduced in the next sec-
tion.  The bone marrow white blood cell data set is described in section 3.  Section 4 
shows the explanation of the proposed segmentation technique and feature extraction.  
The experimental results are shown and discussed in section 5.  The conclusion is 
drawn in the final section. 
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2   Methodology 

In this research, we apply the fuzzy C-means (FCM) algorithm and the mathematical 
morphology to segment white blood cells.  The FCM algorithm is applied to overly 
segment each cell image to form patches.  Cell and nucleus smoothing and small 
patch removal are done by using the binary morphological operations.  Morphological 
granulometies are also applied to extract shape and size of an object. 

2.1   Fuzzy C-Means Algorithm 

Fuzzy C-means clustering method is a well-known fuzzy clustering technique.  It is 
widely available in literature [e.g., 20,21].  We will briefly introduce it here.  Con-
sider a set of data X = {x1, x2, …, xn}, where xk is a vector.  The goal is to partition 
the data into c clusters.  Assuming that we have a fuzzy pseudopartition P = {A1, A2, 
…, Ac}, where Ai contains membership grades of all xk to cluster i.  The centers of the 
c clusters can be calculated by 
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where m > 1 is a real number that controls the effect of membership grade.  The per-
formance index of a fuzzy pseudopartition P is defined by 
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where •  is some inner product-induced norm.  The clustering goal is to find a fuzzy 

pseudopartition P that minimizes the performance index Jm(P).  The solution to this 
optimization problem was given by Bezdek in [21] and is now widely available in 
several textbooks. 

2.2   Mathematical Morphology 

Mathematical morphology was first introduced by Matheron in the context of random 
sets [22,23].  Morphological methods are used in many ways in image processing, for 
example, enhancement, segmentation, restoration, edge detection, texture analysis, 
shape analysis, etc. [24,25].  Morphological operations are nonlinear, translation in-
variant transformations.  Because we consider only binary images in this research, we 
only describe binary morphological operations.  The basic morphological operations 
involving an image S and a structuring element E are 

erosion: S  E = ∩ {S – e: e ∈ E}, (3) 

dilation: S ⊕ E = ∪ {E + s: s ∈ S}, (4) 
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where ∩ and ∪ denote the set intersection and union, respectively.  A + x denotes the 
translation of a set A by a point x.  The closing and opening operations, derived from 
the erosion and dilation, are defined by 

closing: S  E = (S ⊕ (–E))  (–E), (5) 

opening: S  E = (S  E) ⊕ E, (6) 

where –E = {–e: e ∈ E} denotes the 180° rotation of E about the origin. 
We successively apply the opening operation to an image and increase the size of 

structuring element in order to diminish the image.  Let Ω(t) be area of S  tE where t 
is a real number and Ω(0) is area of S.  Ω(t) is called a size distribution.  The normal-
ized size distribution Φ(t) = 1 – Ω(t)/Ω(0), and dΦ(t)/dt are called granulometric size 
distribution or pattern spectrum of S.  The moments of the pattern spectrum are called 
granulometric moments. 

3   White Blood Cell Data Set 

In the experiments we use grayscale bone marrow images collected at the University 
of Missouri Ellis-Fischel Cancer Center.  Each white blood cell image was cropped 
manually to form a single-cell image.  Then, each single-cell image was segmented 
manually into nucleus, cytoplasm, and background regions.  The images were classi-
fied by Dr. C. William Caldwell, Professor of Pathology and Director of the Pathol-
ogy Labs at the Ellis-Fischel Cancer Center.  The data set consists of six classes of 
white blood cells – myeloblast, promyelocyte, myelocyte, metamyelocyte, band, and 
PMN – from the myelocytic series.  After eliminating the images that do not contain 
the entire cells, we end up with 20, 9, 116, 31, 38, and 162 manually-segmented im-
ages for all six cell classes, respectively.  Each manually-segmented image is com-
posed of three regions – nucleus, cytoplasm, and background – with gray levels of 0, 
176, and 255, respectively.  The manually-segmented images corresponding to the 
cells shown in Figure 1 are shown in Figure 2. 

 
 (a) (b) (c) (d) (e) (f) 

 Fig. 2. Corresponding manually-segmented images of cells shown in Figure 1: (a) Myeloblast, 
(b) Promyelocyte, (c) Myelocyte, (d) Metamyelocyte, (e) Band, and (f) PMN. 

4   Proposed Techniques 

We propose a white blood cell segmentation technique that segments an image into 
three regions, i.e., nucleus, cytoplasm, and background.  In this research, everything 
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in an image except the cell of interest is considered background.  We also introduce 
the features extracted from each segmented cell image. 

4.1   White Blood Cell Segmentation Technique 

In this research we apply a 15×15 median filter to each cell image to ease the problem 
of intensity inconsistency in each region of a cell.  This is a big problem, particularly 
in this data set, because the images are grayscale.  The filtered images are then overly 
segmented using the FCM clustering.  We heuristically set the parameter m to 2 and 
the number of clusters c to 10.  Each patch is formed by connected pixels that belong 
to the same cluster.  After overly segmentation, the patches in the oversegmented 
images are combined to form images with three segments – nucleus, cytoplasm, and 
background.  The patch combining is achieved by considering the FCM centers.  If 
the center of the patch is less than 60% of the mean of all centers (dark), then the 
patch is labeled as nucleus.  If the center of the patch is less than 150% of the mean of 
FCM centers but greater than 60% of that (somewhat dark), then the patch is labeled 
as cytoplasm.  Otherwise (bright), it is labeled as background.  It should be noted that 
the list of the FCM centers is dynamic.  If a patch is considered nucleus or cytoplasm 
but it touches the image border, then it will be labeled as background (this patch be-
longs to another cell) and the corresponding FCM center will be discarded from the 
list.  This helps in the segmentation in which the cell of interest is brighter than the 
surrounding cells.  The morphological operations, i.e., opening following by closing, 
both with a disk structuring element with the diameter of five pixels, are applied in 
the final step to remove the small patches and smooth the edges.  The algorithm of the 
proposed technique is summarized as follows: 

Apply median filter to input image 
Apply FCM algorithm to the filtered image 
Sort FCM centers in ascending order 
For each patch corresponding to sorted FCM centers (from dark to bright) 
 If (FCM center of patch) < (60% of mean of centers), then label patch as nucleus 
 If (60% of mean of centers) < (FCM center of patch) < (150% of mean of cen-

ters), then label patch as cytoplasm 
 If patch is labeled as nucleus or cytoplasm but it touches image border, then la-

bel patch as background and discard the FCM center from the list 
End (For each patch) 
Apply opening following by closing to nucleus region 
Apply opening following by closing to cytoplasm region 
Combine nucleus and cytoplasm regions 

4.2   Features of Segmented Cell Images 

After segmenting each cell image, four features are extracted from each segmented 
image to form a feature vector for a classifier.  As we know that the cell size becomes 
smaller and the size and shape of its nucleus changes when it becomes more mature, 
we extract the features accordingly.  One feature is extracted from the entire cell seg-
mentation, i.e., entire cell area.  Three remaining features are extracted from the pat-
tern spectrum of the nucleus of each cell, i.e., pattern spectrum peak location, first 
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granulometric moment, and second granulometric moment.  These last three features 
possess the size and shape information of the cell’s nucleus.  In the experiments, we 
use a small disk with the diameter of four pixels as the structuring element. 

5   Experimental Results 

Figure 3 shows examples of the outputs at each stage of our proposed cell segmenta-
tion technique.  The original grayscale image, the corresponding oversegmented, and 
final automatic segmented images are depicted in Figure 3(a)-(c), respectively.  We 
also show examples of automatic segmentation results along with original grayscale 
and expert’s manually-segmented images of all cell classes in Figure 4.  By visualiza-
tion, we achieve good overall segmentation results.  In some cases, our results differ 
from the expert’s manually-segmented images but they are acceptable.  For example, 
the output of the promyelocyte shown in Figure 4, it is hard to define the real bound-
ary of the nucleus.  To numerically evaluate the segmentation technique, we use the 
probability of error (PE) in image segmentation defined as  

PE = P(O)P(B⏐O) + P(B)P(O⏐B), (7) 

where P(O) and P(B) are a priori probabilities of objects and background in images, 
P(B⏐O) is the probability of error in classifying objects as background, and P(O⏐B) is 
the probability of error in classifying background as objects [26],[27].  This is basi-
cally the degree of disagreement between the algorithm and an expert.  In the experi-
ment, we compute the PE in segmentation of each segmented image compared to the 
corresponding expert’s manually-segmented image.  We consider two objects of in-
terest, i.e., nucleus and entire cell (nucleus+cytoplasm.)  The overall segmentation 
error is calculated by averaging those of all 376 cell images.  From the experiment, 
we achieve the overall PE in  segmentation of 9.62% and 8.82% for nucleus and cell. 
segmentation, respectively.  To evaluate the segmentation performance in each cell 
class, we calculate the class-wise PE in segmentation by averaging the errors in each 
class.  The segmentation error for nucleus and entire cell segmentation in each class 
are shown in Tables 1 and 2, respectively. 

      

 (a) (b) (c) 

Fig. 3. Examples of (a) grayscale image of a myelocyte, (b) corresponding oversegmented 
images, and (c) corresponding algorithm’s segmented images  
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 Grayscale 
image 

Expert’s manually-
segmented image 

Algorithm’s segmented 
image 

Myeloblast 

   

Promylocyte 

   

Myelocyte 

   

Meta-
myelocyte 

   

Band 

   

PMN 

   

Fig. 4. Examples of grayscale, corresponding manually-segmented, and automatic segmented 
images of six classes of bone marrow white blood cells 

Table 1. Class-wise probability of error in nucleus segmentation (%) 

Cell 
class 

Myeloblast Promyelo-
cyte 

Myelocyte Metamyelocyte Band PMN 

PE 10.01 16.75 13.89 9.26 7.60 6.69 

Table 2. Class-wise probability of error in entire cell segmentation (%) 

Cell 
class 

Myeloblast Promyelo-
cyte 

Myelocyte Metamye-
locyte 

Band PMN 

PE 6.88 8.77 8.38 8.90 9.15 9.29 



794 N. Theera-Umpon 

From Table 1, the PE in nucleus segmentation is smaller for a more mature class.  
This is because the nucleus boundary of a more mature cell is better defined than that 
of a younger cell.  The intensity contrast between nucleus and cytoplasm is higher 
when a cell becomes more mature.  The PE in the entire cell segmentation are similar 
among all six classes.  However, the overall PE in the entire cell segmentation is 
smaller than that in the nucleus segmentation.  This is because we try to discriminate 
the entire cells from the background.  The similarity between a cell region and back-
ground is less than that between nucleus and cytoplasm.  It should be noted that, in 
this case, background means everything except the cell of interest.  Hence, parts of 
other cells and red cells can also cause the nucleus and entire cell segmentation errors. 

The good segmentation performance is not yet our final goal.  We further apply the 
automatic segmentation results to the automatic cell classification.  To justify the use 
of the derived automatic segmented images, we classify the cells using one of the 
most popular classifiers, i.e., neural networks.  The neural networks used in the ex-
periments consist of one hidden layers with ten hidden neurons.   Because the cell 
data set is not divided into the training and test set, we perform the five-fold cross 
validation.  We calculate the pattern spectrum of the nucleus of each segmented im-
age.  Four features, i.e., cell area, pattern spectrum’s peak location, first and second 
granulometric moments, as described in section 4.2, are extracted.  The classification 
rates achieved by using the automatic segmented images are 70.74% and 65.69% on 
the training and test sets, respectively.  While the classification rates achieved by 
using the manually-segmented images are 71.81% and 69.68% on the training and test 
sets, respectively.  We can see that the classification rates achieved by using the 
automatic segmented images are close to that achieved by using the images seg-
mented manually by the expert.  These results show the promising classification per-
formance based on the results of the automatic cell segmentation. 

6   Conclusion 

We develop an automatic segmentation technique for microscopic bone marrow white 
blood cell images which is an important step in an automatic white blood cell differ-
ential counting.  Each cell image is segmented into three regions, i.e., nucleus, cyto-
plasm, and background.  The proposed segmentation technique is evaluated by com-
paring the results with the manually segmented images performed by an expert using 
the probability of error (PE) in image segmentation.  We consider the entire cell and 
its nucleus as the objects of interest.  From the experiments, we achieve good segmen-
tation performances of less than 10% PE in the entire cell and nucleus segmentation.  
We further investigate the application of the automatic segmented images to the clas-
sification problem.  Neural networks are chosen to be our classifier with four features 
extracted from the segmented images including the cell area, the peak location of 
pattern spectrum, the first and second granulometric moments of nucleus.  The prom-
ising performance is achieved for this six-class classification problem with highly 
overlapping of cell from the adjacent classes because the boundaries are weak de-
fined.  One possible improvement is the acquisition of color microscopic images 
which will ease the segmentation problem very much, and, therefore, ease the classi-
fication problem. 
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Abstract. Data integration system usually runs on unpredictable and volatile 
environments. Query cost model should be update with the changes of the 
environment. In this paper, we tackle this problem by evolving the cost model 
so that it can adapt to the environment change and keep up-to-date. Firstly, the 
factors causing the system environment to change are analyzed and different 
methods are proposed to deal with these changes. Then an architecture for 
evolving a cost model in dynamic environment is proposed. Our experimental 
results show the architecture of evolving a cost model in dynamic environment 
can well capture changes of environment and keep cost models up-to-date. 

1   Introduction 

The key challenges arise in the query optimization in a data integration system due to 
the dynamics and unpredictability of the workloads of both the network and the 
autonomy of remote data sources. Therefore, some methods of deriving cost models 
for autonomous data sources at a global level are extremely important in order to 
process queries accurately [6]. The methods discussed in [1, 3, 8] assume that the 
system environment does not change significantly over time. In [11], the effects of the 
workload of a server on the cost of a query are investigated and a method to decide 
the contention states of a server is developed. In [4, 10], the importance of coping 
with the dynamic network environment is addressed but not to consider the 
complexity of queries. In [7], we combined two factors (network congestion situation, 
server contention states) together as system contention states and construct a set of 
cost formulae by using a multiple regression model [2]. The rest of paper is organized 
as follows. Section 2 analyses the factors that can affect the environment. Three 
approaches to evolving query cost model are presented in section 3. In section 4, the 
architecture of evolving a cost model in a dynamic data integration system 
environment is shown. The experimental results are presented in section 5. Finally 
some conclusions are drawn in section 6. 

2   Factors Affecting the Environment 

There are two sets of parameters in our cost models. The first one is parameters [X1, 
X2… Xp], which are p explanatory variables. The other set is regression coefficients 
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[B0, B1, B2… Bp]. In our cost models, the explanatory variables are about the data 
states in the database and query result. We call them data parameters in this paper. 
The regression coefficients are calculated from explanatory variables and query cost 
Y. Different system situation results in different regression coefficients. So these 
coefficients will be called system parameters in the rest of this paper. Factors change 
that affect the accurately estimating of the cost of queries will be revealed from 
relevant parameters in the cost model. So, the factors can be classified into the 
following two types based on their affect to the parameters in the cost formulae.  

1. Factors affecting the data parameters: This type of factor contains data volume 
of data sources, such as the number of tuples in a table, the number of tuples 
changing in the result of queries. 

2. Factors affecting the system parameters: This type of factor includes server 
workload and network speed, such as configuration parameters in local database 
management system (DBMS), physical distribution of data on a hard disk. 
Obviously, factors affecting the system parameters can be classified into three 
sub-classes based on their changing frequencies. 
  (I) Rapidly changing factors. This kind of factors includes server workload 

(such as, CPU load, number of I/Os per second, etc. They are put together 
as server workload) and network speed. The major feature of these factors 
is that they can change significantly within a short period of time.  

 (II) Slowly changing factors. Factors, such as configuration parameters in local 
database management system (DBMS), usually change little by little, and 
significant change may be accumulated after a certain period of time.  

(III) Steady factors. Some factors, such as local DBMS type, local database 
location, may stay unchanged for a long time. If this kind of factor is 
changed, the existing cost model will be discarded and a new one should be 
built up. 

3   Approaches to Evolve Query Cost Model 

In section 2, the environment variants have been discussed. Our cost models are built 
based on the specific environment in which the sample queries were executed. If the 
environment changes, the cost model may become out of date. This section aims to 
discuss the approaches to deal with these system changes by updating the cost model 
in a dynamic environment. In our cost model, there are several approaches to deal 
with these changes of the environment, which are caused by different kinds of factors, 
such as sample query method, cost model rebuilding and CwkNN algorithm (cover 
(counting) weighted k nearest neighbours, details are presented in [5,9]).  

(1) Sample query method:  Database parameters contain the number of tuples in an 
operand table, the number of tuples in the result table, etc. The sample query method 
is employed to detect the variation of the data parameter, and then the query cost 
model can be adjusted according to the detected value. This approach can be used to 
solve the case of data parameters changing. 

(2) Model rebuilding: There are two ways to rebuild the cost formulae. The first 
one is to use new data to totally rebuild the model. When all collected statistics cannot 
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be used, what we can do is to recollect the necessary statistics data to rebuild new cost 
models for the system. This cost model upgrading by this way is suitable in the 
situation that the steady factors changed. The other way is to Input new data to update 
cost model. In this way, we remove the part of oldest data and input some new data to 
build the new formula for the cost model to capture the changing of environment. By 
using this way, the changes of environment that are cased by the slowly changing 
factors can be captured. 

(3) CwkNN-based of clustering method: When new data are obtained, we wonder 
if the system environment changed from one contention state to other contention state. 
To deal with this problem, we propose a novel kNN-CwkNN-by-tree algorithm to 
reclassify the new data to determine the system contention states at these time points 
in a dynamic environment. By employed the method, these changes of environment 
that caused by the rapidly changing factors can be captured. 

4   The Architecture of Evolving a Cost Model 

The details of the process of evolving a cost model are described as follows: 

1) Input the observed cost of query.  
2) To classify the cost of the sample query. 
3) Compare the observed cost of query to the estimated cost of query. If the 

error rate of the estimated cost is lower than a predefined threshold, go to 
step 6. If the data have been dealt with the sample query method, go to 5 

4) If the error rate is not lower, employ the sample query method to detect the 
parameters for the cost formula. Then go to 3. 

5) Input the new data and remove part of the oldest data to rebuild the cost 
formula. Then go to 3. 

6) Output the cost model, end of process 

5   Experimental Results 

To effectively simulate changing dynamic environment, we artificially generate 
different numbers of concurrent processes with various work/sleep ratios to change 
the  system  contention  level.  Note that, unlike scientific computation in engineering,  

Table 1. The percentages of good and very good cost estimates for test queries  

Contention
state 

Static: 
Good% 

Static: 
Very good% 

Evolutionary: 
Good% 

Evolutionary: 
Very good% 

1 
2 
3 
4 

21% 
17% 
34% 
56% 

7% 
12% 
22% 
23% 

85% 
72% 
81% 
88% 

76% 
64% 
77% 
71% 

Average 32% 16% 81.5% 72% 
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the accuracy of cost estimation in query optimization is not required to be very high. 
Table 1 shows the percentages of good and very good cost estimates for test queries 
for contention states at four contention states In the table, cost estimated from initial 
cost model and the evolutionary cost estimated by the architecture are listed. 

6   Summary 

In this paper, we analyze the factors to affect the system and classify the factors into 
two classes based on our cost model. Three methods are suggested to deal with the 
different cases of system environment changes: the sample query method, CwkNN-
by-tree method and rebuilding cost model method. An architecture for evolving a cost 
model in dynamic environment is proposed. The experimental results demonstrate 
that the proposed techniques are quite promising in maintaining accurate cost models 
efficiently for dynamically changing data integration systems.  
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Abstract. Web page classification is an important research direction of web min-
ing. In the paper, a SVM method of web page classification is presented. It in-
clude four steps: (1) using analysis module to extract the core text and structural 
tags from a web page; (2) adopting the improved VSM model to generate the ini-
tial feature vectors based on the core text of web page; (3) adjusting weights of 
the selected features based on structural tags in web page to generate the base 
SVM classifier; (4) combining the base classifiers produced by iteration based on 
Boosting mechanism to obtain the target SVM classifier. The experiment of web 
page classification shows that the approach presented is efficient. 

1   Introduction 

Most web pages are still in HTML format. The characteristics of current web pages is of 
free style, including rich media information such as images, sounds, banners and flashes 
in addition to text and hyperlinks, and lack uniform pattern. Comparing to text classifi-
cation, web page classification faces more difficulties and challenges.  

Web page classification methods usually take text classification method as founda-
tion in conjunction with structure analysis and link analysis technologies. Past re-
searches indicate that direct application of text classification method to web page classi-
fication is not satisfactory due to the existence of noises [1].  

This paper proposes a web page classification approach based on weight adjustment 
and boosting mechanism. The approach takes full advantage of text and structure infor-
mation of web page. The main idea of the approach includes: 

a) Prepares web page training set and web page test set for every information  
category.  

b) Extracts core text and special tags useful for classification from every page; 
c) Applies an improved VSM model [2,3] to core text of web pages and produces 

initial feature vectors for every information category.  
d) Adjusts weights of initial feature vectors using the structure tag information of 

web page and produces a base SVM classifier;  
e) Generates multiple base SVM classifiers using boosting principle iteratively and 

combines them to produce the final SVM classifier. 
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During the classification, we need to perform operations such as Chinese word seg-
mentation, POS (part-of-speech) tagging and feature extraction, and recognize type of 
web page, delete index pages because we only classify content web pages. 

2   Web Page Recognition and Segmentation– Web Page Analysis 
Module [4] 

Generally, core text is the most important part to web page classification, then the 
structure tag information and hyperlink information, and the last multimedia informa-
tion. Ad, flash and navigation links enticing user to visit other contents in web page 
are noises that would degrade accuracy of web page classification and must be de-
leted.  Classification methods taking whole page as text suffer from accuracy loss 
mostly due to the presentation of those noises.  

Core text of content web page is the essential part of text the page trying to ex-
press.  Usually it resides on central part of the web page taking the form of a para-
graph of text in most situations, including tables probably, or an image and its ex-
planatory note, or a word, pdf, ps document, or an image(s) without any text or 
multimedia stream file in some extreme situations.  

Structure tag information can be used in web page classification include 
<Head>,<Title>,<description> in <meta> tag, <Keyword> and font position, size and 
bold. Of course categories of links to other pages (i.e. outbound links) and links to 
this page from other pages (i.e. inbound links) should be considered. However, a con-
straint exists in the method discussed in this paper: Web pages to be classified are col-
lected by web spider (web pages to be classified in most web site collected this way). 
For a web page collected this way and stored in local, original inbound or outbound 
links may be incomplete, in consequence hyperlink information in the web page lost 
its value. We thus do not consider hyperlink information in this discussion.   

Recognition and utilization of multimedia information need techniques from image 
retrieval or speech recognition. And because there are no good research results at pre-
sent, multimedia information is seldom considered.  

In order to extract core text (incl. tables) and special tags useful for classification 
from web pages to be classified (target web pages), a web page analysis module is de-
signed. The module analyzes source code of web page, outputs information needed by 
its upper modules (i.e., information retrieval, classification and information extrac-
tion, etc). The module supports HTML4.0 standard, and is compiled as a dynamic 
linked library named HTMLAnalysis.dll using VC6. 

The library provides following functions for web page analysis.  

1 BOOL SetSource(Cstring Url, CString HtmlSourceCode) 
//Specifies html source code and its URL to be analyzed. 

2 BOOL GetTitle(Cstring*) 
//Returns the title of the html file specified by SetSource. 

3 BOOL GetText (Cstring*) 
//Returns the text displaying in a browser of the HTML file specified by  

SetSource. 
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4 BOOL GetTextWithExtra (Cstring*) 
//Returns the text displaying in a browser, alternative text for image and corre-
sponding text for option list, of the HTML file specified by SetSource  

5 BOOL GetAllLinkUrlArray(CstringArray*) 
//Returns all urls in the web page, including both links pointing towards intra-

website and inter-websites. Related links are changed to absolute links. All links 
are put into a CstringArray. The address of the CstringArray is returned. Intra-
page links are ignored.  

//Note: the following links include both links pointing towards intra-website and 
inter-websites. 

6 Int GetLinkTotal() 
//Returns total number of links, denoted as N. 

7 BOOL GetLinkUrl(int LinkIndex Cstring  *LinkUrl) 
//Returns the LinkIndex-th url, where LinkIndex<=N. 

8 BOOL GetLinkAnchor(int LinkIndex,Cstring *LinkAnchor) 
// Returns the LinkIndex-th anchor, where 1=<LinkIndex<=N. 

9 BOOL GetLinkNeighborText(int LinkIndex, Cstring *LinkNighborText) 
//Returns the text information around the LinkIndex-th link, where 

1=<LinkIndex<=N. The text information around a link includes paragraph text 
arount the link and title of the paragraph. 

10 BOOL GetAllHiText(Cstring *AllHiText) 
//Returns all text of H1,H2,… 

11 BOOL GetMetaKeyword(Cstring *MetaKeyword) 
//Returns corresponding text of keyword in meta tag. 

12 BOOL GetMetaDesc(Cstring *MetaDesc) 
//Returns corresponding text of description in meta tag. 

13 BOOL GetKeyText(Cstring * KeyText) 
//Returns core text. 

The function of the module can be changed to meet the requirement of its upper 
modules. When an upper module (such as a module of web page classification) needs 
to use the module, HTMLAnalysis.dll, HTMLImport.h and HTMLAnalysis.lib should 
be copied to local directory, and HTMLImport.h and HTMLAnalysis.lib should be 
added to the Project of the upper module. 

3   Computation of Initial Weight for Feature Vectors Using an 
Improved VSM 

Assume p as the target page to be classified, T as core text extracted form p. Using a 
improved VSM model to extract feature vector from T, we get feature vector 
F={(Ti,wi) | i=1,2,…,n}, where fi is the i-th feature  after word segmentation, POS 
tagging, stemming and word frequency count; w(fi) is the weight of fi, and tf(fi) is the 
frequency of fi in core text T. 
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Formula for w(fi) in classical VSM is 
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After in-depth analysis of above VSM model, we found that inversed document 
frequency idf(fi) is the main cause of degraded accuracy of the model. We proposed 
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The above proposed improved VSM model is used in this paper to compute initial 
weight w(fi) of fi. Next we would adjust w(fi) according to structure tag information in 
the web page. 

4   Feature Vector Adjustment Using Structure Tag Information  

In addition to the core text of the web page, useful information for web page classifi-
cation include structure information such as  <Head>, <Hm>, <Meta> tag, and font 
emphasis information as <B>/<STRONG>, <I>/<EM>, <U>, <STRIKE>, 
<CENTER> tag. These parts can be extracted from the web page using functions in 
above section.  

All above four kinds of tag are useful for web page classification but differ in 
power. We assign different coefficient for the four kinds of tag for weight adjustment. 

Rules used in this paper for weight adjustment are as follows.  

1 Weight adjustment for font emphasis  
For the j-th occurrence of feature item fi in text T (1≤i≤wi), if the tag is one of  <B> 
(or <Strong>), <I> or <EM> , <U>, <STRIKE>, <CENTER>, the weight here in-
creases from 1 to (1+α) 0<α<1 . α should be different for different tag. For the 
sake of convenience, we set α to 0.5 in our experiment. We denote adjusted weight 
for font emphasis for feature item fi as wi

’; 

2 Weight adjustment for hierarchy caption  
If frequency of feature item fi  at hierarchy caption <Hm> in web page p is wm, the 
weight here increase from wm to β*wm. In the experiment, β is set as follows.  
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         1     if  Hm =H4 
         2     if  Hm =H3 

β =      3     if  Hm =H2 
         4     if  Hm =H1 
         1     if  Hm =H5 or H6 

After above adjustment, weight of feature item fi for hierarchy caption is denoted as 
wi

’’  

wi
’’ = wi

’+ β*wm 

3 Weight adjustment for other important positions  
If wt wk wd are corresponding weight of feature item fi  at <TiTle>, <Meta> and the 
summary of web page p, the total weight of fi  after above weight adjustment for these 
position is  

wi
’’’ = wi

’’+γ1*wt+γ2*wk+γ3*wd 

In the experiments we set γi as  

γ1=5 γ2=γ3=4 

After three kinds of adjustment as above, the feature vector of web page p is:  

F’={(fi,wi’’’) | i=1,2,…,l} (l=n+n1)  

Where n is number of feature item extracted from core text, n1 is number of feature 
item extracted from special tags. The feature vector is used in web page classification.  

5   Assembling of SVM Classifiers Using Boosting Principle 

In 1995, Vapnik introduced SVM Support Vector Machine for two-class pattern 
recognition problem, and Joachims first applied SVM to text classification [2,5,6,7]. 

SVM turns text classification into a series of two-class classification problem. It is 
one of most accurate classifiers for web page classification. We use it as base classi-
fier for web page classification.  

SVM first maps the original sample space to a high-dimensional linear space via a 
nonlinear mapping defined by a dot product function, and then finds a separating hy-
perplane, which is optimal and is decided by support vectors, in the linear space.  

Finding the hyperplane can be casted into a quadratic optimization problem. It is can 
be proved that any SVM can be simplified to a nearest neighbor classifier with a posi-
tive example and a negative example as representation points. The two points are de-
termined by support vector of positive example and negative example respectively [8]. 

In the field of web page classification, the problem space is usually represented by 
high dimensional vectors, and usually a great number of examples are needed to es-
tablish the training set prepared for learning process. In many real world problems, 
the number of Support Vectors is much smaller than that of training samples. So it 
would be a good idea to only use support vectors for simplifying the training process 
of SVM. 
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Boosting is an efficient way to improve prediction ability of learning system, and a 
representative method of assembly learning. Combining multiple base SVM classifi-
ers with boosting is an interesting research area that may result high performance text 
classifier [7,9].  

Boosting is an iterative learning procedure that successively classifies a weighted 
version of the sample by its base classifiers generated one for each time of iteration, 
and then re-weights the sample dependent on how successful the classification was. In 
the process correctly classified samples receive smaller weight, thus the generated 
new base classifier could focus on those bigger weighted, hard–to-classify samples. 
Through combining multiple base classifiers, boosting can find high accuracy classi-
fication rules while base classifier can be a weak learner with a low accuracy [9].  

There are two approaches to boost SVM, i.e., BSVM and Sboost [9]. BSVM di-
rectly boost weighted SVMs, while Sboost integrates the constituent classifiers of 
boosting using SVM. However, The computational complexity of SVM is substantial, 
and so is the boosting iteration. BSVM and Sboost are effective but not efficient.  

We proposed an efficient approach IBSVM (Interactively boosted SVM) to boost 
SVM.  Its learning time is much shorter than BSVM and Sboost while it has compa-
rable classification accuracy with them. 

We use fixed size subset of training set (usually much smaller than training set) to 
train base SVM classifier for boosting. The subset is dynamically adjusted through 
each iteration of boosting. Outside pages important to current classification are added 
into the subset while inside pages unimportant to the current classification are re-
moved from the subset to maintain the size of the subset. Once the subset is modified, 
new base SVM classifier can be generated. At last we combine those base classifiers 
use boosting principle. The subset is kept small to ensure quick generation of base 
SVM classifier. Adjustment to the subset is to generate multiple base SVM classifiers.  

6   The IDSVM Algorithm 

Boosting algorithm here is based on AdaBoost.M1. 
Given original training sample set: 

( ) ( ) ( ){ }NNi yxyxyx ,,,,,, 221 , 

where ix is any training sample, { }1,1 +−∈y  denotes the classes ix  belongs to N is 

the number of training samples. Ni ,,2,1=  

This algorithm maintains a set of weights as a distribution W over samples, i.e., for 

each xxi ∈  , and at each boosting round s , there is an associated real value [ ]iws . 

Given a fixed number of training samples used for finding support vectors. We 

choose Nn
100

1=  in the experiment. 

Given a fixed number of boosting rounds T . 

Choose a kernel function ( )xxK ′,  to compute the dot product of two vectors. 

Algorithm Description: 
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Step 1: 
Initialize [ ] Niw 11 =  for all Ni ,,2,1= , set 0=s . 

Step 2: 
Select randomly n samples from original sample set according to current weight 

distribution W (if we regard the normalized weight of each sample as its apriori prob-
ability). These selected samples establish a training set of size n for finding support 
vectors. We call this small training set as STS.  

Step 3: 

Use each sample ( ) STSyx ∈,  to find the support vectors. 

We first find the coefficients { }**
1

* ,..., nααα =  that maximize   

( ) ( )jijij

n

ji
i

n

i
i xxKyyW ,

2

1

1,1

αααα
==

−=  

if 0* ≠iα then ix  is the support vector we are looking for. 

Set 1+= ss  to compute the number of base classifiers already generated. If 

Ts ≥  then go to step 8. 
Step 4  

Combine these support vectors to two representative points: 
( ) +∈

+ =
SVyx

ii

ii

x
C

x
,

*1 α  

for positive samples, and 
( ) −∈

− =
SVyx

ii

ii

x
C

x
,

*1 α  
+=−=

==
1

*

1

*

ii y
i

y
iC αα . 

Where +SV  and −SV  denote all the positive and negative support vectors respec-
tively. 

Based on these two points, we establish a nearest neighbor classifier whose decision 

rule is, if an unknown point is nearer to +x  (or 
−x ) than to 

−x  (or +x ), it will be 
classified as the positive (or negative) class. 

Step 5  
Classify all the samples of original sample set. 
Compute the weighted error: 

[ ] ( )[ ][ ]
=

⋅=
N

i
ii iedmisclassifisyxiw

1

,ε .  

[ ][ ]•  is a function that maps its content to 1 if it is true, otherwise, maps to 0. In-

crease the samples weights if they are misclassified. Otherwise, decrease: 

[ ] [ ] ( )
( )−

÷=
otherwise

iedmisclassifisyxif
iwiw ii

ε
ε

12

,2  

Normalize these weights because we hope they also can be regarded as probability 
distribution. 

Step 6  
If, between any two support vectors of negative positive pair, there are samples not 

in the STS, then we choose the sample nearest to the separating hyperplane to join in 
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the STS. Before that, the sample in the STS with smallest weight value will be deleted 
from STS. Go to step 3. if there are no sample in the margin, go to step 7. 

Step 7  
Select randomly from the original sample set according to current weight distribu-

tion W. If the sample is not in STS and is misclassified by current base classifier, then 
the sample with smallest weight value in the STS will be deleted, and the selected 
sample will be added to STS. Go to Step 3; otherwise, go to step 7.  

Step 8  
Combine the T base classifiers by weighted votes: 

( ) ( )( ) ( )⋅−=
=

T

s
sssB xHxH

1

1lnsgn εε  

It is important to note here that the distance between any two points is decided by 
the kernel function, say, all the dot products in the original space are replaced by ker-
nel functions to compute them. i.e. 

( ) ( )xxKxxKxxKxx ′′+′−=′− ,),(2,   

denotes the distance between x  and x′  in the new space 

7   Web Page Classification Experiments 

The training web page set and test web page set are extracted from Yibao Chinese news 
website manually. In order to test our proposed approach, three experiments are per-
formed using unprepared raw web pages for comparison. Results are shown in table 1. 

Table 1. Web page classification experiment results 

Category Accuracy1  
(Web page) 

Accuracy2 
(Core text) 

Accuracy3 
(Core text and tags) 

General 0.51 0.69 0.75 
Economics 0.58 0.75 0.79 
Education 0.64 0.80 0.84 
Sports 0.63 0.82 0.86 
International 0.61 0.78 0.83 
Politics 0.59 0.76 0.81 

Three experiments: 

Experiment 1: Web pages are treated as texts and classified using our text classifi-
cation system CZW [10]. 

Experiment 2 Core texts are extracted from web pages using web page analysis 
module, and then CZW system is used to perform classification. 

Experiment 3 Core texts are extracted from web pages using web page segmenta-
tion module, and then CZW system is used to perform classification 
using core text and web page tag information. 
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Notes on experiment data  

Experiment data: as shown in table 1 
Data source: Yibao Chinese news  
Training set: 10000 web pages 
Test set: 1045 web pages 
Feature items kept after feature selection: 30% 
Language: Chinese 
Category: International, economics, sports, Education, Politics, General  
Classification method: IBSVM 
Classification measure: Feature adjustment and Boosting 

From table 1, we can see that treating web pages as texts yields the worst result, in-
dicating huge influence of lots of useless information in web pages. Accuracy of classi-
fication based on core text is not good either because some problems existing in our 
web page segmentation module prevent it from accurately recognition of all core texts 
of all web pages. As a result some noisy tags were kept and the accuracy was affected. 

Although classification based on core text and useful tag was affected by noisy 
tags too, accuracy of the classification stays high because noisy tags are included in 
core text which receive relative lower weights. The result shows that useful tags in 
web page helps a lot to classification accuracy as well as efficiency of our proposed 
approach. 

8   Conclusions 

With the rapid growth of World Wide Web, We are facing increasing huge web in-
formation. Web page classification is a fundamental approach to huge web page in-
formation processing as well as an important research topic in text mining and web 
mining. It has wide application in traditional information retrieval, website index 
structure establishment and web information retrieval and filtering.  

In March 2003, our research group attended the first national symposium of search 
engine and web mining, and took part in a contest of web page classification organ-
ized by the symposium. Our web page classification won runner-up.  

The web page classification approach proposed in this paper was also used in our re-
search project “Automatic acquisition of specific domain information based on user cus-
tomization” and “Recommendation of Web Pages Based on Concept Association” [10]  
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Abstract. Fuzzy neural networks have been successfully applied to ana-
lyze/generate predictive rules for medical or diagnostic data. This paper pre-
sents selected membership functions extracted by a fuzzy neural network 
named NEWFM. The selected membership functions can capture the concen-
trated and essential information without sacrificing the classification capability. 
To verify the performance of the NEWFM, the well-known data set of Wiscon-
sin breast cancer is performed. We applied NEWFM model to extract fuzzy 
membership functions for the UCI antibody deficiency syndrome diagnosis. 
Then selected features obtained by non-overlapped area measurement method 
are presented. 

1   Introduction 

Data collected from clinical settings may have variations due to similar (or the same) 
clinical tasks being performed in varying demographic settings or clinical procedures 
differing from region to region. Therefore clinical data analysis and related research is 
in great need of an adaptive decision support tool that can handle ambiguous and 
noisy input data and generate predictive rules for diagnostic information. 

Neural network and fuzzy set theory can be effectively used for this type of appli-
cation as a major pattern classification and predictive rule generation tool. The goal of 
pattern classification is to partition the feature space into decision regions. Artificial 
neural networks have been successfully used in many pattern classification problems 
[3] [5]. Fuzzy set theory was introduced by Zadeh [22] as a means of representing and 
processing data by allowing partial set membership rather than crisp set membership 
or non-membership. As a combined approach of neural network and fuzzy set theory, 
fuzzy neural networks (FNN) have been proposed as an adaptive decision support tool 
[2] [7] [10] [11] [12] [13] [14] [17] [19]. Various architectures of FNN have been 
introduced along with algorithms for learning, adaptation and rule extraction [6] [9] 
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[15] [16]. In medical diagnosis, high accuracy of acceptable regular patterns with 
simple types of knowledge representation in linguistic terms is desirable. In addition, 
the way of obtaining the optimal structure for fast adaptation without sacrificing the 
accuracy and performance is needed. The capability of fuzzy if-then rule extraction is 
one of the advantages of FNN for medical decision-making. For this, various ap-
proaches has been proposed. Among those approaches, fuzzy neural networks with 
self-organizing systems were developed by [8] [18] [20] to extract knowledge from a 
given set of training data. Setnes [16] presented a compact and accurate fuzzy rule-
based model using a genetic algorithm. However, most approaches proposed so far 
have not considered the weights for the membership functions. 

In this paper, we present a neural network model with weighted fuzzy membership 
functions (NEWFM) to predict diagnoses of antibody deficiency syndrome. The ex-
tracted weighted fuzzy membership functions can preserve the disjunctive fuzzy in-
formation and characteristic input patterns in the pattern space, which can result in 
reducing the number of membership functions. The effectiveness of NEWFM is first 
validated using the popularly used data set, Wisconsin breast cancer [21], for the 
benchmarking of pattern classifications. The NEWFM is then applied to the antibody 
deficiency syndrome data set obtained from the University of California, Irvine (UCI) 
immunology laboratory. Then selected features obtained by non-overlapped area 
measurement method are presented. 

2   Neural Network with Weighted Fuzzy Membership Functions 
(NEWFM) 

2.1   The Structure of NEWFM 

The structure of NEWFM is illustrated in Fig. 1. The NEWFM comprises three lay-
ers, namely input, hyperbox, and class layer. The input layer contains n input nodes 
for n featured input patterns. The hyperbox layer consists of m hyperbox nodes. Each 
hyperbox node Bl to be connected to a class node contains n fuzzy sets for n input 
nodes. The output layer is composed of p class nodes. Each class node is connected to 
one or more hyperbox nodes. An hth medical pattern can be recorded as Ih = {Ah = (a1,  
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Fig. 1. Structure of NEWFM 



 Feature Selection for Specific Antibody Deficiency Syndrome by Neural Network 813 

 

a2, … , an), diagnosis}, where diagnosis is the result of diagnosis and Ah is the pattern 
on n different features. ‘Unknown’ features are represented as NULL. The ith fuzzy 
set of Bl, denoted by i

lB , has three weighted membership functions as shown in Fig. 2. 

These three weighted fuzzy membership functions are adjusted by the learning algo-
rithm, which will be discussed in Section 2.3. After learning, the weighted member-
ship functions for classification are located in the hyperbox layer. The details of the 
processes are described in the Section 2.4.  

2.2   Definitions and Operations 

1) wli: The connection weight between a hyperbox node Bl and a class node Ci is rep-
resented by wli, which is initially set to 0. If there is a connection from a hyperbox 
node Bl to a class node Ci, the wli will be set to 1 from 0. Ci can have more than one 
connection from hyperbox nodes, whereas Bl is restricted to have one connection to a 
class node.  
2) vi: The v1, v2, and v3 represent the center vertices of the small, medium, and large 
membership functions respectively in Fig. 2. The center vertices can be adjusted dur-
ing learning, while the other vertices v0 and v4 are fixed. It is assumed that the input 
feature value ai ranges from vmin to vmax as shown in Fig. 2.  
3) μj and Wj: μjs are ith set of membership functions of a hyperbox node Bl for 
j=1,2,3, representing small, medium, and large respectively. The shape of each mem-
bership function μj is triangular, which is characterized by three vertices (vj-1,vj,vj+1) 
with its membership function weight Wj (0≤Wj≤1, random weights in the range of 
0.45≤Wj≤0.55 are initially set) that represents the strength of the membership function 
determined through learning. The shaded triangles in Fig. 2, called weighted fuzzy 
membership functions, can be formed by (vj-1,Wj,vj+1).  
4) Len(μj): To measure the size of a μj, a length function, Len is defined as follow:  

jjjj WvvLen )2/)(()( 11 −+ −=μ                           (2.1)  

This function is similar to the length function, Len(μj), defined by Lee et al. [13] ex-
cept that the Len(μj) is multiplied by the weights Wjs.  
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Fig. 2. An ith Set of Weighted Membership Functions of Bl 

5) Adjust(Bl): This operation adjusts membership functions and their weights for n 
fuzzy sets in the hyperbox node Bl according to input Ah=(a1, a2, … , an). For each ith 
set of membership functions with the input ai, the vjs and Wjs of the membership func-
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tions are adjusted by the value of μj(ai), where j=1, 2, 3. As a result of Adjust(Bl) 
operation, the new vertices new(vj)s and new weights new(Wj)s are set by the follow-
ing expression:  

new(vj) = vj ± αEjμj(ai)Wj                (2.2)  
new(Wj) = Wj + β(μj(ai) - Wj)                 (2.3)  

In these expressions, the α and β are the learning rate in the range from 0 to 1, and 
the variable Ej is the difference between vj and input ai. If Ej is bigger than the adja-
cent Ej±1, the smaller one is selected. The detail process of the Adjust(Bl) operation is 
described in the learning algorithm in the next section. Fig. 3 shows the result of the 
Adjust(Bl) operations for the input ai and the ith set of fuzzy weighted membership 
functions in Bl.  
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Fig. 3. Example of Before And After Adjust(Bl) Operation 

As shown in Fig. 3, the weights and the center of each membership functions are 
adjusted by the Adjust(Bl) operation, e.g., W1, W2, and W3 are moved down, v1 and v2 
are moved toward ai, and v3 remains in the same location.  
6) Random(Bl): This operation makes the hyperbox node Bl with n (number of inputs) 
sets of randomly distributed membership functions with their random weights ranging 
from 0.45 to 0.55. The random center vertices vis should be in their ranges such that  

ri-1 ≤ vi < ri,  where i = 1, 2, 3 
while v0 and v4 are fixed as in Fig. 2. Also, the connection weights wlis are set to 0.  
7) Output(Bl): For the hth input Ah=(a1, a2, … , an) with n features to the hyperbox Bl, 
output of the Bl is calculated by 

.))((
1

)(
1

3

1= =

=
n

i j
jij

i
ll WaB

n
BOutput μ                (2.4)  

2.3   Learning Algorithm for NEWFM 

This section describes the learning algorithm for NEWFM. The algorithm uses the 
Learning(Bl,Ci) procedure to adjust the locations of vertices and weights, and to con-
nect the hyperbox nodes to class nodes.  

Algorithm NEWFM;  
1       While (result is satisfied)  
1.1  for l = 1 to m   // m is number of hyperboxes, usually start from number input 
           Random(Bl);  
1.1.1        for j = 1 to p // p is number of class nodes 
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1.1.2.1               wlj = 0;   // initial connection weight between Bl and Cj 
1.2  for k = 1 to h   // h is number of input patterns 
1.2.1       find Bl that has the maximum value of EnhOutput(Bl)  

//see the formula 2.6 among m hyperbox nodes from the input Ak;  
// input vector: Ik = {Ak =(a1, a2, … , an) , diagnosis} 

1.2.2         Learning(Bl,Ci); // Ci is a diagnosis in Ik 

Procedure Learning(Bl,Ci);  
// m is number of hyperboxes 
1       Case 1: ∀m, wmi = 0, where m≠l;  
1.1         wli = 1;  
1.2         Adjust(Bl);  

2      Case 2: ∃ m satisfying wmi = 1, where m≠l;  
2.1 wli = 1;  
2.2  Adjust(Bl);  

Procedure Adjust(Bl);  
1       for i=1 to n   // for each ith set of membership function in Bl 
1.1  for j=1 to 3 // for each membership function 
1.1.1 if  vj-1≤ai< vj // for left side of μj 
1.1.1.1  Ej = min(|vj - ai|, |vj-1 - ai|); 
1.1.1.2  new(vj) = vj - αEjμj(ai)Wj;  
1.1.2 else vj≤ai≤vj+1 // for right side of μj 
1.1.2.1  Ej = min(|vj - ai|, |vj+1 - ai|); 
1.1.2.2  new(vj) = vj + αEjμj(ai)Wj;  
1.1.3      new(Wj) = Wj + β(μj(ai) - Wj)  

2.4   Fuzzy Rule Extraction 

The learned NEWFM can be used for fuzzy rule extraction in if-then form to classify 
input patterns. After learning, each of n fuzzy sets in hyperbox node Bl contains three 
weighted fuzzy membership functions (WFMs, grey membership functions in Fig. 4), 
where n is the number of input nodes.  

1v 2v 3v0v 4v

1

x

7.01 =W
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)(xjμ
1μ 2μ 3μ
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i
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Fig. 4. Example of Bounded Sum of the 3 Weighted Fuzzy Membership Functions (BSWFM, 
Bold Line) 

The rules can be extracted directly from the WFMs. We suggest a rule extraction 
strategy as described below.  
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1) The bounded sum(one of operations on fuzzy set) of WFMs (BSWFM) in the ith 
fuzzy set of )(xBi

l
, denoted as )(xi

bμ  (bold line in Fig. 4), is defined by  

.))(()(
3

1=

=
j

j
i
l

i
b xBx μμ                            (2.5)  

The BSWFM combines the fuzzy characteristics of three WFMs in Fig. 4.  
2) We use an inference mechanism that performs the reasoning process to derive an 
Output(Bl) (2.4). In addition, we suggest enhanced BSWFM that uses a heuristic of 
Len(μj) defined in 2.2 to enhance the reasoning capability such that:  
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)( μμ        (2.6)  

The heuristic of Len(μj) is based on the concept that smaller Len(μj) has more con-
centrated information that is essential for classification of the given pattern.   
3) The rules for a class Ci is the fuzzy membership functions represented by enhanced 
BSWFMs in Bl such that: 

if (enhanced BSWFMs in Bl and wli=1)or…or(enhanced BSWFMs of Bm and wmi=1) 
then Ci 

3   Experimental Results  

In this section, we present the experimental results for Wisconsin breast cancer data 
set, which can be obtained from the UCI data set archive [1], to evaluate the accuracy 
and rule extraction capability of the NEWFM. We apply the NEWFM to our target 
clinical data set obtained from the UCI Immunology Laboratory to generate fuzzy 
rules for antibody deficiency syndrome (ADS). Then selected features obtained by 
non-overlapped area measurement method are presented.  

3.1   Wisconsin Breast Cancer Classifications 

We use the Wisconsin breast cancer (WBC) dataset [21] that was obtained from the 
University of Wisconsin hospital to classify two possible classes, benign or malig-
nant. Although the NEWFM can handle missing values, we use 683 cases excluding 
the 16 cases that have missing values for fair comparison with other approaches. We 
use 683 cases for training and testing. The enhanced BSWFMs learned by NEWFM 
are illustrated in Fig. 5. In this experiment, two hyperboxes are created for classifica-
tion. While a hyperbox contains a set of 9 bold lines (enhanced BSWFMs) in Fig. 5 is 
a rule for benign class, the other hyperbox contains a set of 9 light lines (enhanced 
BSWFMs) is another rule for malignant class. Each graph in Fig. 5 shows the differ-
ence between benign and malignant classes for each input feature graphically. Table 1 
shows the comparison results of NEWFM and other classifiers in [15] and [4] for the 
WBC data set. As shown in the result, NEWFM outperforms the methods we com-
pared with in terms of the classification rate and the number of rules used.  
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Table 1. Performance Results on Wisconsin Breast Cancer 

Algorithm Recognition Rate No. of Rules 

Nauck [15] 96.5% 4 

Gomez [4] 99.12% 11 

NEWFM 99.56% 2 

 

Fig. 5. Enhanced BSWFMs for Wisconsin Breast Cancer Data Set 

3.2   Finding Fuzzy Rules for UCIIL Data Set 

The NEWFM is applied to a clinical data set of antibody deficiency syndrome. The 
data set used in this study consists of 153 patient records, each comprising 23 features 
from experimental data collected in the UCI (University of California, Irvine) Immu-
nology Laboratory (UCIIL). The samples were taken from patients in the UCI Hospi-
tal between 1996 ~ 2003. The UCIIL dataset contains 90 control cases and 63 cases of 
antibody deficiency syndrome. Table 2 provides the definition of features.  

The followings are the descriptions of diagnoses in the UCIIL data.  

1) Control: Healthy volunteer donors between ages of 18 and 35 years. They included 
students, residents/fellows, and staff members at UCI.  
2) Antibody Deficiency Syndrome: Patients who have poor antibody responses to 
pneumococcal polysaccharide antigens and/or to tetanus toxoid; however their serum 
immunoglobulin isotypes and subclasses were normal or near normal.  
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Table 2. Definitions of Features Used in Clinical Diagnoses and Their Normal Ranges and 
Feature Ranks 

Group Feature Normal Range Rank 
*CD3+ (Total T Cells) 65.0-80.0% 10 
CD3+/CD4+ 
(Helper/Inducer T Cells) 

31.0-56.0% 21 

*CD3+/CD8+ 
(Suppressor/Cytotoxic T Cells) 

17.0-34.0% 1 

CD4+/CD8+ Ratio 
(Helper/ Suppressor) 

0.78-2.2 22 

CD19+(Total B Cells) 4.0-17.0% 19 

Lymphocyte Subsets 

CD3-/CD16+/CD56+ 
(Natural Killer Cells) 

4.0-16.0% 17 

*Phytohemaglutinin (PHA) 123,609-193,794(counts per minute) 2 

*Concanavalin A (Con A) 110,829-184,949(counts per minute) 3 

Lymphocyte Transfor-
mation - Mitogens 

Pokeweed Mitogen (PWM) 27,965-71,961(counts per minute) 20 
Mumps Virus 21,153-69,093(counts per minute) 15 
*Tetanus Toxoid 6,983-66,297(counts per minute) 12 
PPD 423-3,411(counts per minute) 23 

Lymphocyte Transfor-
mation - Antigens 

*C. albicans 21,494-78,166(counts per minute) 7 

CD4+/CD25+ 6.0-19.0% 18 
*CD8+/CD25+ 1.0-4.0% 8 
CD4+/CD26+ 15.0-49.0% 13 
*CD8+/CD26+: 4.0-19.0% 6 

*CD4+/CD38+: 12.0-49.0% 11 
CD8+/CD38+ 8.0-30% 16 
CD4+/CD69+ 1.0-8.0% 14 
*CD8+/CD69+ 1.0-5.0% 4 

*CD4+/CD97+ 1.0-5.0% 9 

Activation Marks 

*CD8+/CD97+ 1.0-5.0% 5 

* The result is obtained from 12 selected features out of 23 features. 

NEWFM is run with the UCIIL data to extract fuzzy rules from the enhanced 
BSWFMs after learning. As a result, 153 input patterns in the UCIIL data are classified 
by two rules. From the extracted rules, accuracy of 92.2% (12 misclassifications) was 
achieved. The features that have overlapped shapes of enhanced BSWFMs for both 
control and antibody deficiency syndrome could be less important.  

3.3   Non-overlapped Area Measurement Method for Feature Selection 

The ranks of feature evaluation can be obtained from the BSWFMs. Non-overlapped 
area heuristic is applied to measure importance of a feature. The larger area, the more 
feature characteristic is implied. Fig. 6 is an example to measure non-overlapped area 
of CD3+/CD8 feature.  
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Fig. 6. Non-Overlapped Area of CD3+/CD8 
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Table 2 shows the importance of feature ranked by the non-overlapped area meas-
urements. The 12 features selected from 23 features by the measurements, accuracy of 
99.35% (1 misclassification from 153 input patterns) was achieved (Table 3).  

Table 3. Performance Results on Antibody Deficiency Syndrome with Salient Features 

Algorithm Recognition Rate No. of Rules 

NEWFM 92.41% 2 
NEWFM with Non-Overlapping Area 
Measurement Method 

99.35%* 2 

* The result is obtained from 12 selected features out of 23 features. 

4   Concluding Remarks  

In NEWFM model, a fuzzy set in a hyperbox node implies information of characteris-
tics for all input features. The enhanced bounded sums of weighted fuzzy membership 
functions (enhanced BSWFMs) in hyperbox nodes amplify the characteristics of input 
patterns with the following advantages.  

1) The enhanced BSWFMs in a hyperbox can maintain complementary information 
which handles local maxima problems, ambiguous subsets of feature space, and dis-
junctive fuzzy information in the pattern space.  
2) Rules can be extracted easily since a set of enhanced BSWFMs in a hyperbox is 
direct interpretation of a fuzzy rule.  
3) The number of hyperbox nodes can be reduced, since the enhanced BSWFMs rep-
resent the characteristics of input patterns by preserving the fuzziness of small, me-
dium, and large.  
4) The enhanced BSWFMs show important feature values visually. The heuristic of 
non-overlapped area is applied to measure importance of features.  

By the above advantageous properties of NEWFM, we extract human comprehen-
sive rules for UCIIL data set to predict antibody deficiency syndrome diagnosis with 
99.35% accuracy using only 12 features.  
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Abstract. This paper presents an evaluation of the four of the more
common gene finding programs. The evaluation was conducted on a new
data set consisting of only human genome sequences extracted from Gen-
Bank. Newest sequences were used to avoid overlap with the training sets
of the gene-finding programs. The results of this evaluation are then used
to classify the gene finding programs using fuzzy logic. The programs are
classified into three fuzzy sets of high, mediocre and low accuracy. The
results are then presented in the form of words so as to be easily under-
stood by humans.

1 Background

With many sequencing projects underway, a number of them in different stages
of completion, the current challenge is to make sense of the enormous amount of
information coming out of these projects. One of the main areas of research is
in the identification of actual genes in the sequences. In April 2003, The Human
Genome Project announced the completion of the DNA reference sequence of
humans. One major task ahead is to find and understand the working of the
human genes, since only about 15,000 of an estimated 30,000 to 40,000 of which
have been found. Many programs have been developed from more than a decade
ago, and many more are in development today to computationally find the genes
in the DNA sequences. Previous evaluations of computational gene finding pro-
grams have either used genome sequences of more than one organism [11], [3])
or used semi-artificial sequences [7]. This evaluation uses only human genome
sequences extracted from GenBank and uses the traditional measures of accu-
racy. Fuzzy set theory is then used to classify these programs as having high,
mediocre or low accuracy.

2 Gene Finding
This work deals only with protein coding genes. Computer based gene finding is
essentially based on two methods: homology searches and ab initio prediction.
Homology searching programs compare genomic sequence data to gene, protein
sequences, etc. of the same or other organisms that have already been identified
and are present in databases. Programs that use ab initio methods are often
divided into two categories, signal sensors and content sensors. Signal sensors
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attempt to identify sequence signals such as start and stop codons, promoter
sequences, etc. They mainly comprise of pattern recognition methods such as
weight matrices, decision trees and neural networks. Content sensors work by
trying to find genes by detecting the content of the sequence. Haussler [9] states
that the most important and most studied content sensor is the sensor that
predicts coding regions. Current gene finding programs range from simple open
reading frame (ORF) finders to complex programs that construct gene models
by using results generated from a diverse set of resources such as the Combiner
[1]. Li [10] maintains a good list of current gene finding programs.

Computational gene-identification will however be useful only if it is proven to
be able to achieve useful levels of prediction accuracy. Also, there currently are a
range of gene finding programs with different strengths and weaknesses and dif-
ferent capabilities and limitations. Hence independent evaluations to determine
the accuracy of gene finding programs are necessary. Burset and Guigo’s work [3]
evaluated the programs that predicted protein coding genes in genomic DNA se-
quences. That work has now become the de facto standard for evaluation of the
accuracy of gene-identification programs. Rogic [11] also performed an evaluation
of computational gene finding programs, based on Burset and Guigo’s [3] stan-
dards. Guigo et al. [7] have also done an evaluation of gene-prediction accuracy on
large semi-artificial DNA sequences while Zhang and Zhang [17] have conducted
an evaluation of gene finding algorithms by a content-balancing accuracy index.

Current computational methods for gene finding have several drawbacks. All
predictions are of protein coding regions: non-coding regions are not detected.
Also, since only protein genes are detected, non-protein coding RNA genes are
not found. Predictions are generally for ’typical’ genes, and must have a begin-
ning and an end. Partial and multiple genes are often missed, and methods are
sensitive to G+C content [2]. It has been found that important structural prop-
erties of genes are strongly correlated with the amount of the bases Guanine and
Cytosine (G+C content) in the genomic sequences [6]. Genes from G + C-poor
regions code for proteins that are on average longer then those from G + C-rich
regions. With just this list of drawbacks, it can be seen that there still is a long
way to go to achieve highly reliable computational gene finding. It is hoped that
this evaluation using random real sequences, while not taking into account most
of these constraints, will give us an idea of the current state of computational
gene finding and thus enable us to form an idea of the progress that needs to be
made to be able to achieve the ultimate goal of computational gene finding with
results that very closely match biological laboratory methods.

2.1 Motivation

Although there have been a few independent evaluations of computational gene
finding programs, there hasn’t been one done solely to evaluate the accuracy of
these programs on only human genomic sequences. Guigo et al. [7] used a semi-
artificial test set. Since their work, the Human Genome Project has in April 2003
announced the completion of sequencing of the human genome. Much more ac-
tual data has therefore become available. It is now possible to use the gene
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finding programs on substantial real genomic sequences. This became the moti-
vation to conduct this evaluation of gene finding programs with test sequences
specifically from the human genome.

2.2 The Data Set

The data set used for this evaluation consists of exactly one hundred human
genomic gene sequences extracted from Genbank using Entrez Gene. Only se-
quences of protein coding genes that were created between the 1st of June 2003
and the 1st of January 2005 with validated RefSeqs were chosen. No further cri-
terion was considered, to allow the evaluation to be conducted on random real
world data.

3 Test Method

Only predictions for the Watson or plus strand were taken into account for
this evaluation. The predictions of the gene finding programs were saved into
local files. The CDS section of the GENBANK entry for each gene contains
the actual coding sequences and this information was also annotated and stored
locally. Rogic’s [11] script for calculating the accuracy measures was modified
and rewritten into C. The accuracy measures were calculated by reading data
from the files containing the predicted data and actual data. The results are
shown in Table 2.1.

4 Accuracy Measures

The accuracy of a gene finding program can measured at nucleotide level and
exon level. This evaluation uses the accuracy measures that have now become
the de facto standard for measuring the accuracy of gene finding programs.

The nucleotide level accuracy gives a measure of the search by content ability
of the gene finding program, while the exon level accuracy gives a measure of
the search by signal ability of the program.

4.1 Nucleotide Level Accuracy

At the nucleotide level, accuracy is measured by comparing the predicted status
(coding or non-coding) and actual status of each nucleotide along the test se-
quence. Here both prediction and reality are binary variables whose values (cod-
ing or non-coding) have been observed along the nucleotides in the sequence.
The following values are then defined:

1. TP - the number of coding nucleotides predicted correctly as coding
2. TN - the number of coding nucleotides predicted correctly as non-coding
3. FP - the number of non-coding nucleotides predicted incorrectly as coding
4. FN - the number of non-coding nucleotides predicted incorrectly as non-

coding
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Then we can find the proportion of coding nucleotides that are correctly pre-
dicted as coding, sensitivity (Sn), with the formula:

Sn =
TP

(TP + FN)
(1)

and the proportion of nucleotides that are predicted as coding and are actually
coding, specificity (Sp), with the formula:

Sp =
TP

(TP + FP )
(2)

Sensitivity and specificity are in fact conditional probabilities. Sn is the prob-
ability of a nucleotide that is actually a coding nucleotide being predicted as
coding, and Sp is the probability of a nucleotide that has been predicted as a
coding nucleotide to be actually a coding nucleotide.

Neither Sensitivity nor Specificity alone constitute good measures of global
accuracy, therefore a single scalar measure that captures both sensitivity and
specificity is used. This is called correlation coefficient and is defined as :

Cc =
(TP ∗ TN)− (FN ∗ FP )√

(TP + FN) ∗ (TN + FP ) ∗ (TP + FP ) ∗ (TN + FN)
(3)

The Correlation Coefficient has been widely used to evaluate gene finding
programs [8], [13],[4],[15],[14]. However it is not defined in cases such as those
where the input sequence has no coding nucleotides or the prediction contains
no coding nucleotides. A similar measure that always defined is the approximate
correlation, AC:

AC = (ACP − 0.5) ∗ 2 (4)
Where ACP is the average conditional probability defined as:

ACP =
1
4

(
TP

TP + FN
+

TP

TP + FP
+

TN

TN + FP
+

TN

TN + FN

)
(5)

4.2 Exon Level Accuracy

Exon level accuracy of the gene finding programs is evaluated by comparing
predicted and true exons along the test sequence. This is also a widely used ap-
proach. However, the prediction of exons is not a crisp value as with nucleotide
level accuracy. Exons can be exactly predicted, with both boundaries correctly
predicted, partially correct with either one boundary predicted correctly, par-
tially correct with neither boundary correctly predicted but having a region of
overlap, and wrong exons. The next section of this work discusses the accuracy in
terms of fuzzy logic to take into account this fuzzy concept of correctly predicted
exons. Here we continue with the traditional method of evaluating accuracy by
determining the exon level sensitivity (ESn) and (ESp) :

ESn =
NT

NA
(6)

and
ESp =

NT

NP
(7)
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Table 1. Results from the current evaluation

Programs Nucleotide Level Accuracy Exon Level Accuracy
Sn Sp ESn ESp ME WE OL

HMMGene 0.81 0.78 0.53 0.55 0.22 0.22 0.04
GeneMark 0.75 0.76 0.42 0.42 0.22 0.25 0.10
FGENES 0.75 0.73 0.54 0.49 0.19 0.26 0.08

FGENESH GC 0.51 0.46 0.37 0.33 0.47 0.5 0.08

Table 2. Results from Rogic’s (2000) HMR 195 dataset

Programs Nucleotide Level Accuracy Exon Level Accuracy
Sn Sp Sn Sp ME WE OL

HMMGene 0.93 0.93 0.76 0.77 0.12 0.07 0.02
GeneMark 0.87 0.89 0.53 0.54 0.13 0.11 0.09
FGENES 0.86 0.88 0.67 0.67 0.12 0.09 0.02

Where

1. NT = the number of exactly predicted exons, also called true exons.
2. NA = the number of annotated exons
3. NP = the number of predicted exons

As with nucleotide level accuracy, these measures are not wholly correct when
used alone, and hence usually their average measure is used as a reliable measure
of the program’s exon level accuracy. The tables also show values for:
1. OL - proportion of predicted exons that overlap actual exons
2. ME - proportion of missed exons
3. WE - proportion of wrong exons.

(Burset and Guigo, 1996 and Rogic, 2000)

5 Discussion

The results of this evaluation are shown in table 2.1. The results of the evaluation
conducted by Rogic [11] using the HMR195 data set are shown in table 2.2 to
allow for easy comparison. It can be seen that the accuracy in each case is lower
than the accuracy achieved with the previous evaluations of the corresponding
programs conducted by Rogic [11]. This can be attributed to the difference in
data sets. Rogic’s [11] dataset was a carefully considered set, where many criteria
were used to select the genomic sequences such as excluding sequences containing
alternatively spliced genes, sequences whose coding region contains in-frame stop
codons, etc., whereas the data set used in this evaluation can be said to be
partially ‘blind’, i.e. any protein coding genic sequence with a suitable length
for the gene finding programs were accepted. Also, Rogic’s data set consisted
of human, mouse and rat genomic sequences while the data set for the current
evaluation consists of only human genomic sequences. Thus it can be seen that
while the current range of gene finding programs are able to find genes in genomic
sequences, there is still a long way to go to achieve reliable prediction on random
real genomic sequences.
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6 Classification Using Fuzzy Logic

6.1 Introduction

The previous section presented the results of evaluation of several gene finding
programs. The accuracy was then computed using the conventional accuracy
measures of nucleotide and exon level sensitivities and specificities, and the pro-
portions of missed, wrong and overlapping exons. This information would be
useful to both biologists looking to use the gene finding programs in a biological
context, as well as to computer scientists looking to understand and work on
the gene finding programs in a computational context. However, to neither of
these groups of people would the accuracy measures be immediately useful: they
would have to study the meaning of the specific measures in order to form an
idea of the accuracy. This is because it would not be immediately apparent if,
for example, 0.71 is considered to be a high value for sensitivity or the opposite,
a low value for sensitivity. One would need to look at the values for sensitiv-
ity for a number of programs with a range of sensitivities before being able to
guess if one particular value is high or low. Hence it can be said that accuracy
measures presented in the previous section are just data - they will not give us
knowledge without deeper study. Therefore we propose the use of fuzzy logic to
classify these programs, with the aim of being able to convey sufficient infor-
mation to both biologists and computer scientists regarding the accuracy of the
gene finding programs.

Zadeh in 1965 [16] introduced the concept of fuzzy sets. He defined the term
fuzzy logic as a set of mathematical principles for knowledge representation based
on degrees of membership rather than on crisp membership of classical binary
logic. According to this definition, a temperature of zero degrees would have the
lowest degree of membership (i.e. not a member at all) in the fuzzy set of hot
temperatures, and would have the highest degree of membership in the fuzzy
set of cold temperatures. Fuzzy logic thus, unlike conventional Boolean logic, is
multi-valued and deals with degrees of membership and degrees of truth. This
makes it better suited for modelling real world knowledge and problems.The
problem of classifying the gene finding programs in terms of levels of accuracy
is similar to the classification of hot and cold temperatures. There is no sharp
distinction between any program that defines it to be accurate or not. In fact,
accuracy is a ‘fuzzy’ value. It is therefore apt to model the accuracy of the gene
finding programs using fuzzy sets. If we go one step further and label the fuzzy
sets using human-understandable words, instead of using crisp numbers, we are
then able to easily convey sufficient information to the persons interested in
simply knowing which program is more accurate, and in what ways.

Fuzzy logic has been used in classification in many other applications. Differ-
ent and more complex fuzzy methods such as rule-based and decision tree fuzzy
classification methods have been used. Examples range from Roubos et al. [12]
who have developed an automatic rule-based classification system for classifying
the Wine data, to Driese [5] who uses a fuzzy classification for developing and
measuring the accuracy of a vegetation map.
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Fig. 1. Fuzzy sets Low, Mediocre, High

6.2 Accuracy Measures Classified Using Fuzzy Sets

In order to classify the accuracy measures, we define three fuzzy sets for each
accuracy measure: high, mediocre and low as shown in Fig. 1. We then determine
the membership of each member of the data set used in the evaluation using the
membership function shown below.

Fuzzy set Low of the data set X is defined by the function μm(x) such that

μm(x) : X → [0, 1] (8)

Where
μm(x) = 1 if x is totally in Low (9)

μm(x) = 0 if x is not in Low (10)

0 < μm(x) < 1 if x is partly in Low (11)

Identical membership functions are used for the fuzzy sets Mediocre and
High.

For each of the accuracy measures for each program, the membership of
each member of the data set is then determined; then the set with the highest
number of members for each accuracy measure determines the characteristic of
that accuracy measure for that program. For example, for the program FGenes,
for the first sequence in the data set, the value Sn, nucleotide level sensitivity is
determined. If this value is higher than or equal to 0.9, then the first sequence
belongs to the fuzzy set High with a membership degree of 1. Otherwise, if
this value is less than 0.9 and greater than 0.85, then it partly belongs in the
fuzzy set High and partly belongs to the fuzzy set Mediocre. The membership
degree is arbitrarily assigned to the value 0.2. These membership values are
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Table 3. Results of the current evaluation for GeneMark

Programs Nucleotide Level Accuracy Exon Level Accuracy
Sn Sp Sn Sp ME WE OL

GeneMark 0.75 0.76 0.42 0.42 0.22 0.25 0.10

then totalled and the set with the highest value determines the characteristic of
that particular accuracy measure. The specific values which determine the set
are in this instance, determined by a detailed comparison of the raw data. So,
continuing with the example for FGenes, if the data set contains 5 members each
with the following memberships and degrees of memberships for the accuracy
measure nucleotide level sensitivity:

1. Member no. 1 belongs to fuzzy set High with a membership degree of 1.0
2. Member no. 2 belongs to fuzzy set High with a membership degree of 1.0
3. Member no. 3 belongs to fuzzy set High with a membership degree of 0.5

and belongs to the fuzzy set Mediocre with a membership degree of 0.5
4. Member no. 4 belongs to fuzzy set Mediocre with a membership degree of

1.0
5. Member no. 5 belongs to fuzzy set Low with a membership degree of 1.0

Thus the total for the fuzzy set High is 2.5, for the fuzzy set Mediocre is 1.5 and
for the fuzzy set Low is 1.0. Hence the program FGenes can be said to have ‘high’
nucleotide level sensitivity. In this way, the characteristic of each of the accuracy
measures is determined. This result is then displayed in words, for example the
output from the program GeneMark is :

‘‘This program has high sensitivity and high specificity at the
nucleotide level, and has low sensitivity and low specificity
at the exon level. ’’

Now, if compared with the results in the form above, and the ‘conventional’
results, in the table form as shown in table 3.1, we can easily see the usefulness
of the fuzzy classification. With the results from the fuzzy classification, one
would be able to get an idea of the accuracies of each program at a glance.

6.3 Results from Fuzzy Classification

The fuzzy classification method presented in this work gave the following results:

1. HMMGene:
“This program has high sensitivity and high specificity at the nucleotide
level, and has low sensitivity and low specificity at the exon level. ”

2. FGENES:
“This program has high sensitivity and high specificity at the nucleotide
level, and has low sensitivity and low specificity at the exon level. ”

3. FGENESH GC:
“This program has low sensitivity and low specificity at the nucleotide level,
and has low sensitivity and low specificity at the exon level.”
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4. GeneMark:
“This program has high sensitivity and high specificity at the nucleotide
level, and has low sensitivity and low specificity at the exon level. ”
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Abstract. Large-scale genome-wide genetic profiling using markers of single 
nucleotide polymorphisms (SNPs) has offered the opportunities to investigate 
the possibility of using those biomarkers for predicting genetic risks. Because 
of the special data structure characterized with a high dimension, signal-to-
noise ratio and correlations between genes, but with a relative small sample 
size, the data analysis needs special strategies. We propose a robust data 
reduction technique based on a hybrid between genetic algorithm and support 
vector machine. The major goal of this hybridization is to fully exploit their 
respective merits (e.g., robustness to the size of solution space and capability of 
handling a very large dimension of features) for identification of key SNP 
features for risk prediction. We have applied the approach to the Genetic 
Analysis Workshop 14 COGA data to predict affection status of a sib pair based 
on genome-wide SNP identical-by-decent (IBD) informatics. This application 
has demonstrated its potential to extract useful information from the massive 
SNP data. 

1   Introduction 

The linkage analysis based on sib-pair’s identical-by-decent statistics is one of the 
most popular methods for mapping genes for complex human diseases. Nevertheless, 
application of the sib-pair informatics to predict the disease status of a sib pair has not 
seen in the literature. The vast amount of data being acquired in the large-scale 
genome-wide genetic profiling using makers of single nucleotide polymorphisms 
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(SNPs) such as for the Genetic Analysis Workshop (GAW) 14 COGA data has 
provided ideal opportunities to address this issue. Its medical implications include a 
new molecular way to early prediction and reliable diagnosis. 

The high-throughput SNP profile data have the characteristics of the high 
dimension (over ten thousands in this GAW data), noise, and relative small sample 
sizes. Therefore, data reduction (or called feature selection) techniques for analysis of 
the high dimensional data have been one of the focuses in the methodological 
development in recent years. Their utilizations are not simply to reduce the dimension 
of SNP features and to avoid the curse of dimension. More importantly, their 
applications can improve the prediction performance of the resulted classifiers, and 
exclude the interferences of a large number of irrelevant features with hunting for the 
molecular signatures for clinical implications.  

A procedure for feature selection can be divided into two distinct steps: the search 
step and the evaluation step. Although an exhaustive search over the entire feature 
space, and branch-and-bound algorithm [3] can lead to an optimal solution, the two 
approaches have rarely been used in analysis of the high-dimension biological data 
because of computational costs. Thus, heuristic search methods such as Greedy 
Climbing Hill [4], the Best First Method and Genetic Algorithm(GA) [5,6] have 
received increased attentions for dimension reduction. The first two methods search 
for an optimum by changing the local search space though The Best First Method 
allows backtracking along the search path. They thus fail to capture many important 
feature subsets. In either approaches, once a feature is taken in (or removed out), it 
will never be considered again. Genetic algorithm is an adaptive search engine that 
emulates the natural selection process in genetics [5]. It employs a population of 
competing solutions—evolved over time by crossover and mutation; and selection—
to converge to an optimal solution. The solution space is efficiently searched in 
parallel and a set of solutions instead of a solution are computed to avoid becoming 
stuck in a local optimum that can occur with other search techniques. In addition, its 
robustness to size of search space and the underlying multivariate distribution 
assumptions has made it a promising method for feature selection over a high-
dimension space. Nevertheless, genetic algorithm itself is merely a searching 
algorithm. To apply this algorithm to biological applications, several issues need to be 
resolved. First, a suitable fitness function has to be defined to map the biological 
reality. Second, the number of features contained in the optimal feature subsets can be 
large at early generations. The coupled classifier evaluating fitness of a candidate 
feature subset must have the capacity for handling the data of a very high-dimension 
feature space but of a limited sample space. There are many potential choices for a 
classifier, but majority can only deal with a limited dimension of features. Support 
Vector Machine (SVM) [2], resulted from recent advances in statistical learning 
theory and machine learning, is an exception. Its unique advantages for treating this 
particular data structure, for avoiding overfitting and dimensional curse, and for 
nonlinear modeling, have made it a popular tool in pattern recognitions. In this study, 
we evaluate a hybrid between genetic algorithm and support vector machine (termed 
GA-SVM) that can fully utilize the unique merits of the two data mining tools. 
Genetic algorithm is used as the search engine, while support vector machine is used 
as the classifier (the evaluator). We apply the proposed approach to predict the  
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affection status of a sib pair based on genome-wide IBD profiling for the COGA 
study. This application has demonstrated its potential to extract useful information 
from the massive SNP data.  

2   Methods 

2.1   Defining the Phenotype(s) of a Sib Pair 

Consider a binary disease trait. Each sib can take any one of two possible value, say, c 
(c = 1, 2).  We define the phenotype of a sib pair (a specific combination of two 
values of a sib pair) as: Gi (i = 1, 2, 3):  

G2 = concordant affected, both sibs in a sib pair are affected, 
G1 = discordant, only one in a sib pair is affected,  
G0 = concordant unaffected, no sibs in a sib pair are affected. 

In this study, we exclude the data for discordant sib pairs so that we have a population 
consisting of two mutually exclusive groups.   

2.2   Defining the IBD Feature Vector 

Next, for each sib pair we define a feature vector (X) which can include the estimated 
proportions of alleles (x) shared IBD by the sib pair at L markers along a chromosome 
(segment). The feature vector can also include clinical features to construct a clinical-
genomic model. To investigate the genetic effects of the underlying molecular 
signatures, we are searching for a cluster of SNP markers whose IBD distributions 
among the disease affection groups lead to the best-fit partition (grouping) to the 
observed one. Consider a general setting of K disease affection groups for an ordinal 
trait (here K = 2) and M feature variables (L SNPs plus M-L clinical covariates). Let 

1N , 
2N , … , 

KN  be sample sizes for Gi (i = 1, 2, … , K). Then, the feature vector 

data for N (N = Ni) sib pairs can be expressed as: 

)()(
2

)(
1

)2()2(
2

)2(
1

)1()1(
2

)1(
1

,,,

,,,

,,,

,,,

2

1

K
N

KK

N

N

K
xxx

xxx

xxx

 

2.3   The GA-SVM Algorithm 

First, we generate randomly the fixed-length binary strings for n individuals of feature 
IBDs to build up the initial population. Each string represents a (IBD) feature subset 
(coding of the feature subset) and the values at each position in the string are coded 
either presence or absence of a particular IBD feature. Then, we calculate the fitness 
(i.e., how well a feature subset survives over the specified evaluation criteria) for each 
feature subset. Here, we adopt classification accuracy as the fitness index (eval), 
evaluated using a linear SVM. Better feature subsets have a greater chance of being 
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selected to form a new subset through crossover or mutation. Mutation changes some 
of the values (thus adding or deleting features) in a subset randomly. Crossover 
combines different features from a pair of subsets into a new subset. The algorithm is 
an iterative process where each successive generation is produced by applying genetic 
operators to the members of the current generation. In this manner, good subsets are 
“evolved” over time until the stopping criteria are met. The detailed computational 
procedures and the Matlab source codes can be found at www.biocc.net/ga-svm. We 
classify the phenotypes of sib pairs with the IBD features contained in each individual 
using a linear SVM. The accuracy of classification is estimated:  

1

ˆ( ( , )) /
T

t t
t

acc I y y T
=

=
 

(1) 

where T is the number of test samples and,  

ˆ1 if 
ˆ( , )

0 otherwise
t t

t t

y y
I y y

=
=

 
(2) 

In this study, a five-fold cross-validation (CV) resampling approach is used to 
construct the learning and test sets. First, the two-class samples are randomly divided 
into 5 non-overlapping subsets of roughly equal size, respectively. A random 
combination of the subsets for the two classes constitutes a test set and rest of subsets 
are totally used as the learning set. The 5-fold CV resampling produces 25 pairs of 
learning and test sets. Each individual is evaluated by the averaged value over the 25 
pairs, i.e.,  

25

1

( ) / 25j k
k

eval acc
=

=
 

(3) 

where k is the replicate number and acck  is the classification accuracy for the kth 

replicate. The data reduction process stops when the drop (or difference) in 
classification accuracy in the best individuals at successive generation reaches to 
0.001. 

3   Application To GAW 14 

We perform analysis of all the Affymetrix SNP markers from chromosomes 1-22 in 
the GAW 14 COGA data, simultaneously. First, using a t-test ( 0.01α = ), we have 
filtered out 117 markers of differential IBD using 790 sib pairs of two affection 
groups (concordant affected or concordant unaffected for ALDX1, an alcoholic 
dependence measure). The resulted IBD matrix is of 790×117 dimensions. We 
conduct the SNP feature selection on the data by using the GA-SVM algorithm. 

We start with all the 117 markers and then step down to reduce the dimension of 
the markers successively for 8 generations. For each generation, we first randomly 
halve the number of markers of the previous one in each individual. As shown in 
Figure 1, the accuracy of GA-SVM for classification of a sib-pair affection status 
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drops slightly from 80.48% (with all 117 SNPs as predictors) to 76.00% (with the 
converged subset of 18 SNPs (Table 1) as the prediction set) and then is stabilized. 
For comparison, a counterpart hybrid between genetic algorithm and K-nearest 
neighbors (KNN) is also performed, which has generally significant reduced 
performance than our proposed hybrid. This application implicate that there is a space 
for further improvement in predicting the alcoholism affection status of a sib pair 
based on genome-wide SNP IBD profiles, perhaps with the contributed other clinical 
risk factors, to some extent which have reflected the complex nature of the behavior 
disorder. 
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Fig. 1. Comparison of GA-SVM and GA-KNN for classification of alcoholism status of a sib 
pair based on SNP IBD profiles. Shown are the averaged accuracies of the best individual 
trained at each generation and evaluated with 25 replicates produced from a 5-fold cross-
validation procedure. 

Table 1. The list of SNPs in the best converged individual trained with GA-SVM for 5 
generations 

CHR01 CHR02 CHR03 CHR04 CHR05 CHR06 CHR07 

tsc0239498** tsc0515224** tsc0049652** tsc0272738** tsc0624855 tsc0525458 tsc0049271 

tsc1482739 tsc1531602*  tsc1210823** tsc0797361 tsc0593649 tsc0051005* 

tsc0302182**       

tsc0611403       

       

CHR08 CHR10 CHR12 CHR13 CHR15 CHR16 CHR22 
tsc0671100* tsc0499894 tsc0060814* tsc0249697 tsc0149546** tsc0446682 tsc1721389 

tsc0697651* tsc0811622      

Note: Six shaded markers are deleted by GA-SVM at the last generations and the final 
individual contains 18 markers.  
* and ** P < 0.05 and P < 0.01 with Haseman-Elston regression test, as implemented in 
SIBPAL2 of the S.A.G.E. package. 

a b 
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4   Discussions 

A promising direction of research for analysis of the large-scale SNP data is to 
perform a feature selection procedure for shrinking the feature space, and achieving a 
high generalization performance for biological application, such as genetic risk 
prediction in this study. Current methods for the feature selection can be divided into 
three groups: marginal filtering, sequential selection, and strictly multivariate 
modeling. Marginal filtering [1] has computational advantages of speed and 
simplicity, but it can not utilize the information hidden in gene interactions. 
Theoretically, distribution-based multivariate modeling is the most powerful and can 
take into account the multivariate correlation structures of the high-dimension SNPs 
simultaneously. Nevertheless, its computational complexities confine its application 
to a very limited dimension. Sequential selection approaches lie in between the above 
two methods and enjoy extensive application for feature selection, particular in 
machine learning and pattern recognitions.  
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Abstract. It is a project with significant challenge to predict functions of genes 
in the post-genomics era. Most function annotation systems is available to 
predict functions of part genes, but the rate of annotation is very low and a large 
number of genes can not be annotated, what's more, the measure of credibility 
isn't quite sure. Aiming at the problem, we address the new concept of 
functional expression profile using knowledge system existed, and consider the 
method of gene cluster mapping associated with hub genes to predict functions 
of genes which are not still annotated based on the association between gene 
expression and gene function. At last we applied the method to colon data set. 
The results implied the prediction efficiency and credibility have been 
improved significantly by the method. 

1   Introduction 

Genome researchers have shifted their focus from structural genomics to functional 
genomics[1].The availability of a growing number of completely sequenced genomes 
opens new opportunities for understanding of complex biological systems. The sheer 
amount of data obtained by microarray experiments and complexity of relevant 
biological knowledge present a number of challenges in functional prediction in the 
post-genomics era. Its major goal is to understand the functions of organism system 
by analyzing genome data, so that it is one of the most important task to predict 
functions of large numbers of genes. It's a deeply significative research project that 
how to mine the functional information by the methods of bioinformatics facing the 
vast data. At present, some familiar functional annotation system and related database 
could predict the function of genes, such as GO,KEGG[2] and Genbank[3], and so on. 
However, the genes whose function is not known are still in the majority after all. 
Only annotation information of minority genes can be inferred using annotation 
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system or database query system existed. As a result, the rate of annotation is too 
small For those genes which can't be annotated, we can realize functional prediction 
by sequence align and homologous comparison[4].And yet the efficiency of       
annotation is low by the way and many databases couldn't provide batch process 
service but submitting record by record. Clearly, it has became a bottleneck for the 
functional prediction of high-throughout gene. Aiming at the problem, we begin with 
the association between gene expression and gene function to construct the 
homologous expression profile using annotated information of genes. We proceed 
clustering analysis by introducing the measure of functional similarity of genes. As 
mentioned above the hub genes are selected and then the functional prediction is 
carried out. The results show that the prediction efficiency and credibility can be 
improved significantly. 

The paper is organized as follows. In Section 2, we describe how to construct 
functional expression profile, how to construct the matrix of related genes via the 
cluster results from functional expression profile, how to extract the hub genes and 
how to predict functions of genes which are not annotated with the cluster involving 
hub genes. In Section 3, we describe the data experiments and discussion. In this 
section, data set and experiments are introduced. The experiments provide the results 
of functional prediction by annotation information from Pathway[5]and GO 
respectively, comparing the differences between two results and explaining the cause 
produced. At the same time, we give the credibility of prediction a simple validation. 
We raise several issues for future work in the last section. 

2   Method 

2.1   Construct the Homologous Expression Profile Under Different Types of 
Annotation Systems 

Usually, we use matrixes to store the information about the gene expression profiles. 
Each gene is represented by a row and each example or a type of experimental 
condition is represented by a column. The element at the crossing indicates the 
expression value of gene which is corresponding to the row under the sample or the 
condition represented by the corresponding column. Similar to the way that using 
matrix to describe gene expression profiles, we can store the annotation information 
coming from different annotation systems in a matrix. But there are some preliminary 
works to do, that is, to alternate the annotation results into numerical forms. Because 
the storage form of this kind of information is similar to the gene expression profile, 
we call it homologous expression profile. We’ll illustrate the steps of developing 
homologous expression profile by taking the annotation results of genes in GO as an 
example. 

We denote the set of genes annotated and the node set obtained by annotating from 
GO as { }mgggG ,, 21= and { }kvvvV ,, 21=  respectively. Then we can represent 

the annotation result of every gene by using { } )1(  1 mikjvS ji ≤≤≤≤= , and all the 

node sets of annotation results for all of genes can be expressed as 
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mi SSSSS 21= .Regarding genes in G  as row of matrix and nodes in S  

as column, we denote the element in a matrix by using the symbol ijx′ , where   

1,gene  is annotated on node ,

0,otherwiseij

i j i j
x

≠
′ =

 
(1) 

In the matrix of homologous expression profile, each row vector representing every 
gene suggests the result of gene annotated using GO terms, which shows the nodes 
that gene is annotated from GO. Each row vector implies the function of a gene. So 
that, a homologous expression profile reveals the function of every gene in the sense 
and we also call the homologous expression profile functional profile. 

Equivalently, we can gain the homologous expression profile of annotation results 
corresponding to the genes annotated from Pathway, and both of the two profiles are 
matrixes with 0 and 1 as the element. 

2.2   Functional Prediction 

2.2.1   Clustering Based on Homologous Expression Profile 
We annotate the genes to be studied in GO and Pathway, and transform the annotation 
results in homologous expression profile form. Thus, we can store the annotation 
information of genes with matrix. We can analyze the homologous expression profile 
data using the methods which have been implemented in analysis for expression 
profile data. 

There are more several methods for clustering, and here the hierarchical-clustering 
method is applied[6]. As we know Hamming-distance is suitable for processing 
binary-value, mainly 0 and 1. So we select it as metric for calculating distance in 
clustering. Hamming-distance is defined by ),2,1(),/)''((# kjkxxd sjrjrs =≠= , 

where rjx' and sjx'  represent the homologous expression value (0 or 1) of gene r  and 

gene s  under the sample j  or condition j  respectively. # implies the number of gene 

pairs which are satisfied some condition and k  implies the number of nodes 
annotated. Hamming distance reveals the difference between annotation results of two 
genes. The smaller rsd is, the more similar between functions of two genes. In this 

way, we can get clustering results for annotation information from GO and Pathway. 
In addition, clustering is applied to the information of gene expression, which is 

more easier with Euclidean distance as cluster metric. According to be mentioned 
above, the clustering results with three ways can be obtained. The clustering results 
for annotation information from GO and Pathway respectively, and the clustering 
results for gene expression information, altogether three clustering results are given. 

2.2.2   Associated Intensity Matrix of Genes 
According to the analysis of cluster based on above, we can gain m  cluster results at 
most by clustering with m  genes. If let C be the number of clusters for every cluster 
result, then we can conclude mC 1,2 . And for every cluster result, an associated 

intensity matrix of genes can be obtained as nnijC tT ×= )( , )2,1( mC = ,where 
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1,gene  and gene  are grouped in the same cluster, 

0,otherwiseij

i j i j
t

≠
=

 
(2) 

Under different number of cluster when clustering is applied, the more the 
associated intensity between two genes is strong, the more the possibility that these 
two genes are expected to be grouped into the same cluster is high, vice versa. So that 
we can add all the associated intensity matrix of genes corresponding to every number 

of cluster, that is
=

=
m

C

CTT
1

, which implies the associated intensity between every two 

genes. But the number of genes annotated is so variational across different annotation 
system that T obtained from different annotation system are incomparable. It's 

necessary to make T normalized, the result is given by formula
m

T

T

m

C

C

==′ 1 , let ijt′  be 

the new form of ijt after T is normalized, and [ ] ),2,1,( , 1,0, mjit ji =∈′ . 

For normalized associated intensity matrix of genes T ′ , in which every numeric 
element reveals the intensity of association between genes standing corresponding 
row and column. But the elements which can imply significant associated intensity 
are only part of the whole. Statistical significance test is needed to associated intensity 
in the associated intensity matrix of genes. Let α  be the one-tailed significance level, 
then all the elements in the matrix are ranked in order of ascending their value, get the 
element at percentile of α−1  as the threshold at last. Thus we can set all of the 
elements which are smaller than the threshold as zeros. Like this, all the nonzero 
elements in the matrix can be seen completely significant associated intensity. Let 
T ′′ be the associated intensity matrix of genes after intensity value is filtered. 

2.2.3   Correlated Gene Matrix 
In the associated intensity matrix of genes, nonzero element ijt ′′  represents the 

significant associated intensity between gene i and gene j .For every gene 

i ( mi ,2,1= ) in the associated intensity matrix of genes, let nonzero element ijt ′′  in 

the row vector corresponding to gene i  be replaced by some identifier of gene 
j ( ijm ≠,,2,1 ), such as gene ID, gene accession, and so on. We call the matrix 

correlated gene matrix, represented by IDT . 

2.2.4   Construct Functional Prediction Profile of Correlated Genes 
We can construct related gene network considering the associated intensity matrix of 
genes as adjacency matrix[7,8]. In the associated intensity matrix of genesT ′′ , every 
row vector reveals the connection between the gene represented by the row vector and 
the other genes. In the correlated gene matrix, the genes involved in every row are 
connected with the gene represented by the row vector. And the genes may have same 
or similar function. A related gene network can be obtained from an associated 
intensity matrix of genes. Furthermore, we can also seek the hub genes (connecting 
with other genes in high frequency) utilizing the correlated gene network. 
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Equivalently hub genes are also identified by correlated gene matrix, based on the 
corresponding relation between known correlated gene matrix and related network. 
According with the concept 'degree' in gene network, degree also exists in correlated 
gene matrix. Degree of every gene indicates the number of nonzero elements in the 
row vector representing the gene. Here there is not any difference in in-degree and 
out-degree, namely no direction. Being similar to the approach that confirms 
significant associated intensity in the associated intensity matrix, the genes with 
significantly high degree can be identified. These genes are defined hub genes. 

In the correlated gene matrix IDT , extract every row vector corresponding to every 

hub gene and let the row vectors constitute a new correlated gene matrix hubT .For 

genes in every row and the corresponding hub gene represented by each row vector in 
matrix hubT , the probability that they are always clustered together is more big, which 

reveals they have much more similar functional annotation results. And it is shown 
that genes in every row have homologous function in which the function of hub gene 
takes up the principal part. 

Recounted above all, no matter which annotation system we chose, can we get a 
associated intensity matrix of genes, next get the correlated gene matrix. Note that all 
genes researched can be involved in the correlated gene matrix computed by 
expression data, but only just part of all genes researched are involved in the 
correlated gene matrix computed by homologous expression profile data from 
annotation results. Part or most part of the whole genes are not annotated yet. Next 
we'll predict the function of the genes not annotated considering the association 
between gene expression and gene function. 
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2id
1hub

2hub
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hubT
1di ′

2di ′
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expT
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Ι

Ι
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Ι
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ΙΙΙ

ΙΙΙ
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Fig. 1. Flow chart of Constructing correlated gene functional prediction matrix 

Generally, we explored a hypothesis that genes with same or similar expression 
profiles are likely to have similar function. Expression data of all genes researched 
can be obtained through microarray technology[9].Then we can get a correlated gene 
matrix expT according to the method mentioned. Map the hub genes in the correlated 



 A New Method for Gene Functional Prediction 841 

 

gene matrix hubT to the correlated gene matrix expT one by one, regarding the hub genes 

ID as mapping index. Extract row vectors corresponding to the hub genes mapped 
from expT and these row vectors extracted combine to form a new matrix expT ′ .Finally, 

merge hubT and expT ′ becoming a new matrix preT called gene functional prediction matrix. 

Every row vector in preT consists of three parts: The first part implies the public genes 

shared by the corresponding row in hubT and expT ′ .The second part implies the genes 

which are involved in corresponding row in hubT but not in expT ′ .The third part implies 

the genes which are involved in corresponding row in expT ′ but not in hubT .Therefore we 

can get the functional prediction results of genes not annotated under the support that 
the more similar gene expression is ,the more gene function is correlated. The 
function of genes in part three is predicted the same with hub genes and the cluster 
which the hub genes involved in. The complex prediction process is summarized in 
Fig.1. 

3   Experimental Results and Analysis of Results 

3.1   Data Set 

The data set used in the study is related to Colon cancer gene expression containing 
2000 genes. There are 40 samples included tumor tissue and 22 samples included 
normal colon tissue. The data set can be downloaded from Affymetrix company web 
site. The raw array contains about 65,000 Oligonucleotide probes from Affymetrix 
Oligonucleotide arrays. Only gene expression data including 2000 genes selected by 
U.ALON is analyzed[10]. All arrays in this dataset have been normalized. 

3.2   Experiments and Discussion 

Utilizing SOURCE database online, the functional annotation information of 2000 
genes by GO is queried. As a result, functional annotation information of 1421 
genes among 2000 genes can be obtained by GO. In addition, the annotation 
information of 2000 genes in Pathway is queried via KEGG database, and only 339 
genes are annotated. The number 339 is obviously decreased compared with the 
former 1421. It's mainly because that the annotation results in KEGG are inferred 
through circumspect experiments. Consequently, low rate of annotation is concluded. 

Construct the corresponding homologous functional expression profile with the 
annotation results in GO and Pathway according to the approach mentioned above. 
Then the two homologous expression profiles obtained from the genes annotated and 
the expression profile obtained from total genes are processed by cluster analysis. 
Here hamming distance is chosen as a criterion of cluster in homologous expression 
profiles data and Euclidean distance is chosen in expression profile data. After that, 
construct associated intensity matrix of genes based on the analysis results of 
clustering, and correlated gene matrix is constructed then. Next, seek the hub genes 
and predict the function of genes not annotated with correlated gene matrix, the 
results in detailed is described in Table 1. 
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Table 1. Comparison of annotation results obtained from Pathway and GO 

Annotation 
System 

Number of 
Gene 
Annotated 

Matrix of 
homologous 
expression 
profile 

Clustering 
Criteria  

Number of 
Hub Gene 

Number 
of Gene 
Predicted 

Pathway 
GO 

339 
1421 

339×101 
1421×1395 

Hamming 
Euclidean 

40 
224 

1105 
475 

0
25020015010050

40

 

Fig. 2. Functional prediction profile of correlated genes from Pathway annotation system 

In figure2 we show a functional prediction profile of correlated genes from 
Pathway annotation system. In the picture ,the part colored blue reveals the public 
genes which are shared by the gene cluster corresponding to the hub genes annotated 
by Pathway and genes cluster mapped to the whole 2000 genes by hub genes 
annotated in Pathway. The part colored green reveals the genes which belong to the 
former but not to the latter. The part colored red reveals the genes which are involved 
in the latter but not in the former. And the genes colored red are just what we are 
predicting. We think the function of the predicted genes is similar to the function of 
hub genes. Yellow is as background color, no genes involves in it. The functional 
prediction profile can be inferred by GO annotation system at the same theory. It can 
be observed that the number of genes predicted using GO annotation information is 
much fewer than the number of genes predicted using Pathway annotation 
information from Table 1. The primary cause is number of genes annotated by 
Pathway is much fewer than the genes annotated by GO. Based on such reasoning the 
number of genes predicted across Pathway annotation information will be increased 
relatively, as depicted in Figure 3.On the other hand, although the number of genes 
predicted using Pathway annotation information is large, its credibility is a bit low 
compared with the credibility from GO. 

Additional analysis shows that the number of genes predicted is correlated with the 
threshold of associated intensity between genes. Figure 3 shows the difference in the 
numbers of the genes predicted under different significant level. 

In order to quantify the prediction quality, we predict function by randomly 
selection of pseudo hub genes out of true hub genes. Among the whole genes 
predicted, regard those genes annotated in Pathway or GO as test samples, and make 
'recall' [11] as the measure of predicted credibility. Figure 4 shows the comparison of 
the predicted results between true prediction and random prediction by 50 
permutations[12].We can see from the figure that predicted credibility by true hub 
genes is evidently high compared with the results under random permutation. 
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Fig. 3. Comparison of predicted results under 
different level. Histogram colored blue 
represents the results of annotation or 
prediction in Pathway and histogram colored 
purple represents the same in Go. 

Fig. 4. Comparison of the predicted results 
between prediction by true hub genes and the 
prediction by pseudo hub genes sampled in 
random 

4   Future Work 

Based on those experiments and the analysis we believe our approach is a very 
effective tool for predicting functions of genes as more diverse experiments are 
performed. The most important work in the future is to construct gene network based 
on the hub genes which are regarded as the center of network, and to explore the 
association between clusters with hub gene as its center. In particular, it's attempt to 
find disease-related gene clusters according to the differences between gene clusters 
in normal sample and gene clusters in abnormal sample because of correlation existed 
among genes. 
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Abstract. Recent advances in SNPs that allow genome-wide profiling of 
complex biological phenotypes have offered the golden opportunities to unravel 
the high-order mechanisms and have also motivated development of the 
corresponding analysis strategies. Here, we design four novel comprehensive 
association criteria concerning both informatics of IBD statistic and genomic 
context. Application of these criteria along with sliding window and 
permutation test to 100 simulated replicates for two American populations to 
extract the relevant SNPs for alcoholism from sib-pair IBD profiles of pedigrees 
demonstrates that the proposed new approaches have successfully identified 
most of the simulated true loci, thus implicating that IBD statistic and genomic 
context could be used as the informatics for mining the underlying genes for 
complex human diseases. Compared with the classical Haseman-Elston method, 
our strategy is more efficient and simpler.  

1   Introduction 

Single-nucleotide polymorphism (SNP) is the most widespread form of DNA 
polymorphism in human genome. SNPs are generally considered the ideal genetic 
markers, as they are common, stable and increasingly amenable to automated large-
scale methods. Searching for disease relevant SNPs is an important task of human 
genomics. Many methods have been suggested and are under development for 
detection and analysis of relevant SNPs, but no optimal method(s) for association 
analysis of SNPs has been found so far [1]. 

Many complex human diseases such as behaviors of alcoholism investigated by 
the Genetic Analysis Workshop 14 (GAW 14, http://www.gaworkshop.org/) are not 
simple Mendelian disorders. Instead, they may have mixed contributions of genes, 
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environments and their interactions. A sophisticated mathematical model(s) is thus 
desirable to map the epidemiological complexities.  

Recent advances in identity-by-descent (IBD) linkage analysis, chromosome 
structure analysis (the Z curve method for computing the G+C content) [2], disease 
gene mining [3-7], adjacent and co-expressed genes along chromosome discovery 
(sliding window method) [8], and permutation test [9] give us insights for association 
study. An ideal measurement of correlations between molecular signatures and 
phenotypes should reflect both the signature’s effects on phenotypes and its 
interactions with others. Here, we design novel comprehensive criteria concerning both 
informatics of IBD statistic and genomic context. In this investigation, we use these 
criteria along with sliding window and permutation test to extract the relevant SNPs 
for alcoholism using sib-pair IBD profiles of pedigrees generated for GAW14. 

2   Methods 

2.1   Defining the Phenotypic Attribute of a Sib Pair 

First, we define the phenotypic attribute of a sib pair, the affection status of a sib pair 
for alcoholism. For the binary trait, there are three possible attributes, of which two 
attributes are chosen to be the phenotypes for learning: concordant affected, both sibs 
in a sib pair are affected; and concordant unaffected, no sibs in a sib pair are affected. 

2.2   Defining the Features to Be Mined 

The genetic features are defined to be the estimated proportions of alleles shared IBD 
by the sib pair at the SNP positions, provided by the GENIBD of the SAGE package 
[10]. Because our main interest is to explore the utility of the proposed method for 
extracting useful genetic information from the large-scale SNP data, we do not model 
the second-moment quantities of clinical covariates for the sib pairs.  

2.3   Four Statistics of Association Between Molecular Signatures and 
Phenotypes 

The IBD values can reflect the proportion of alleles identical by descent at the 
putative locus, for sibling pairs. The higher the IBD differences between concordant 
affected and concordant unaffected sib pairs, the stronger the SNP’s association with 
disease. Here, we will define four criteria to measure the association of molecular 
signatures with phenotypes. 

IBD difference. The IBD difference ( DF ) of a single marker ( i ) measures the 
discrepancy in its two means of IBD values in all concordant affected and concordant 
unaffected sib pairs and is defined as: 

( ) ( )
disease normal

DF mean IBD mean IBDi i i= −  (1) 

Average IBD differences for window. The measurement of average IBD differences 
for window ( ADF ) is a composite index of the IBD information and genomic  
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context and is derived based on the thought that adjacent, co-expressed and 
functional associated genes are inclined to cluster along the chromosome. It reveals 
both association of the signatures with a disease and the interaction effects between 

adjacent SNPs. ADF of the i th marker ( ADFi ) is the mean IBD differences of 

signatures within a window, which contains w  markers and is centered by the i th 
signature. ADF  is calculated for signatures in a sliding window across the genome, 
and this process is tried for windows of different sizes. Then a suitable window size is 
selected for subsequent analyses. It is calculated using the equation:                 

( )
, ( ), 1,2,

DFj
window i

ADF j window i i Ni
w

= ∈ = . (2) 

Z curve. This approach is analogous to the Z curve method originally designed for 
analysis of the G+C content in the human genome. Consider a SNP profile (or called 
sequence) with N  molecular signatures. From the first (putative) SNP signature, we 
inspect the sequence by one signature at a time. Let assume that n  ( 1, 2,n N= ) 
SNPs (or called steps) have been inspected. In the n th step, we calculate the 
cumulative IBD difference of all the previous signatures (denoted by Zn ). We further 

denote the genomic location of the n th signature by Xn , and define 01X = . Then, the 

Z curve consists of a series of nodes Pn , where 1, 2,n N= , whose coordinates are 

determined by Xn  and Zn , which are calculated: 

( )

0,1,2

1

X Location nn

n n N
Z DFn i

i

=

=
=

=

. (3) 

As implied, Zn  profiles the distribution of DF  along a sequence (here 

chromosome). Usually, for a DF -rich genome,  Zn  is approximately a monotonously 

increasing linear function of Xn . It is convenient to fit the curve of ~Z Xn n  by a straight 

line using the least square technique,                                                

z kXn= , (4) 

where ( ,z Xn ) is the coordinate of a point on the straight line fitted and k  is its slope. 

In this study, however, we use the ~Z Xn n′  curve, where                                               

Z Z z Z kX
n n n n
′ = − = − . (5) 

Let DF  denote the average DF  within a region X
n

Δ  in a sequence; we find from 

Eqs. (3)–(5) that 

ZnDF k k k
Xn

′Δ ′= + = +
Δ

, (6) 
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where /k Z Xn n′ ′=Δ Δ  is the average slope of the ~Z Xn n′  curve within the region X
n

Δ . As 

seen from Eq.(6), an up jump in the ~Z Xn n′  curve, i.e., 0k′ > , indicates an increase of 

the average DF  between concordant affected and concordant unaffected sib pairs 
within a region, and vice versa. 

Average slope for window ( AS ). it is calculated using the equation:                           

( )
, ( ), 1, 2,

window i

k j

AS j window i i N
i w

′

= ∈ = . (7) 

2.4   Permutation Test 

To evaluate the correlations between markers and phenotypes, permutation tests are 
applied. Permutation (or randomization) tests have the advantage that a particular data 
distribution is not assumed. They rely solely on the observed data examples and can 
be applied with a variety of test statistics. To evaluate a test statistic, its empirical 
distribution should be constructed. The statistical significance can be determined by 
comparing the test statistic of the original data with the distribution derived from 
permutated data [9]. 

In detail, the null hypothesis assumes the independence between SNPs and a 
disease phenotype. The empirical distribution for a test statistic is produced by using 
100 randomly permutated replicates. By comparing the observed statistic with its 
empirical distribution, we can evaluate the relevance of a SNP with alcoholism. To 
assess its significance ( p value− ), we define /p m s= , where m  is the number of the 
test statistic for the permutated samples larger than the estimated value for the SNP 
using the original data and s  is the total number of test statistic in the empirical null 
distribution. We set the level of significance for a SNP association 0.01p = . 

3   Results 

In this study, we use the 100 GAW14 simulated replicates to demonstrate the 
behaviors and properties of the proposed methods for mining alcoholism relevant 
SNPs. The dataset that we analyze contains a total of 917 SNPs located on ten 
chromosomes (with an average spacing of 3 cM) and 100 simulated replicates for two 
hypothetical American populations (Aipotu, and Karnagar, each with 100 pedigrees).  
There are nine simulated answers distributed on seven chromosomes (chromosomes 
1, 2, 3, 5, 8, 9 and 10). We perform the same analysis procedures, separately for each 
chromosome. The four statistics for each SNP are calculated. After exploring different 
window sizes ( 3, 5, 7w = ), we select 3w =  in the computations of ADF  and AS . 
Finally, we use the means of each statistic derived from 100 simulated replicates as 
the overall index to assess significance of the association ( p value− ). We have 
successfully identified 70% and 78% (i.e. realized statistical powers) of simulated true 
answers for Aipotu and Karnagar populations, respectively. It is not surprising that 
the proposed method has also identified the clusters of SNPs that are nearby the true 
trait loci as the proposed method is designed for extracting “redundant” or interacting 
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features (here, the reason for redundancy can be close linkage or association of 
linkage disequilibrium between the markers within the cluster).  

Efficiency of each method. Efficiency evaluation is equivalent to the measuring of 
the strength of the resulted classifier. Here, we choose four measures: accuracy (the 
proportion of the total number of predictions that are correct), precision (the 
proportion of the predicted positive cases that are correct), recall (the proportion of 
the total number of positive cases that are correctly identified) and F value (a 
secondary measure derived from precision and recall, and suitable for the unbalanced 
cases between positives and negatives). For all the four measures, a higher value of 
the measures relates to a better performance that the resulted classifier can achieve. 
The results for the novel approaches and the Haseman-Elston (HE) method are 
shown in Fig. 1. Comparing with HE, we find that all the four novel approaches have 
significant improvement in terms of recall rate (with an increase of 46% and 60%, 
respectively for two human populations), but have no significance between the 
investigated methods in terms of other three evaluation criteria. This is particularly 
because of the serious imbalance between positives and negatives, 9 true loci versus 
a large number of irrelevant regions (a total of 908 SNPs). Among the proposed four 
methods, IBD difference and Z curve are more powerful than the two window sliding 
approaches. Logically, the sliding window methods may have advantages when dense 
markers are used. To enhance performance of the novel methods, we increase the 
level of the cut-off threshold by selecting only five top significant SNPs (all 

0.01p value− < ). This strategy yields substantial improvements (increases of 5-20%) 
in terms of rates of accuracy, precision and F value for both populations (Fig. 2.), and 
no drops in the recall values. As a result, all the proposed methods achieve higher 
classification (prediction) efficiency than the traditional HE linkage analysis and are 
therefore deemed to be powerful alternatives for locating subtle genetic determinants 
that are thought to underlie most complex diseases. 

  

Fig. 1. Comparison of four novel methods and the traditional Haseman-Elston sib-pair 
regression (with two feature selection criteria, 0.05 and 0.01) for identification of alcoholism-
relevant SNPs.  
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Fig. 2. Comparison of four novel methods and the traditional Haseman-Elston sib-pair 
regression (with two feature selection criteria, 0.05 and 0.01) for identification of alcoholism-
relevant SNPs.  A more strict criterion is used for SNP feature selection, in which only five top 
significant SNPs are include in the predictive models. 

4   Discussion 

In this paper we have demonstrated the potential of four novel methods for hunting 
for relevant SNPs using the high-dimension biomarker data. The numerical 
applications to 100 simulated replicates for two American populations to extract the 
relevant SNPs for alcoholism from sib-pair IBD profiles of pedigrees prove that IBD 
statistic and genomic context could be used as the informatics for mining the 
underlying genes for complex human diseases. The higher cut-off threshold(s) for 
feature SNP selection is recommended to achieve higher discriminative power of the 
resulted classifier(s), although there is no universal agreed threshold because of its 
data-dependence. Relevance is an established concept in the fields of data mining and 
machine learning, but its applications to the large-scale genomics (e.g. genome-wide 
SNP profiles) remain to be fully explored. In the context of this study, many causes 
can contribute the relevance of a SNP to alcoholism, for example, the close linkage 
between the SNP and a nearby putative trait locus or between SNPs, linkage 
disequilibrium between loci and gene-gene interactions, which require further genetic 
analysis to be clarified. This application also suggests that the sib-pair IBD statistics 
can be good genetic features to be mined. However, the IBD feature vectors within a 
pedigree tend to be correlated, effects of which on the proposed data mining 
approaches remain unknown.  

Acknowledgements 

This work is supported in part by the National Natural Science Foundation of China 
(Grant Nos. 30170515 and 30370798), the National High Tech Development Project, 
the Chinese 863 Program (Grant No. 2003AA2Z2051), the 211 Project, the Tenth 
‘Five-year’ Plan, Harbin Medical University, and Heilongjiang Province Science and 
Technology grants (Grant Nos. GB03C602-4 and 1055HG009). 



 Analysis of Sib-Pair IBD Profiles and Genomic Context 851 

 

References 

1. Zabarovsky, E.R.: Novel strategies to clone identical and distinct DNA sequences for 
several complex genomes. Molecular Biology. 34 (2000) 612-625 

2. Zhang, C.T., Zhang, R.: An isochore map of the human genome based on the Z curve 
method. Gene. 317 (2003) 127-135 

3. Li, X., Rao, S., Zhang, T., Guo, Z., Zhang, Q., Moser, K.L., Topol, E.J.: An ensemble 
method for gene discovery based on DNA microarray data. Sci China C Life Sci. 47 
(2004) 396-405 

4. Li, X., Rao, S., Wang, Y., Gong, B.: Gene mining: a novel and powerful ensemble 
decision approach to hunting for disease genes using microarray expression profiling. 
Nucleic Acids Res. 32 (2004) 2685-2694 

5. Li, X., Rao, S.  Moser, K.L.  Elston, R.C.  Olson, J.M.  Guo, Z.  Zhang, T.: Genetic 
mapping of complex discrete human diseases by discriminant analysis. Progress In Natural 
Science 12 (2002) 431-437 

6. Bell, D.A., Wang, H.: A formalism for relevance and its application in feature subset 
selection. Machine Learning. 41 (2000) 175-195 

7. Li, X., Rao, S., Elston, R.C., Olson, J.M., Moser, K.L., Zhang, T., Guo, Z.: Locating the 
genes underlying a simulated complex disease by discriminant analysis. Genet Epidemiol. 
21 Suppl 1 (2001) S516-521 

8. Spellman, P.T., Rubin, G.M.: Evidence for large domains of similarly expressed genes in 
the Drosophila genome. J Biol. 1 (2002) 5 

9. Futschik, M., Crompton, T.: Model selection and efficiency testing for normalization of 
cDNA microarray data. Genome Biol. 5 (2004) R60 

10. S.A.G.E.: Statistical Analysis for Genetic Epidemiology, 4.4. A computer program 
package available from Statistical Solutions. Cork, Ireland (2003) 



 

L. Wang and Y. Jin (Eds.): FSKD 2005, LNAI 3614, pp. 852 – 860, 2005. 
© Springer-Verlag Berlin Heidelberg 2005 

A Novel Ensemble Decision Tree Approach for Mining 
Genes Coding Ion Channels for Cardiopathy Subtype 

Jie Zhang1, Xia Li1,2,*, Wei Jiang 1, Yanqiu Wang1, Chuanxing Li1, 
Qiuju Wang3, and Shaoqi Rao1 

1 Department of Bioinformatics, Harbin Medical University, Harbin 150086, P.R. China 
zhangjie_qd@hotmail.com 

{lixia jiangw, yqwang licx}@ems.hrbmu.edu.cn; raos@ccf.org 
2 Department of Computer Science,  

Harbin Institute of Technology, Harbin 150080, P.R. China 
3 Institute of Otolaryngology, Chinese PLA General Hospital, Beijing 100853, P.R. China 

wqcr@301ent.org 

Abstract. Ion channels are critical for normal physiological function of humans 
and their functional abnormality may cause many disorders named 
channelopathy. Meanwhile, they are one of the few proteins that can be 
efficiently regulated by small molecule drugs, so they are ideal candidates for 
drug targets. Upon these viewpoints, it is known that research on ion channels 
will bring great scientific and practical value. Here, we applied a novel 
ensemble decision tree approach based on mining genes encoding the ion 
channels. Using this ensemble method, we analyzed an oligo array data set 
concerning the human cardiopathy which investigated by Medical College of 
Harvard University. By analyzing 57 samples and 1172 genes related to ion 
channels and other transmembrane proteins, we demonstrated that the ensemble 
approach can efficiently mine out disease related CACNA genes.  

1   Introduction 

Ion channels are special proteins embedded in the plasma membrane and participate 
in the cellular electrophysiological activities. They are critical for the normal 
physiological function of an organism. A previous study [14] revealed that when the 
genes encoding subunits of ion channels come into being mutations, their functions 
will become abnormality which may cause many disorders[2], named channelopathy. 
Up to date, 30 kinds of channelopathies have been discovered, which are involved in 
the cardiovascular, neural, endocrine and urinary systems and are deemed to be 
responsible for the functional abnormality of the sodium channels, potassium 
channels, calcium channels, chlorine channels and some receptors related to ligand 
gated channels. Chanelopathies have seriously threatened the life and health of 
humans. Meanwhile, ion channels are one of the few proteins that can be efficiently 
regulated by small molecule drugs[2,4], so they are ideal candidates for drug targets. 
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Upon these viewpoints, it is known that research on ion channels will bring great 
scientific and practical value[4,12]. 

Many studies[12,14] indicated that the functional abnormality of ion channels can 
cause the cardiopathy. But these studies mainly paid attention to the index of 
histology and pathology or focused on a single gene(s). Although some previous 
researchers focused on ion channels, the technologies they used were patch clamp or 
voltage clamp. Up to date, few studies have used pattern recognition for analysis of 
ion channel gene expression profiles. In this study, we applied a novel ensemble 
decision tree approach[3,16] to mining disease relevant genes encoding ion channels 
related to cardiopathy subtype. Cross-validation[1] and permutation test[13] are used 
to evaluate the built trees [6,7]. This application showed that the novel ensemble 
approach yielded high performance for analysis of the ion channel gene expression 
profiles. 

2   Methods 

2.1   Decision Tree 

Ion channel and other transmembrane protein gene expression data with p  probes 
and n  DNA samples can be described as a n p×  matrix ( )ijX x= , ( )

ij
X x= , where 

ij
x represents the expression level for the j th gene (

j
I ) on the i th sample (

i
X ). The 

procedure of tree building is as follows. First, we split the data set X  into two 
subsets, training set and test set. Then, a binary tree is grown on training set by a 
recursive partition algorithm. The search for feature genes starts at the root of the tree 
and proceeds to its leaves. At each internal node, a decision is made with regard to the 
choice of a feature gene and a threshold value (cutoff) such that the class impurity is 
reduced to a minimum when a branch is made by an induction rule. After the optimal 
bifurcation is made, the samples are divided into two non-overlapping subsets (two 
child nodes). For each subset the same process is conducted successively until a leaf 
is reached or stopping criteria for tree growth are satisfied. Here the impurity is 
assessed by Gini inequality index[15]. We proposed several evaluation criteria[15] for 
validating the built trees using test data sets, including accuracy- acc , error rate- e , 
precision- p , recall- r . To test whether the extracted subset of genes (

d
G ) is able to 

significantly distinguish the phenotypes of cardiopathy subtype, we also calculated 
the 2χ  statistic [15]. 

2.2   Algorithm Flow of the Ensemble Decision Tree Method (Fig. 1) 

This study deals with multiple (say K) biological types. First, we collapse K-type data 
into 2-type data, without the loss of generality, by labeling 1 for one type and 2 for all 
the remaining types. By working on every type in turn, we produce K collapsed data 
sets. For each newly generated 2-type data set, we randomly divide the samples of 
two types into n non-overlapping subsets of roughly equal size, respectively. A 
random combination of type 1 samples and type 2 samples constitutes a test set and 
the rest of the subsets are used as the training set. This n-fold cross-validation 
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resampling produces n n×  pairs of training and test sets. We repeat the cross-
validation resampling M times and obtain n n M× ×  pairs of training and test sets. For 
each pair of data sets, we grow and evaluate a binary recursive partition tree. In this 
way, we build a gene forest of a total of k n n M× × ×  trees.  

 

n × n ×  M  n ×  n × M

N-fold cross validation M times  n × n × M  data 
pairs  Grow a tree for each pair of training and test sets 

For each two-type data set, randomly divide the 
samples into n  parts for each type. Thus, n ×
n  type pairs are generated    

Data set K…

Data, K-types

 Data set 2Data set 1 

 n × n ×  M …  
 

Fig. 1. Algorithm flow of the iterative ensemble decision tree approach for multiple-type data 

The ion channel feature genes are extracted and evaluated using an ensemble 
voting approach and a permutation test as described previously [15].  

3   Experiment  

3.1   Data Set and Pro-process 

The data set analyzed here is GSE1145, which was submitted to NCBI by Martina 
Schinke from the Medical College of Harvard University (available at 
http://cardiogenomics.med.harvard.edu/public-data). 

The original data set consists of absolute measurements from an oligo arrays with 
132 samples of 54675 human probe sets. Because of our aims, we select three 
phenotypic categories, with the largest sample sizes (11 normal samples, 15 idiopathic 
dilated cardiomyopathy samples, 31 ischemic cardiomyopathy samples, respectively). 
The selected data set including measures for all the genes is standardized using the 
BRB-ArrayTools Version 3.0.1(Dr. Richard Simon, Biometrics Research Branch, 
National Cancer Institute, 2003). We then filtered out 1172 probe sets, encoding ion 
channels or other transmembrane proteins, for ensemble decision tree analysis. 
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3.2   Results and Discussion 

We use the newly proposed ensemble decision tree approach coupled with performing 
5-fold cross-validation 20 times, 20 permutation tests. Here, The number of iterative 
and permutation test has been tested several times, and we find that it can get a steady 
result. But for cross-validation, we will continue to validate the choice of the number 
in future work. 

First, translate the data set into two-classes. Then we can get 3 new data sets, 
named Sample 1, Sample 2 and Sample3. Process each data set according to the 
algorithm flow as Fig 1, represent the results in table 1. Each data set can produce 500 
trees, sort these trees at a given set by a degressive 2χ  value, then select out the trees 
with largest 2χ  value, named them fine trees. The same process is carried out in the 
three datasets separately. Put the results into Table 1. For an obvious observation to 
the significance of the feature ion channel genes in the fine trees, we draw Fig 2. This 
figure is based on the frequency of the genes encoding ion channels and other 
transmembrane protein appeared in fine trees from different data sets. And it can 
show that the genes with Gene ID 788, 680, 1050, 384, 443 relevantly not only have 
high frequency, but also apparent in two sets, Sample 2 and Sample 3(the details of 
genes see table 2). It can prove that these genes have a special meaning and function. 
This phenomenon may relate to the use of the local space. CACNA has been proved 
to has a close relationship with cardiopathy in some literatures[8,9]. Further, reports 
about CACNA1C (788) also have pointed out that it correlated to the idiopathic 
dilated[10,11] and ischemic[16] cardiopathy.  

Table 1. Fine trees selected by largest  2χ  value on three data sets   

Data Set 
Tree 
ID 

Gene ID 
2χ  

T1 340   1094   544   270 5.8800 Sample1 
T2 733   1094   544   270 5.8800 
T3 70   972   384*  788*   1050*   680*   441 5.4857 Sample2 
T4 1008   732   788*   384*   443*   680*   585 5.4857 
T5 788*  855   680*  1050*   29  1150  52  515  

62     65    981    107    123   1021 
6.5360 

T6 788*   680*   855   1050*   29   1150   52   515  
62   65   83   69    107    123   1021 

6.5360 

T7 443*   680*  541  788*  29  1150 52  515  62   
65    981    83    384*     69    107    123   1021 

6.5360 

T8 788*   680*   443*   541   29   1150   52   515   
62   65   107    111   64    123   1021 

6.5360 

Sample3 

T9 443*   788*    541    680*     29   1150   52  
515     64    257     65    107    111    123   1021 

6.5360 
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Fig. 2. Relationships between each two data set selected from the fine trees 

Make a use of permutation test, we process the three data sets and make the result 
as 2result . Each data set can gain 5 5 20× ×  trees. Choose a frequency threshold 

* ( )(i=1, 2, 3, three data sets)f i  as a cut off at the significant level of 0.05 from the three 
data sets separately. Look for the result 1, select out all genes whose frequency value 
is not smaller than * ( )f i  respectively. The selection of the 2χ  value can prevent 
irrelevant genes selected as feature genes and bring a weaken result. At the next step, 
to get an annotation about feature ion channel and other transmembrane protein genes, 
map them onto the Source website which is developed by Stanford University 
(http://source.stanford.edu). The source results see table 2. 

Table 2. The feature gene sets based on frequency from the permutation test P  

Data Set 
Gene 

ID 
Frequency Gene Symbol 

1094 0.5920 KCNJ15 Sample1 
733 0.6380 TMC5 
972 0.3160 CACNA1D 
384 0.3400 CNGB1 
788 0.4880 CACNA1C 

Sample2 

70 0.5020 KCNH7 
541 0.3540 EPB42 

1150 0.3840 TRPM8 
29 0.4740 SLC17A8 

1050 0.5300 TMEM2 
443 0.5780 CACNA1E 
680 0.6980 SLC7A8 

Sample3 

788 0.9520 CACNA1C 

Sample 1 

 
340 1094 
544   270   733 

855 29 515 
52 123 62 
981 64 65
1021 1150
111 69 54

 
 
70    71 
972  441   
585  732 
1008 

788 
680 
1050 
384 
443 Sample 3 Sample 2 
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3.3   Validation by Other Classification Methods 

Based on each nine fine trees, we select out nine feature genes sets. Pick the data from 
the primal data set X according to these gene sets, then we will get nine new data 
sets * ( )( 1, 2,...,9)S i i = . Each set has 57 samples and the number of genes is equal to the 
number of feature genes contained in the relevant fine trees. To validate the results get 
from the novel ensemble method, we propose the other six classification methods 
provided by BRB-ArrayTools Version 3.0.1, Compound Covariate Predictor, 
Diagonal Liner Discriminant Analysis, 1-Nearest Neighbor, 3-Nearest Neighbors, 
Nearest Centroid and Support Vector Machines. Make a use of the six classification 
methods on the nine data sets at the significance level of 0.05, and put the validate 
results into table 3. The results show that there is a high classification accuracy of the 
feature gene sets gained from the nine fine trees when used the six classification 
methods. And the classification just based on the ion channel genes can get a credible 
and fine result. Based on the validation results of table 3, we draw the figure 3 based 
on the validation results of table 3. From the histograms, we can see that the 
classification results of the six validate methods seem to have the same trend in 
Sample 1 and Sample 3 separately, see Fig.3 (A) and (B). From the left to right, we 
sort them as the ascending 2χ  values. One can find that in Sample 1, the order is 3-
NN, SVM, NC, CPP, 1-NN and DLDA in turn, and NC, CPP, DLDA, SVM, 1-NN 
and 3-NN in Sample 3. This phenomenon can say feature genes from the nine fine 
trees we have mined out have a steady performance. But there has no such orderliness 
in Sample 2, to some extent it can reflect two problems. One is that it is related to the 
stability of the fine trees selected by the ensemble decision tree, the other one is that it 
may rely on the classification methods we chose for validation. 

Table 3. Accuracy values get from the fine trees by six classification methods 

Tree   
ID 

CCP 
 (%) 

DLD
A (%) 

1-NN 
(%) 

3-NN 
(%) 

NC 
 (%) 

SVM 
(%) 

Average 
Acc 

Order 

T1 86 89 88 12 82 81 73.0 28 
T2 88 91 88 9 84 81 73.5 30 

T3 79 81 77 79 81 60 76.2 21 

T4 72 79 51 81 67 54 67.3 17 

T5 68 74 82 86 54 74 73.0 21 
T6 68 74 82 86 54 74 74.7 21 

T7 60 68 81 84 51 74 6937 15 

T8 60 70 82 86 51 74 70.5 18 

T9 58 68 82 86 51 74 69.8 16 

In table 3, 1st column is the Tree ID same as that in table 1; 2nd  to 7th columns 
contain the acc  value(%) get from Compound Covariate Predictor, Diagonal Liner 
Discriminant Analysis, 1-Nearest Neighbor, 3-Nearest Neighbors, Nearest Centroid 
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and Support Vector Machines respectively; 8th column is a average value from the 
six acc  values of each tree; Order column is a rank sum for evaluate each tree. give 
an integral number to each column according the acc . For example, in column CPP, 
number T9 as 1, T7 and T8 as 2, and so on. A same process performed in the other 
column, sum the rank in each row and a sum in column Order. Based on Average 
Acc and Order, Trees like T2, T3, T1, T5 and T6 are the better trees. T1 and T2 
belong to Sample 1, T3 belongs to Sample 2, T5 and T6 belong to Sample 3. It is 
seen that the distributing of the better trees are balanceable (The detail refers to table 
1). The only difference between T1 and T2 is that the genes with the Gene ID 340 
and 733 belong to each tree separately, and the gene with ID 340 is KCNJ2 which is 
critical for a new genotype (LQT7) of LQTS[5]. Also, T1 with a highest 2χ  value 
has appeared twice in 1result . So it is more stable. T3 belongs to Sample 2 and owns 
4 important feature genes appeared in Fig 2 whose Gene ID are 788, 1050, 680, 384. 
T6 and T5 belong to Sample 3 own more common feature genes which can make the 
trees more stably.  

 

Fig. 3. Comparison between six validation classification methods 

4   Conclusion 

This study suggests that the proposed ensemble decision tree approach holds the 
promise of deciphering some of the secrets of the cardiopathy from microarray data 
set of ion channels. It is a powerful tool not only for classification but also for disease 
related gene discovery. And the reliability and stability have been proved by other six 
classification methods. More amazingly, we extract the critical disease-relevant 
genes, CACNA1C SLC7A8 CACNA1E, TMEM2, etc. Some studies have pointed 
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out that the abnormal function of CACNA has a close relationship with idiopathic 
dilated[10,11] and ischemic[16] cardiomypathy. However, there is no report to 
expatiate the more true details about the relationship between the two diseases and the 
subunits of L-type voltage-gated calcium channel. But in our study, three subunits 
CACNA1C, CACNA1D and CACNA1E have been extracted, as for whether the 
abnormal function of the three subunits can cause the idiopathic or ischemic 
cardiomyopathy, this need a farther biological experiment to validate the true 
mechanism.  
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Abstract. The paper presents a permutation-based algorithm for predicting 
RNA secondary structure. It is practicable, and can be used to predict real RNA 
molecules. The conception of permutation is introduced, which is the start point 
of our algorithm. Individual is represented as a permutation of stem list. Cross-
over operator, mutation operator, and selection strategy are designed to be com-
patible with such an individual representation. At the end of the paper, a com-
parison between our result and that from RNAstructure is outlined. It is proved 
that our algorithm has achieved comparable or better result than RNAstructure. 

1   Introduction 

RNAs act as either the blueprint or other fundamental roles for building proteins. So 
many scientists who studied proteins before begin to study RNA now, hoping to find a 
deeper relation between RNAs and proteins. In the field of RNA biology, RNA struc-
ture prediction is an active direction. Because secondary structure is the foundation of 
tertiary structure and a tertiary structure is difficult to predict directly, most of algo-
rithms about RNA structure prediction focus on secondary structure. There are a lot of 
approaches on this topic, such as phylogeny approach based on multiple sequence 
alignment, dynamic algorithm based on minimal free energy [1], and all kinds of heuris-
tic algorithms including genetic algorithm (GA) [2], [3], simulate annealing algorithm 
and artificial neural net algorithm. In this paper, a genetic algorithm based on permuta-
tion is presented to predict a real RNA secondary structure, not like in [3], which is just 
a study in theory. 

In Section 2, we give an introduction to RNA structures including primary structure 
and higher structures, introduce the conception of permutation-based genetic algorithm 
and describe how to translate the problem of RNA structure prediction to a TSP. In 
Section 3, we elucidate the GA proposed by us for precise prediction of the RNA sec-
ondary structure. Section 4 contains an application. A conclusion is given in Section 5. 

2   RNA Secondary Structure 

A RNA primary structure is a sequence which is composed of four kinds of bases, ade-
nine (A), cytosine (C), guanine (G) and uracil (U). A RNA secondary structure is re-
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sulted from the formation of hydrogen bonds between bases. A RNA tertiary structure is 
the 3-dimension spatial structure of the secondary structure. In this paper, a RNA sec-
ondary structure is viewed as a set of stems, which is formed by some consecutive 
stacked loops. Wiese and Glen [3] introduce the conception of permutation to the indi-
vidual representation of RNA secondary structure in GA. If a permutation is considered 
to be an individual in GA, RNA secondary structure prediction is essentially a TSP in 
mathematical language. 

3   Method 

3.1   Fitness Function 

We define the negative value of the free energy of a RNA secondary structure as the 
fitness function. The structure with the lowest free energy has the highest fitness. We 
compute the free energy of RNA secondary structure according to the energy rule 
described in [4] and the energy data coming from “http://rna.chem.rochester.edu”, 
which are also the default resources used in RNAstructure 4.11. Thus, we can directly 
compare the results from the two programs (plus ours). 

3.2   Crossover and Mutation 

In this paper, we use the CX (cycle crossover) [3] as the crossover operator. This 
operator preserves the absolute position of elements in the parent sequence. A parent 
sequence and a cycle starting point are randomly selected. The element at the cycle 
starting point of the selected parent is inherited by the child. The element which is in 
the same position in the other parent can not then be placed in the position so its posi-
tion is found in the selected parent and is inherited from that position by the child. 
This continues until the cycle is completed by encountering the initial item in the 
unselected parent. Any elements which are not yet present in the offspring are inher-
ited from the unselected parent. The mutation operation is implemented by randomly 
switching positions of two stems. 

3.3   Selection Strategy 

In the step of selection, we use both the Standard Roulette Wheel Selection (STDS) 
and a strategy called KBR [5]. With STDS, all individuals are assigned a pie-shaped 
slice on a roulette wheel proportional in size to their fitness as compared to the sum of 
fitnesses for all individuals in the population. Individuals are chosen for recombina-
tion by spinning the roulette wheel. An individual is kept if it is located in the slice 
(bin) where the wheel stops and culled otherwise. This strategy gives a higher chance 
for the individuals of high fitness. In KBR, parents are chosen in the same way as in 
STDS. Then, crossover and mutation are performed. The set of parents and offspring 
therefore undergo an additional selection step to achieve the goal that the fittest off-
spring generated from the fittest parent survive to the next generation. 
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3.4   Algorithm 

Input: a RNA string, population size n, crossover prob-
ability pc, and mutation probability pm. 
Output: stem list, and its energy. 
Program Begin 
Create a stem list with all possible stems;  
Create a population with size of n.  
Get the biggest fitness value in population;  
While (the fitness<a certain value) { 
     Do STDS on the current population; 
     Do crossover on the current population; 
     Do mutation on the current population; 
     Do KBR on the current population; 
     Get the biggest fitness value in population;} 
Output the stem list of the fittest individual and its 
energy. 
End 

4   Result 

We use JAVA to realize our algorithm, and RNA RD0260 (a sample RNA sequence 
in RNAstructure 4.11) to test our algorithm. We compare our result with that from 
RNAstructure 4.11. The lowest energy predicted by RNAstructure is -28.3. Under 
the parameters setting in Fig. 1a, we get an energy value of -28.2. Under the parame-
ters setting in Fig. 1b, our program give an energy estimate of –28.4, which  
demonstrates that our algorithm has achieved comparable or better result than 
RNAstructure 4.11. 

 

Fig. 1. RD0260 prediction result from our algorithm: (a) Population size is 1000. The shortest 
stem length is 2. (b) Population size is 1000. The shortest stem length is 3. 

5   Conclusions 

Application of our newly developed algorithm to RD0260 supports that the permuta-
tion-based GA is a good competitor to the popular software tool RNAstructure 4.11 
for precisely predicting RNA secondary structure. It has a high caliber to be used in 
RNA biology. 
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Abstract. Protein active sites control nearly all protein functions and determine 
the interactions upon which biological pathways and cellular networks are built. 
Characterization of the active sites in a protein would therefore lead to new 
methods of controlling proteins and ultimately controlling cells. This paper uses 
evolutionary trace method to analyze the binding sites of G Protein and finally 
give an example of 1A80. Results show that the method can be helpful in un-
derstanding how proteins carry out certain biological functions. 

1   Introduction 

In order to understand how proteins carry out a highly integrated biological func-
tion(s), for example, how they recognize ligands and form protein-protein or protein-
ligand complexes, it is essential to identify the protein functional residues and the 
interaction interface(s) (e.g. the active sites or binding sites [1-3]).  The functional 
interfaces can serve as targets for structural based drug design or to guide the site-
directed mutagenesis in studying the protein structure-function relationship. X-ray 
crystallography is a powerful tool for studying protein function and structure. How-
ever, the number of protein sequences is discovered with much higher speed than the 
number of protein structures are [4]. Even when the structural information is avail-
able, it is still difficult to infer the functional roles of some specific residues in 
protein function directly from the structure data. Exhaustive mutational analysis is 
one of common instruments for binding site characterization. With the increasing 
size of sequence databases, a wealth of mutational data is already available in the 
databases, where sequences homologous to the protein of interest record mutation 
"experiments" that have passed the test of natural selection. In this paper, we apply 
the newly developed evolutionary trace method [5-7] to extract the mutational data 
embedded in the large number of DNA sequences and to infer which residues are 
likely to be important to protein function. 
                                                           
*  Corresponding author. 
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2   Evolutionary Trace Method 

In general, functional residues undergo fewer mutations during evolution. On the 
other hand, certain functional residues are forced to mutate to achieve the selectivity 
of subgroups within the protein family. The evolutionary trace method makes a direct 
connection between residue conservation in aligned sequences and their functional 
importance [8-10]. It also identifies functional specificity by partitioning the protein 
sequence alignment into subgroups according to the sequence similarity. Furthermore, 
with the 3D structure of the protein of interest, exposed functional residues which are 
more likely to be responsible for binding or enzymatic activity can be distinguished 
from the buried residues which are more important for maintaining the structural 
integrity. This method can be applied to proteins with known experimental structures 
as well as theoretical models.  

A family of homologous sequences can be aligned using a multiple sequence 
alignment program. Based on the alignment, the sequences are then clustered using a 
hierarchical clustering method according to the average percentage sequence identity. 
The distance between two nodes A and B in the sequence cluster is calculated as fol-
lows:  

,ij
AB

ij

d
d

m n
=

⋅
 (1) 

where dij is the distance between sequence i in node A and sequence j in node B. 
There are m and n sequences in node A and B, respectively.  

The sequence cluster, or dendrogram, is a representation of the evolutionary or 
functional relationship of the sequences in the sequence family. Based on the dendro-
gram, sequences in a family can be divided into subfamilies at a given sequence iden-
tity cutoff. At different cutoffs, the subfamily represents different levels of functional 
resolution. At high sequence identity cutoffs, the sub-family consists of smaller 
groups of sequences and shows more functional specificity, while at low sequence 
identity cutoffs, the subfamilies are larger with less specificity. 

From the multiple sequence alignment, residues shared by the family of protein se-
quences are identified as conserved residues and are assumed to be essential for main-
taining protein functions. Based on the dendrogram, sequences can be partitioned into 
subgroups at selected Partition Identity Cutoffs (PICs). PICs are defined as bounda-
ries that partition the dendrogram into clusters at certain values of percentage se-
quence identity. Clusters of sequences which share their most distant common node at 
levels of sequence identity less than a given PIC value are considered as individual 
sets of sequences in the Evolutionary Trace (ET) analysis. If a sequence is not similar 
to any other sequence and itself is a subgroup isolated at selected PIC, this sequence 
will be ignored in the analysis. It will be included in the analysis until the PIC is low 
enough to make it a member of a subgroup. For each such partition, an ‘evolutionary 
trace’ is constructed. First, a consensus sequence is constructed for each subgroup 
containing two or more sequences. Each position in the consensus sequence is either 
variable within the subgroup, in which case it is considered ‘neutral’ (indicated by an 
underscore: ‘_’), or it is invariant in the subgroup, and takes on the single-letter code 
for the side-chain at that position. 
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The resulting consensus sequences are then aligned, and the ET sequence’ for the 
partition is obtained. Each position in the ET sequence can be ‘neutral’, ‘conserved’ 
or ‘class-specific’. A position is ‘neutral’ in the ET sequence if it is neutral in any of 
the consensus sequences, and ‘conserved’ (indicated by the side-chain letter) if it is 
conserved as the same side-chain in all consensus sequences. A position is labelled 
‘class-specific’ (indicated by ‘X’) if it is conserved in each consensus sequence, but 
the side-chain varies between consensus sequences. 

3   An Example: Protein 1A80 and Conclusions 

Protein 1A80 has 73 homologues sequences. Based on the above method, we analyze 
the binding sites of 1A80 shown in figure 2. 

The 3-D views of three molecular modes for 1A80 are shown in figures 3, 4, and 5, 
respectively. 

The evolutionary trace method makes a direct connection between residue conser-
vation  in  the  aligned  sequences  and their functional importance. It can also identify  

 

Fig. 2. 1A80 Sequence 

 

Fig. 3. Binding Site Cartoon Mode. PIC=90% 
(Red=Conserved; Magenta=Class Specific). 

 

Fig. 4. Binding Site Sphere Mode. PIC=90% 
(Red=Conserved; Magenta=Class Specific). 

 

Fig. 5. Binding. Site Sticks Mode. PIC=90% 
(Red=Conserved; Magenta=Class Specific). 
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the functional specificity by partitioning the protein sequences into sub groups ac-
cording to the sequence similarity. Furthermore, with the 3D structure of the protein 
of interest, exposed functional residues which are more likely to be responsible for 
binding or enzymatic activity can be distinguished from the buried residues which are 
more important for maintaining the structural integrity. This method can be applied to 
proteins with known experimental structures as well as theoretical models. 
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Abstract. Gene expression microarray technology provides the global information on 
transcriptional activities of essentially all genes simultaneously, and it thus promotes the 
new application of traditional feature selection methods in the fields of molecular biology 
and life sciences. The basic strategy for the traditional feature selection methods is to seek 
for a single gene subset that leads to the best prediction of biological types, for example 
tumor versus normal tissues. Because of complexities and genetic heterogeneities of 
biological phenotypes (e.g. complex diseases), robust computational approaches are 
desirable to achieve high generalization performance with multiple classifiers and 
perturbations of the data structures. The purpose of this study is to develop an ensemble 
decision approach to analysis of multiple heterogeneous phenotypes. The results from an 
application to a lymphoma data of five subtypes indicate that the proposed analysis 
strategy is feasible and powerful to perform biological subtype. 

1   Introduction 

Gene expression microarray technology has inspired much new hope for the research of 
complex diseases, for it can provide the global information on transcription activities of 
essentially all genes simultaneously. Therefore, genetic dissection of complex diseases 
should be carried out in a new global view, and the patterns of up-regulation or 
down-regulation of gene activities can serve as secondary endpoints of biomarkers[1]. 
The method of finding such novel biomarkers is actually the application of traditional 
feature selection methods in the field of molecular biology and life sciences. Feature 
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selection aims to pick out d features, the subset of D features (D>d), discriminate 
heterogeneous samples best [2]. We call these selected features as feature genes for 
their fine discrimination in different biological samples.  

In the current literature three basic approaches to feature selection predominate 
[3,4,5,6]: filter approaches, wrapper approaches and embedded approaches. Traditional 
feature selection methods devote to finding a best feature subset, however based on it 
we always can’t get good classifying performance because such feature selection 
methods focus on finding a best feature subset which contains few genes and is also 
sensitive to many factors such as learning algorithm, training samples and so on. Using 
ensembles of base classifiers to improve classifying performance has been the hot topic 
of current machine learning [7,8,9]. In this paper, we apply Feature Ensemble 
Technology, which is similar to ensembles of base classifiers to integrate a series of 
fine local feature subsets selected by embedded approach decision tree. Under the 
supervision of classifying performance when the composition of training samples is 
changed, ultimately we get some stable feature subsets which don’t depend on the 
composition of training samples.  

Presently, in the process of embedded approaches or wrapper approaches 
researchers always pay more attention to the learning algorithm, thus in a sense the 
result of feature selection is the byproduct of such learning algorithm. In this paper, we 
focus on local feature selection and let classifying performance to guide the result of 
feature selection, namely we pick out a series of fine feature subsets under the 
supervision of classifying performance when changing the composition of the training 
samples, then we use Feature Ensemble Technology to select stable feature subsets 
from fine feature subsets, and goodness of these fine feature subsets and stable feature 
subsets is assessed by classifying performance again. Thus being a scale classifying 
performance run through the whole process of feature selection. The purpose of this 
study is to extend our newly developed ensemble decision approach [10] to analysis of 
multiple heterogeneous phenotypes (for example, the numerous subtypes of 
lymphoma).  

2   Methods 

2.1   Local Feature Selection and Feature Ensemble Technology (LFSE)  

We put forward the method named Local Feature Selection and Feature Ensemble 
Technology (LFSE) to pick out fine stable local feature subsets. LFSE is shown in 
figure1. 

The lymphoma dataset we use is a multidimensional data (data with multi-class), 
and is feature-space heterogeneous so that individual features have unequal importance 
in different sub areas of the whole feature space. To make the feature selection locally, 
we first apply a technology for transforming samples with multi-class into two-class, 
that is to say, all samples belonging to the target class are positive samples while the 
others are negative samples. Secondly, when disturbing the composition of training 
samples with Sample Disturbing Technology, we obtain original feature subsets set that 
each feature subset c

j
G  ( 1, 2 Cc = 1, 2

c
j k= ) where c  is the class number, 
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Fig. 1. LFSE 

and j is the serial number of feature subset. Each feature subset is corresponding to all 
split nodes and their split rule in one decision tree and can discriminate samples 
between positive and negative classes (in this paper, we don’t differentiate between 
feature subset and decision tree clearly because one decision tree is corresponding to 
one feature subset). C  original feature subsets sets constitute the original forest. 

Then under the supervision of classifying performance( ε  see the following text) of 
each feature subset we pick out fine feature subsets set from original feature subsets set 
that element in fine feature subsets set, each feature subset, is noted as 

'c

j
G 1, 2c C= '

1, 2
c

j k= . Fine feature subsets set is a subset of original feature 
subsets set, so '

c c
k k> . C  fine feature subsets sets constitute fine forest.  
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Thirdly, we apply Feature Ensemble Technology to see if there are some genes 
frequently come in groups (indicating strong gene-dependence) or some individual 
genes frequently come in these fine feature subsets set. We name genes frequently 
come in groups gene cores, and genes frequently come stable individual genes. In 
figure1, Core  denote gene cores set selected by algorithm Gene Cores Finding, c

j
Core  

( 1, 2c C= 1, 2
c

j L= ) is gene cores set in the jth level belonging to class c. C  
fine feature subsets sets including gene cores constitute core forest. 

Finally Two-Level Integrating Evaluation Machine (see the following text) and other 
four classifiers are used to test classifying performance of genes selected by LFSE. 
Following is the sub-algorithm in LFSE and classifying evaluation methods of LFSE: 

2.2   Sample Disturbing Technology  

Sample Disturbing Technology, including sample random grouping, cross validation 
and boosting, can change the composition of training samples.   

Sample random grouping and cross validation: samples are randomly split into n 
groups. Samples in n-1 groups are used to establish feature subsets, and those in the 
other one group are used to assess the goodness of feature subsets and pick out fine 
feature subsets.  

Boosting [11]: this method repeatedly builds different feature subset using decision 
tree by adjusting the weights of training samples according to their classifying 
performance. Misclassified samples are given higher weight while those classified 
correctly are given lower weight. 

2.3   Refinement of Feature Subsets 

Some indexes such as accuracy and error are always used to assess the classifying 
performance of certain feature subset [12]. However, when using these two indexes we 
are sometimes inclined to pick out feature subsets that don’t have good classifying 
ability for high false positive rate or false negative rate of classifying results especially 
when samples have a highly unbalanced class distribution. In this paper we transform 
multi-class samples into two-class samples, which ineluctably result in a highly 
unbalanced class distribution. So we adopt another indexε : 

                       2 /( )p r p rε = × +                              (1) 

Where /( )p TP FP TP= + , /( )r TP FN TP= + , TP is true positive, FP is false 

positive, TN is true negative, and FN is false negative. This index will get a high value 
when both false positive rate and false negative rate are low. Now we let 0.6 as the 
threshold, and those feature subsets with 0.6ε >  are picked out as fine feature subsets. 

2.4   Feature Ensemble Technology 

We design two kinds of feature ensemble technology: 
One kind is based on individual genes, this defines Stable Individual Genes 

Selection: some individual genes frequently come are selected in light of the frequency 
of each gene in fine feature subsets.  
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Fig. 2. Flow chart of Gene Cores Finding algorithm 

In addition, another kind is Gene Cores Finding, an algorithm we develop on the 
basis of algorithm Mining Core [13], see if there are some genes frequently come in 
groups. 

Input is the set of fine feature subsets belonging to class c
'

' ' '

1 2
{ , }

c

c c c

k
G G G . The 

algorithm can deal with fine feature subsets belonging to different classes in parallel, 

so in figure2 { (1), (2) ( )}G G G k  replace 
'

' ' '

1 2
{ , }

c

c c c

k
G G G  as input, where '

ck k= . In 

flow chart, P is an array and it contains the set of gene cores in certain level; Core is a 
cell array and it contains all sets of gene cores in different levels; count memorizes the 
level of gene cores set, cf memorizes the frequency of each gene core. We limit the size 
of gene core between 2 to 5 ( 2 ( ) 5size R≤ ≤ , namely if there exists same genes in two 

feature subsets and number of same genes is between 2 to 5, these same genes 
constitute one gene core.) We limit the size of gene core Num ≤ 5 for feature subset 
probably overfit the training samples when size of gene core is too large. The outputs 
of algorithm are hierarchical gene cores sets belonging to class c : 

(1), (2) ( ( ))Core Core Core size Core , which are corresponding to 
1 2
,

c

c c c

L
Core Core Core  in 

figure2. Where the level number of gene cores set is equal to size(Core), and  
{all genes in Core(1)} ⊃ {all genes in Core(2)} ⊃ … ⊃ {all genes in 
Core(size(Core))}. 
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2.5   Classifying Performance Evaluation of LFSE 

We apply Two-Level Evaluation Machine and other four classifiers to assess the 
classifying performance of feature genes selected by LFSE. 

Two-Level Integrating Evaluation Machine: Evaluation Machine is shown in 
figure3. 
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Fig. 3. Two Level integrating Evaluation Machine 

when we use Evaluation Machine to assess classifying performance of original forest, 
feature subsets set1 is corresponding to original feature subsets 

set
1

1 1 1

1 2
,

k
G G G , feature subsets set2 is corresponding to original feature subsets 

set
2

2 2 2

1 2
,

k
G G G and so on. In the same way, when fine forest and core forest are 

assessed, feature subsets setc ( 1, 2 Cc = ) is corresponding to fine feature subsets 

set '

' ' '

1 2
,

c

c c c

k
G G G and fine feature subsets set including c

j
Core . It is necessary to 

uniform level of gene cores of different class, for example, when we assess the 
classifying performance of core forest in N level, we must pick out fine feature subsets 

including 1

N
Core , 2

N
Core 3

N
Core … C

N
Core . If the deepest level of gene cores belonging 

to certain class 
c

L N< , 
c

c

L
Core  replaces c

N
Core . 

Evaluation Machine is a two-level integrating classifier: at the first level, the 
classifier integrates classifying results of each feature subset in feature subsets set 
belonging to certain class {feature subsets setc}, where one feature subset is one base 
classifier, Whose weight is decided by ε , and these feature subsets constitute a 
decision committee. At the second level, Evaluation Machine integrates classifying 
results of feature subsets set belonging to different class, and we use weighted nearest 
neighbor (WNN) integration [7], where one {feature subsets setc is one base 
classifier, whose weight depend on their classifying performance to testing sample’s 
nearest K neighbors which will check in misclassifying rate table(see next text). After 
the first level integration, each sample will be given C class labels that each class label 

decides whether it belongs to target class (
c c

L or L ). Then after the second level  
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integration, just one class label is for one sample, which decides which class it is 
predicted to belong to. 

Other four classifiers: Other four classifiers such as Fisher linear discriminate, Logit 
nonlinear discriminate, Mahal distance and K-nearest neighbor classifier are used to 
assess classifying performance of gene cores in deepest level. These four classifiers are 
described in another study [12]. 

3   Results 

3.1   Lymphoma Dataset  

The lymphoma expression profile dataset we have used [14] includes nine kinds of 
biological samples. In addition, one kind of samples diffuse large B-cell 
lymphoma(DLBCL) has been found including two subtypes: One type expressed genes 
characteristic of germinal centre B cells (germinal centre B-like DLBCL, 
GCB-like-DLBCL); the second type expressed genes normally induced during in vitro 
activation of peripheral blood B cells (activated B-like DLBCL, AB-like-DLBCL). We 
combine the samples in different normal classes for their small samples and delete 
some samples without typical expression profile. Finally, eighty-six samples of five 
classes and 4026 genes are used to analysis: 21 GCB-like-DLBCL samples belong to 
class 1, 21 AB-like-DLBCL samples belong to class 2; 11 CLL samples belong to class 
3; 9 FL samples belong to class 4 and 24 normal samples belong to class 5. 

3.2   Experiment 

Acquiring misclassifying rate table: As figure 3 shows, the second integration of 
Evaluation Machine is WNN integration based on misclassifying rate table. But how 
can we get this misclassifying rate table? First we transform samples with five classes 
into those with two classes. Then boosting builds a series of feature subsets. 
Terminating condition of boosting is set to misclassifying rate of base classifier 
equaling to zero or being greater than 0.35, and when convergence of boosting isn’t 
able to reach, we set the number of base classifiers on ten. Finally, predictive class of 
testing samples will be acquired by ensemble of feature subsets, whose weight is ε . We 
apply samples random grouping 20 times and three-fold cross validation. Comparing 
predictive class and true class, we will acquire misclassifying rate tables whose row is 
sample, column is class, and element is misclassifying rate of certain sample classified 
by feature subsets belonging to certain class. 

LFSE and its classifying performance: This work can be summarized as follows: 

Step1. Randomly split 86 samples into five parts. One part is left for validation set, 
which never takes part in feature selection and is used to assess classifying performance 
of LFSE. The other four parts are used to establish original feature subsets, select fine 
feature subsets, find gene cores and stable individual genes. 
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Step2. Randomly split samples in the other four parts into three parts, and two parts as 
training set aim to find original feature subsets, the rest as testing set aim to select fine 
feature subsets. Three-fold cross validation technology is used. 

Step3. Transform sample with multi-class into two-class. Boosting builds a series of 
feature subsets belonging to each class while training set is fixed. Parameters of 
boosting are the same as those in acquiring misclassifying rate table.  

Step4. Pick out fine feature subsets set belonging to each class under the direction of 
testing set’s classifying performance( 0.6ε > ). 

Step5. Repeat from step2 to step4 twenty times to achieve a series of fine feature 

subsets sets belonging to each class '

' ' '

1 2
,

c

c c c

k
G G G 1, 2 5c = . 

Step6. Repeat from step1 to step5 ten times. 

Step7. Achieve ten series of '

' ' '

1 2
,

c

c c c

k
G G G  after above steps from step1 to step6. 

Calculate frequency of each gene in each series of '

' ' '

1 2
,

c

c c c

k
G G G  and pick out 

genes with frequency 1f >  to enter feature genes set{ }cF  (we randomly pick out 

four genes from total genes to make up of one simulated feature subset for one real 

feature subset containing four genes averagely. Then we repeat above work ck  times 

and calculate each gene’s accumulative frequency appearing in these simulated feature 
subsets. Results show there are few and far between genes with frequency 1f > ). 

Then we calculate accumulative frequency of genes appeared in ten series of { }
c

F and 

pick out genes with frequency higher than nine times to enter final stable individual 

genes set{ }
c

fF . In addition, we use Gene Cores Finding algorithm to acquire 10 series 

of hierarchical gene cores set of different class c

j
Core ( 1, 2c C= 1, 2

c
j L= ) and 

the frequency of each gene core. High frequency gene cores of each class in ten series 

of c

j
Core  are selected.  

Step8. Classifying performance evaluation of LFSE using validation set. 

All algorithms in this paper are achieved using MATLAB 6.5 JAVA 1.4. we 
download algorithm of decision tree written in Matlab designed by statistics 
department of Carnegie-Mellon University 

Result 

Finding stable genes. For every class we acquire final stable individual genes sets and 
gene cores. 

Gene cores of each class are shown in table 1. Result shows: there exit gene cores 
belonging to each class. Collaborating with other genes, these gene cores can 
successfully discriminate samples of target class from other samples. We also find 
stable individual genes belonging to different lymphoma subtype, and we try to find the 
biological meanings of these stable genes and gene cores, which are mentioned in 
another paper. 
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Table 1. Gene cores of different class with high frequency. Number on the white background is 
geneID, and different geneIDs in the same column appear in the same gene core. Number of a 
grey background is frequency of gene core on a white background in the same column. 

3 2 25 1 2 1032 161 2 5 5 1    

1835 1835 1835 2 5 1835 1835 75 1835 6 8    
Class 
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22 19 19 14 11 8 8 8 8 8 8    
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236 236 236 236 2 236 236 235 16 236 235 235 235 236 
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56 51 36 28 28 26 24 22 20 18 13 13 12 10 

  

Multi-class classifying performance evaluation using Evaluation Machine. When ten 
series of validation sets are fixed, we apply Two-Level Integrating Evaluation Machine 
to assess the classifying performance (accuracy) of original forest, fine forest and 
hierarchical core forest. Results show in figure 4: average accuracy of fine forest reach 
86.50%, which is remarkably higher than that of original forest 54.32%. Such 
classifying performance is also high compared with that of other classifying algorithm 
for multi-class samples [7]. Moreover, accuracy of deeper-level core forest doesn’t 
reduce obviously along with the decrease of amount of genes in core forest. 

Two-class classifying performance evaluation using other classifiers. When other four 
classifiers are available, we apply three fold cross validation to assess two-class 
discriminating ability of local feature genes included in gene cores at the deepest 
level(we  call  them  core  genes).  At  the same time, same number of genes are sampled  

 

Fig. 4. Classifying performance evaluation of LFSE. CoreN forest (N=1,2…4) is the core forest 
in N level, which means that feature subsets for any class used to classify are fine feature subsets 
including gene cores in the Nth level. 
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randomly from all genes to do the same work, and in order to assure the randomicity, 
such random sampling repeats 10 times. Results show as table 2: two-class 
discriminating ability of core genes is higher than that of randomly sampling genes 
markedly, especially when Fisher linear discriminate, Logit nonlinear discrimination 
and Mahal distance classifier being used, the accuracy of core genes can reach around 
90%. While we use K-nearest neighbor classifier to assess core genes of class 3, 
accuracy of them is a little lower than that of randomly sampling genes. We suggest it 
due to the flexibility of K-nearest neighbor classifier or sampling bias. 

Table 2. Two-class classifying performance evaluation of LFSE. std is abbreviation of standard 
deviation 

 

4   Conclusion 

In this paper, we focus on LFSE. Results show: Local Feature Selection optimize 
feature subsets, for these fine feature subsets achieve higher classifying performance to 
multi-class samples. Gene cores found by Feature Ensemble Technology also have 
good classifying performance. 
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Abstract. QoS (Quality of Service) routing is a key network function for the 
transmission and distribution of digitized audio/video across next-generation 
high-speed networks. It has two objectives: finding routes that satisfy the QoS 
constraints and making efficient use of network resources. The complexity 
involved in the networks may require the consideration of multiple constraints 
to make the routing decision. In this paper, we propose a novel approach using 
fuzzy logic technique to QoS routing that allows multiple constraints to be 
considered in a simple and intuitive way. Simulation shows that this fuzzy 
routing algorithm is efficient and promising. 

1   Introduction 

In the current Internet, data packets of a session may follow different paths to the 
destinations, and the network resources (e.g., router buffer and link bandwidth) are 
fairly shared by packets from different sessions. However, this architecture does not 
meet the QoS (quality of service) requirements of future integrated services networks 
that will carry heterogeneous data traffic.  

QoS routing consists of two basic tasks. The first task is to collect the state 
information and keep it up to date. The second task is to find a feasible path for a new 
connection based on the collected information. A routing algorithm generally focuses 
on the second task, i.e., it assumes that a global state is well detected and the present 
work falls into this category.  

One of the biggest difficulties in QoS routing area is that multiple constraints often 
make the routing problem intractable. This normally includes things such as node 
buffer capacities, residual link capacities, and the number of hops on the path (i.e., the 
number of nodes a packet must pass through on the route). Many common routing 
algorithms require that these factors be expressed together in a closed, analytical form 
for evaluation. Fuzzy control is a control technique based on the principles of fuzzy 
set theory [11,22]. Fuzzy control systems are designed to mimic human control better 
than classical control systems by incorporating expert knowledge and experience in 
the control process.  

Normally, a good Internet service requires several criteria simultaneously, and 
depends on the network situations (e.g., the structure or load), which are generally not 



 Fuzzy Routing in QoS Networks 881 

 

available or dynamically changed. Fuzzy control is an intermediate approach between 
complicated analysis and simple intuition. Some successful examples of implying 
fuzzy approach to the network optimization can be found in [17-21]. It could also 
allow a means of expressing complex relationships and dependencies predicted to be 
evident in future QoS enable communication networks that support various 
applications. This could have a great impact on the performance of the routing 
algorithm and consequently, the network performance. A survey of recent advances in 
fuzzy logic in telecommunications networks can be found in [12].  

The organization of this paper is as follows. Sections 2 and 3 provide some tutorial 
information on QoS routing and fuzzy control. Section 4 describes the fuzzy 
controller to the QoS routing problem. Section 5 gives a numerical example to 
illustrate the implementation of the fuzzy approach. System simulations and 
comparisons are also outlined in section 5. The final section concludes this work. 

2   QoS Routing 

The notion of QoS has been proposed to capture the qualitatively or quantitatively 
defined performance contract between the service provider and the user applications. 
The QoS requirement of a connection is given as a set of constraints. A link constraint 
specifies a restriction on the use of links. A bandwidth constraint of a unicast 
connection requires. A path constraint specifies the end-to-end QoS requirement on a 
single path. A feasible path is one that has sufficient residual (unused) resources to 
satisfy the QoS constraints of a connection.  

The basic function of QoS routing is to find such a feasible path. In addition, most 
QoS routing algorithms consider the optimization of resource utilization measured by 
an abstract metric in cost [6]. The cost of a link can be defined in dollars or as a 
function of the buffer or bandwidth utilization. The cost of a path is the total cost all 
links on the path. The optimization problem is to find the lowest-cost path among all 
feasible paths. 

The problem of QoS routing is difficult for a number of reasons. First, distributed 
applications such as Internet phone and distributed games have very diverse QoS 
constraints on delay, delay jitter, loss ratio, bandwidth, and so on. Multiple constraints 
often make the routing problem intractable. Second, any future integrated services 
network is likely to carry both QoS and best-effort traffic, which makes the issue of 
performance optimization complicated. Third, the network state changes dynamically 
due to transient load fluctuation, connections in and out, and links up and down.  

The routing problems can also be divided into two major classes: unicast routing 
and multicast routing. A unicast QoS routing problem is defined as follows: given a 
source node a, a destination node b, a set of QoS constraints C, and possibly an 
optimization goal, find the best feasible path from a to b which satisfies C. The 
multicast routing problem is defined as follows: given a source node a, a set R of 
destination nodes, a set of constraints C and possible an optimization goal, find the 
best feasible tree covering a and all nodes in R which satisfies C. Multicast routing 
can be viewed as a generalization of unicast routing in many cases. 
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The task of admission control [8, 17 and 19] is to determine whether a connection 
request should be accepted or rejected. Once a request is accepted, the required 
resources must be guaranteed. The admission control is often considered a by-product 
of QoS routing and resource reservation. In addition to the rejection of a connection 
request, a negotiation with the application for degrading the QoS requirements may be 
conducted. This motivates the concept of differentiated services [14]. QoS routing can 
assist the negotiation by finding the best available path and returning the QoS bounds 
supported. If the negotiation is successful according to the provided bounds, the best 
available path can be used immediately. 

There are three routing strategies: source routing, distributed routing and 
hierarchical routing. They are classified according to how the state information is 
maintained and how the search of feasible paths is carried out. Many routing 
algorithms in this area are proposed in the literature. Generally, most source unicast 
routing algorithms transform the routing problem to a shortest path problem and then 
solve it by Djikstra's algorithm [10]. The Djikstra's algorithm is also known as the 
shortest path routing algorithm, and we will use it as one of the reference frameworks 
to test our work in section 5. The Ma-steenkiste algorithm [16] provides a routing 
solution to rate-based networks; The Guerin-Orda algorithm work with imprecision 
information, and hence is suitable to be used in hierarchical routing; The performance 
of the Chen-Nahrstedt algorithm [5] is tunable by trading overhead for success 
probability; The Awerbuch et. al. algorithm [1] takes the connection duration into 
account, which allows more precise cost-profit comparison. All the above algorithms 
are executed at the connection arrival time on a per-connection basis. Path 
precomputation and caching were studied to make a trade-off between processing 
overhead and routing performance. 

3   Fuzzy Logic Control 

A fuzzy control system [11,21] is a rule-based system in which a set of so-called 
fuzzy rules represents a control decision mechanism to adjust the effects of certain 
causes coming from the system. The aim of a fuzzy control system is normally to 
substitute for or replace a skilled human operator with a fuzzy rule-based system. 
Specifically, based on the current state of a system, an inference engine equipped with 
a fuzzy rule base determines an on-line decision to adjust the system behavior in order 
to guarantee that it is optimal in some certain senses.  

The design process of a fuzzy control system consists of a series of steps. The first 
step in fuzzy control is to define the input variables and the control variables. The 
input variables may be crisp or fuzzy.  

Once these membership functions have been defined for each quantification of the 
input and control variables, a fuzzy rule base must be design. This rule base 
determines what control actions take place under what input conditions. The rules are 
written in an if-then format. 

Once the rule base is established, an approximate reasoning method must be used 
to determine the fuzzy control action. The approximate reasoning method provides a 
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means of activating the fuzzy rule base. An implication formula is used to evaluate 
the individual if-then rules in the rule base. A composition rule is used to aggregate 
the rule results to yield a fuzzy output set. The implication formula provides a 
membership function that measures the degree of truth of the implication relation (i.e., 
the if-then rule) between the input and output variables. One frequently used 
implication formula is that of Mamdani. Let a fuzzy rule be stated as follows: if x is A, 
then y is N. The implication formulas of Mamdani is as follows: 

NA→μ (x,y)=μA(x)∧μN(y)                                              (1) 

where μA(x) is the membership of x in A, μN(y) is the membership of y in 

N, NA→μ (x,y) is the membership of the implication relation between x and y, and ∧ is 

the minimum operator. 
A defuzzification method is then applied to the fuzzy control action to produce a 

crisp control action. One simple and frequently used defuzzification method is the 
Height method. Let c(k) and fk be the peak value and height, respectively, of the kth 
fuzzy set of the fuzzy output. Then by the Height method, the defuzzified crisp output 
u* is given 

u*=

=

=
n

k
k

k

n

k

)k(

f

fc

1

1                                                    (2) 

where n is the total number of the fuzzy sets of the fuzzy output. 
There are generally two kinds of fuzzy logic controllers. One is feedback 

controller, which is not suitable for the high performance communication networks. 
Another one, which is used in this paper, is shown in Figure 1.  
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Engine
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Fig. 1. The fuzzy controller 

In this paper, most of the membership functions for the fuzzy sets are chosen to be 
triangular. We make this choice because the parametric, functional descriptions of 
triangular membership functions are the most economic ones. In addition, it has been  
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proven that such membership functions can approximate any other membership 
function. To describe the fuzzy rules, we use ZO, PS, PM, PB to indicate "zero", 
"positive small", "positive medium" and "positive big". 

We simulate and control queueing systems in C++ language. Mamdani implication 
is used to represent the meaning of “if-then” rules. The height method of 
defuzzification is used to transform the fuzzy output into a usable crisp one. For more 
information on the implement of fuzzy control, refer to [11, 21]. 

4   The Fuzzy Routing Algorithm 

The network model used for testing the fuzzy QoS routing algorithm is adapted from 
Balakrishnan et. al. [2], and it is shown in Figure 2. For the sake of easy illustration, it 
is assumed that the links between the nodes are with same transmission bandwidth, 
and their length are all the same. These assumptions are logical because the 
propagation delay of a traffic flow in the high performance communication is 
normally very small compared with its queueing delay at the switching nodes. Each 
node has incoming packet buffer with a maximum capacity of B. Nodes one, five, six 
seven, eight nine, and ten act as both traffic generating nodes and switching nodes. 
Nodes two three and four are pure switching nodes. According to the QoS 
requirements, a traffic route should be determined before a traffic flow is going to be 
sent off at its generating node, and the chosen route will not be changed afterward. 
The problem is to determine the optimal QoS routing policy for each traffic flow at its 
generating node based on the state of the system. The optimal criteria are multiple, 
which are the minimal percentage of connections rejected at the generating nodes, the 
minimal percentage of connections lost along the routes, and the minimal mean 
packet delay in the network.  

1

2
3

4 5

6

7

8

9

10

 

Fig. 2. Experimental communication network topology 

For a given traffic flow at its generating node, the state of each eligible path is 
described by (s, ni), where s⊂{1,2,3,4} is the number of hops on the path, and 
ni=0,1,2,…,B, i=1,2,…,s, is the number of packets currently in buffer i on the given 
path. The state of the system changes whenever an arrival or departure at any nodes 
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along the given path occurs. Without loss of generality, the decision epochs are the 
time instances that a new traffic flow is being generated and sent to the network. 

We use fuzzy control technique to solve this QoS routing problem and the 
algorithm is referred to fuzzy routing algorithm. The algorithm first determines the 
crisp path ratings for all eligible paths between the source and destination nodes 
from the view point of fuzzy inference. The path with the highest rating is then 
chosen to route the traffic flow. The path rate in this paper represents the degree of 
the path usability in the sense of the multiple criteria required. The connection is 
only rejected if all of the buffers on the chosen are currently full. Otherwise, the 
connection traffic is routed over the chosen path for the duration of the connection. 
Whenever traffic flow is routed to a chosen path, a packet is dropped when it arrives 
at a full buffer. 

We choose as fuzzy inputs: the number of hops on the path s and the path 
utilization ρ . The fuzzy output is the path rating r. The fuzzy rule base is shown in 

Table 1. 

Table 1. Fuzzy rule base 

ρ  
r 

ZO PS PM PB 

ZO PB PM PS ZO 

PS PM PS ZO ZO 
PM PS ZO ZO ZO 

s 

PB ZO ZO ZO ZO 

The path utilization ρ  is calculated  by the following series of steps. First, the 

utilization of each buffer ρi on the path is calculated as in (3). The sum of these 
utilization measures is taken and used to generate a weighting measure λi for each 
buffer I as in (4) and (5). Finally, the estimated path utilization ρ  is calculated by 

multiplying the umber of packets in each buffer by its corresponding weight factor, 
which is shown in  (6).  
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The membership functions for the fuzzy variables s, ρ  and r are shown in Figures 

3 (a), (b) and (a), respectively. The universes of discourse for the fuzzy variables are 
all chosen [0, 6]. The sojourn time of a packet in the system increases with the total 
number of packets in the system as the sequence 1,3,6,…, which is given by tj=tj-1+j, 
t0=0, j=1,2,…, thus we choose the fuzzy membership functions for ρ  as shown in 

Figure 3(b).  

  (a)                                                                              (b)

  0          1         2         3         4          5         6

     1

  0.5

 ZO               PS                 PM                 PB

  0          1         2         3         4          5         6

     1

  0.5

 ZO               PS                 PM                 PB

 

Fig. 3. Membership functions 

To sum up, the fuzzy QoS routing algorithm is outlined as follows. 

 (a) All eligible paths between the source and destination nodes and corresponding 
state information are collected. This work is needed for all source routing related 
algorithms. 

(b) Calculating the values of s and ρ for each eligible path by (3-6).  

(c) Using the calculated values pair of s and ρ as crisp inputs, we determine the 

crisp path ratings r for each eligible path via fuzzification (based on the membership 
functions shown in Figure 3), fuzzy inference (based on the rule base shown in Table 
1 and the Mamdani implication) and de-fuzzification (based on the High method of 
de-fuzzification). 

(d) The path with highest rating is chosen to route the traffic flow. 

5   Simulation Results 

We examine a QoS network model shown in Figure 1. It is assumed that the links 
between the nodes are all 2 km in length, and the bandwidth of the links are all 100 
Mbps. Each node has incoming packet buffer with a maximum capacity of 50 packets. 
The interarrival rate of connection attempts is assumed to be exponential. The mean 
of this exponential variable varies from 0.5 to 1.0 in increments of 0.05. We wish to 
determine the optimal QoS routing policy for each traffic flow at its generating node 
based on the state of the system. The optimal criteria are multiple, which are the 
minimal percentage of connections rejected at the generating nodes, the minimal 
percentage of connections lost along the routes, and the minimal mean packet delay in 
the network. The fuzzy routing scheme is tested against three other routing 
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algorithms: a fixed directory routing algorithm [2], a shortest path routing algorithm 
[10], and a "crisp" or non-fuzzy version of the fuzzy routing scheme.  

The fixed directory routing algorithm [2] is a simplified version of the shortest path 
problem, and is also based on the number of hops on the path. All of the one two, 
three, and four hop paths for a given source/destination pair are listed in a directory. 
The directory gives preference to the minimum hop paths. When a connection is 
requested, it is made on the first path in the directory that can accommodate the 
connection. The only reason that a path cannot accommodate a connection is if all 
buffers on the path are full. 

The shortest path routing algorithm calculates the shortest delay path. Once again, 
only the one, two, three, and four hop paths for each source/destination node pair are 
considered. The path with the shortest estimated delay is chosen to route the 
connection. 

The "crisp" non-fuzzy version of the fuzzy routing algorithm (henceforth referred 
to as the crisp routing algorithm) utilizes the path utilization calculation presented 
above in the breakdown of the fuzzy control routing algorithm.  

The simulations are executed on an IBM T23 ThinkPad. Each interarrival rate is 
simulated ten times. Each simulation run simulates the network for 300 seconds.  

The graphs for the percentage of connections rejected, the percentage of packets 
lost, and the mean packet delay (in second) in the network are shown in Figures 4, 5 
and 6, respectively. These statistic parameters are plotted in the value axis of the three 
figures, respectively, while the category axis are all mean call interarrival time.  
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Fig. 4. QoS network percentage of connections rejected 

Figure 4 illustrates that the fuzzy routing algorithm rejects a smaller percentage of 
connections than the other three routing algorithms. Recall that the only reason for 
which connections are rejected is if all buffers on the route chosen are full; therefore, 
the fuzzy routing algorithm appears to outperform the others at dispersing traffic in 
the network (to avoid extreme congestion on individual paths). 
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Fig. 5. QoS network of packets lost percentage 

Figure 5 reveals that the fuzzy routing algorithm also loses a smaller percentage of 
packets than the other routing algorithms. This is another illustration of the fuzzy 
routing algorithm's ability to outperform the other routing algorithms at dispersing 
traffic in the network. The fact that a fewer percentage of packets are lost under the 
fuzzy scheme means that not as many packets are approaching full buffers under this 
scheme. 
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Fig. 6. QoS network mean packet delay in the network 

Figure 6 reveals that the fuzzy routing algorithm results in a smaller mean packet 
delay in the network than the other routing algorithms. The fuzzy algorithm also does 
not experience as sharp an increase in mean packet delay as the other algorithms 
when the call arrival rate increases. This illustrates the ability of the fuzzy routing 
algorithm to handle an increased traffic load better than the other three algorithms. 

Overall, the fuzzy routing algorithm outperforms the other three routing algorithms 
with regard to all of the measures collected. The results shown in the graphs indicate 
that the fuzzy routing algorithm does a better job at dispersing traffic in a more 
uniform manner. It also handles an increased traffic load more efficiently.  
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6   Conclusions 

We propose a routing algorithm based on fuzzy control for QoS communication 
networks. The benefits of such an algorithm include increased flexibility in the 
constraints that can be considered in the routing decision and the ease in considering 
multiple constraints. The computational burden of a fuzzy control routing system is 
not severe enough to rule it out as a viable option. This is heavily due to the simple if-
then structure of the rule base. 

The design of a simple fuzzy control routing algorithm is presented and tested on 
an experimental QoS network. The results of this experiment prove favorable for the 
fuzzy control routing algorithm. The fuzzy algorithm displayed better performance 
than its "crisp" counterpart, the fixed directory routing algorithm and the classic 
shortest path routing algorithm. The results of this research indicate a promising 
future for fuzzy control in the world of communication network routing.  
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Abstract. In this paper, fusion of the mechanism modeling and the fuzzy mod-
eling, a component content soft-sensor, which is composed of the equilibrium 
calculation model for multi-component rare earth extraction and the error com-
pensation model of fuzzy system, is proposed to solve the problem that the 
component content in countercurrent rare-earth extraction process is hardly 
measured on line. An industry experiment in the extraction Y process by HAB 
using this hybrid soft-sensor proves its effectiveness. 

1   Introduction 

China has the most abundant rare-earth resource in the world. But the process auto-
mation mostly is still in the stage that component content is measured off-line, the 
process is controlled by the experience and the process parameters are regulated by 
hands. This situation leads to low efficient production rate, high resource consump-
tion and unstable production quality [1]. To implement automation in the rare-earth 
extraction process, the component content on-line measuring must be achieved at 
first. The present chief methods for the component content on-line measurement in 
rare earth extraction process include UV-VIS, FIA, LaF3 ISE, Isotopic XRF etc [2, 
3]. Because of high cost of the equipments, low reliability and stability, their usage in 
industry are generally limited. The soft sensor method provides a new way to measure 
component content in countercurrent rare earth extraction production on line. We 
further our research of paper [4] by fusion of the mechanism modeling and the intelli-
gent modeling and propose a hybrid soft-sensor of the rare earth component content 
which contributes to better prediction accuracy and wider applicability.  

                                                           
*  The work is supported by the National Natural Science Foundation of China (50474020),the 

National Tenth Five-Year-Plan of Key Technology (2002BA315A). 
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2   Component Content Soft-Sensor in Rare Earth Countercurrent 
Extraction Process 

2.1   Description of Rare Earth Countercurrent Extraction Process  

The two component A and B extraction process is shown in figure 1, where A is easy 
extracted component and B is the hard extracted component. In figure 1, 1u  is the 

flow of rare earth feed, 2u  is the flow of extraction solvent, 3u  is the flow of scrub 

solvent, 4u  and 5u  are the distribution of A and B in the feed respectively, where 

4 5 1u u+ = . Aρ  is organic phase product purity of A at the exit and Bρ  is aqueous 

phase product purity of B at the exit. A,kρ  is organic phase component content at the 

specified sampling point in scrub section and B,kρ  is aqueous phase component con-

tent at the specified sampling point in extraction section. 

 

Fig. 1. Rare earth extraction process 

Since the whole process is composed from few decades to one hundred stages, the 
flow regulation of extraction solvent, scrub solvent and the feed could influence the 
product purity at the exit after a long-time (often few decade hours) step by step de-
livery. For the above reason, the sampling point is set near the exit and the exit prod-
uct purity ),( BA ρρ is guaranteed by measuring and control of the component content 

),( BKAK ρρ  at the sampling point. How to measure the parameters ),( BKAK ρρ   has 

became the key point of rare earth extraction process control.  

2.2   Profile of Component Content Soft-Sensor in Rare Earth Extraction Process 

Via the mechanism analysis of countercurrent extraction process, parameters A,kρ , 

A,kρ , 1u , 2u , 3u , 4u  (or 5u ) have following relationships 

1 2 3 4

1 2 3 5

A,k A,k

B ,k B ,k

f { u ,u ,u ,u , }

f { u ,u ,u ,u , }

ρ ω
ρ ω

=
=

 (1) 

where A,kf { }⋅  and B ,kf { }⋅  are some form nonlinear functions, ω  is the influence of 

the outside factors such as extraction solvent concentration, feed concentration etc. in 
component content. Since the soft-sensor principle is same for A,kρ  and B,kρ , we only 

describe one component content soft-sensor and use ρ  instead of A,kρ  or B,kρ . 
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Fig. 2. Framework of rare earth extraction component content soft-sensor 

The framework of rare-earth extraction component content soft-sensor system is 
described in figure 2. 

Parameter 0ρ is the component content of off-line assay value, ρ  is the output of 

countercurrent extraction equilibrium calculation model, parameter 0ρ ρ ρΔ = −  is the 

error in modeling, ρ̂Δ  is output of error compensation model. The 
d

ˆρ ρ ρΔ = Δ − Δ  is 

used to correct the error compensation model. Then the output of the component con-
tent error compensation model based on adaptive fuzzy neural networks. Then the 
component content of soft sensor measurement in detecting point will be: 

ˆ ˆρ ρ ρ= + Δ  (2) 

The deduction of equilibrium calculation model for countercurrent extraction sees 
also in [5]. 

2.3   Component Content Error Compensation Model Based on Adaptive Fuzzy 
System 

The error ρΔ  between countercurrent equilibrium calculation model output ρ  and 

the real sampled output 0ρ  has the following relationship 

0
1 2 3 4g{ u ,u ,u ,u }ρ ρ ρΔ = − =  (3) 

where g{ }⋅  is some form nonlinear function. 

Using the adaptive fuzzy system [6] implements the component content error com-
pensation model. The training input-output pairs are constructed by 

1 2 3 4
T[ u ,u ,u ,u , ]ρΔ . The output of the error compensation model is ρ̂Δ . The whole 

error compensation mode can be described by following rules 

1 1 2 2 3 3 4 4
i i i i iR : if ( u isF ) and ( u isF ) and ( u isF ) and ( u isF )

0 1 1 2 2 3 3 4 4
i i i i i

i i
ˆthen g ( u ) p p u p u p u p uρΔ = = + ⋅ + ⋅ + ⋅ + ⋅ , 1 2i , , ,M=  

(4) 
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where iR  denote the ith fuzzy rules i
jF  denote the ith fuzzy set of ju ; the member-

ship function 
2

22
j ij

ij j
ij

( u m )
( u ) exp[ ]μ

σ
−

= − , ijm  and ijσ  are the center and  the width 

of the membership function and are called precondition parameters, i
jp  is called con-

clusion parameter, 1 2 3 4j , , ,= .  

The output of the error compensation model can be written into a compact form 

4 4

1 1 1 1

2 24 4

2 2
1 1 1 1

M M

i ij j ij j
i j i j

M M
j ij j ij

i
i j i jij ij

ˆ ( g ( u ) ( u ) ) ( ( u ) )

( u m ) ( u m )
( g ( u )exp[ ( )] ) ( exp[ ( )] )

ρ μ μ

σ σ

= = = =

= = = =

Δ =

− −
= − −

∏ ∏
 (5) 

In order to set up the extraction component content error compensation model, we 
need to decide the structure and parameters of this model, i.e. the rule number M , 
precondition parameters ijm  and ijσ  and the conclusion parameters i

jp . 

According to equation (3), we construct the training input-output pairs which is 
sampled in the product line and denote these data by{ }1 2 NX ,X , ,X , where  

1 2 3 4l lX [ u ( l ),u ( l ),u ( l ),u ( l ), ( l )] [U , ( l )]ρ ρ= Δ = Δ , 1 2l , , ,N= . 

By building density function and calculating sample data density index, we use the 
subtraction clustering method [7] to adaptively confirm the initial model structure. 
After the subtraction clustering finished, we can get the clustering center ( i

cU , i
cρΔ ) 

and get the initial network structure 
iR : IF u is close to i

cU  then ρ̂Δ  is close to i
cρΔ , 1 2i , , ,M=  

2.4   Parameters Optimization of Error Compensation Model 

We use the gradient descent algorithm and the least squares estimate algorithm to 
optimize the prediction parameters and the conclusion parameters. 

At first, fix the prediction parameters ijm , ijσ , 1 2i , , ,M= , 1 2 3 4j , , ,=  and use 

the least squares estimate algorithm to identify those parameters. Transform equation 
(5) to an equivalent form 

T ( ) Pˆ g( u ) uΔρ = = ⋅  (6) 

where
4 4

1 1 1

M
i
k k ij j ij j

j i j

( u ) ( u ( u ) ) ( ( u ) )ϕ μ μ
= = =

= ∏ ∏ , ( ) i
ku [ ( u )]ϕ= , P i

k[ p ( u )]= , 

0 1 4k , , ,= . Let 

T ( )u=  (7) 
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Define error index
21

2
P PˆJ( ) = − ⋅ . Then according to the least squares es-

timate, the parameter P which the minimized PJ( )  is  

T 1 TP [ ] −= ⋅ ⋅ ⋅  (8) 

Then, fix the prediction parameters i
kp  and use the gradient descent algorithm to 

obtain the prediction parameters. Consider error cost in-

dex 2

1

1

2

N

i

ˆE ( ( i ) ( i ))Δρ Δρ
=

= − , we can get the parameter regulation algorithm 

2
1 j ij

ij ij m i i
ij

( u m ( k ))
ˆ ˆm ( k ) m ( k ) ( )( g ( u ) ) ( u )

( k )
α Δρ Δρ Δρ φ

σ
−

+ = − − −  (9) 

2

3
1 j ij

ij ij i i
ij

( u m ( k ))
ˆ ˆ( k ) ( k ) ( )( g ( u ) ) ( u )

( k )σσ σ α Δρ Δρ Δρ φ
σ
−

+ = − − −  (10) 

where
4 4

1 1 1

M

i ij j ij j
j i j

( u ) ( ( u ) ) ( ( u ) )φ μ μ
= = =

= ∏ ∏ , ig ( u )  the is consequent value of the 

ith rule, 0 1mα< <  and 0 1σα< <  is the study rate. 

Repeat steps above until the criteria satisfied. After the prediction parameters and 
conclusion parameters optimized, the component content compensation value ρ̂Δ can 

be calculated by equation (5). Use equation (2) to get the soft sensor output ρ̂ . 

3   Industry Experiment of Soft-Sensor  

A company extracted high purity yttrium from ionic rare earth, in which the content 
of  

2 3Y O   is  more than 40%, adopting new extraction technique of HAB dual solution.  
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Fig. 3. Y component content curves of the experiment research 
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The extraction process consists of sixty stages of mixed extractors. The feed is in the 
22th stage. To guarantee the product purity requirement at each exit, the sampling 
point is set at 15th stage according to extraction product process automation require-
ment. The experiment results are shown in figure 3. 

From figure 3, it shows that the varied trends of the equilibrium model output and 
the soft-sensor output are identical with the real sampling data. At the points 13, 19 
and 30 in figure 3, the errors between the output of the equilibrium calculation model 
and the real sampling data are 12.58, 11.99 and 11.63, but the errors between the soft-
sensor output and the real sampling data are 2.365, -0.320 and 0.955. RMSE and 
MAXE for the equilibrium calculation model are RMSE=2.918 and MAXE=12.58. 
RMSE and MAXE for the soft-sensor are RMSE=2.315 and MAXE=4.509. It satisfies 
the process control requirement and has higher estimate precision. 

4   Conclusions 

The component content soft-sensor model of the rare earth extraction process pro-
posed in this paper is a hybrid model composed of the concurrent extraction equilib-
rium calculation model and the error compensation model using adaptive fuzzy sys-
tem. The proposed hybrid model can be used in the case that dynamic disturbance 
exists. When dynamic disturbance exists, the original equilibrium calculation model 
has larger errors. The successful application of the soft-sensor model in the extraction 
Y product line by HAB shows that the proposed soft-sensor method are effective to 
solve the component content online measurement problem. 
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Abstract. Product development process can be viewed as a set of sub- 
processes with stronger interrelated dependency relationships. In this paper, the 
quantitative and qualitative dependency measures of serial and parallel product 
development processes are analyzed firstly. Based on the analysis results, the 
process net is developed where the processes are viewed as nodes and the logic 
constraints are viewed as verges of the net. The fuzzy-logic-based reasoning 
mechanism is developed to reason the dependency relations between develop-
ment processes in the case that there is no sufficient quantitative information or 
the information is fuzzy and imprecise. The results show that the proposed 
method can improve the reasoning efficiency, reduce the cost and complexity 
degree of process improvement, and make a fast response to the dynamic de-
velopment environment. 

1   Introduction 

Process is the basic unit of activity that is carried out during a product’s life cycle 
(Yu, 2002). In this sense, the whole development process can be viewed as a set of 
sub-processes that their physical meanings are varied continuously along with time. 
The process in the net is not isolated. There exist complicated relationships among 
processes, where the logic relationship is one of the important relationships. The pur-
poses to analyze and program the logic relationship are as follows: 

1. It is to improve the concurrency degree of processes by arranging the serial and 
parallel modes of development process reasonably. 

2. It is to decrease the cost and complexity of process improvement. 
3. It is to program the whole development process effectively and reduce float 

processes to a great degree by identifying the important and unimportant  
processes. 

4. It is to increase the amount of information provided to the designers for making 
decisions. 
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Product development is a dynamic process. In order to make the development 
process optimal, it needs essential process improvement or process re-organizing 
activities. Therefore, it is very necessary to analyze the relationships among processes 
in the case that design information is incomplete and imprecise. 

Allen (1984) first defined the temporal logic relations of tasks. According to him, 
there is a set of primitive and mutually exclusive relations that could be applied over 
time intervals. The temporal logic of Allen is defined in a context where it is essential 
to have properties such as the definition of a minimal set of basic relations, the mutual 
exclusion among these relations and the possibility to make inferences over them. For 
this reason, Raposo, Magalhaes, Ricarte and Fuks (2001) made some adaptations to 
Allen’s basic relations, adding a couple of new relations and creating some variations 
of those originally proposed. Cruz, Alberto and Leo (2002) used seven basic relations 
of Allen to develop a logic relation graph of tasks and proposed two properties of 
relation graph. Li, Liu and Guo (2002) defined the concept of process templet and 
classified the logic relations of processes into five categories, i.e., before, meet, start, 
equal and finish. Gu, Huang and Wu (2003) analyzed the preconditions for executing 
the logic relations strictly. 

However, it is very difficult to program and execute the logic relations between 
development processes because of the complexity, fuzziness and dynamic uncertainty 
of product development process. Graph theory and fuzzy logic provide stronger tools 
for process modeling and analyzing. Alocilja (1990) presented process network theory 
(PNT). According to him, the generic properties of process networks can provide a 
practical analytical framework for the systematic analysis, design and management of 
physical production system, including material flows, technical costs, etc. Kusiak 
(1995) used graph theory as a tool to develop a dependency network for design vari-
ables and analyze the dependencies between design variables and goals. Cruz, Alberto 
and Leo (2002) presented a methodology to express both analytically and graphically 
the interdependencies among tasks realized in a collaborative environment. Fuzzy 
logic coupled with rule-based system is enabling the modeling of the approximate and 
imprecise reasoning processes common in human problem solving. Zakarian (2001) 
presented an analysis approach for process models based on fuzzy logic and approxi-
mate rule-based reasoning. He used possibility distributions to represent uncertain and 
incomplete information of process variables, and developed an approximate rule 
based reasoning approach for quantitative analysis of process models. Kusiak (1995) 
developed fuzzy-logic-based approach to model imprecise dependencies between 
variables in the case when no sufficient quantitative information is available. Sun, 
Kalenchuk, Xue and Gu (2000) presented a approach for design candidate identifica-
tion by using neural network-based fuzzy reasoning. 

In this paper, we present an approach to analyze the dependency relations between 
processes based on graph theory and fuzzy logic. First, a process net is developed by 
using graph theory. Second, we develop a fuzzy-logic-based reasoning mechanism to 
analyze the dependency relations between processes under the fuzzy and imprecise 
design environment, which can be used to increase the amount of information pro-
vided to the designers for making decisions. 
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2   Developing Network of Development Processes 

The set of logic relations adopted in this work is based on the temporal logic proposed 
by Allen (1984). That is before, meets, stars, finishs, equals, overlaps and during. The 
relationships above could be expressed by b , m , s , e , f , o , d  respec-

tively. 
The whole development process consists of many interrelated sub-processes. These 

sub-processes form a net, and the net is called as process net. The process net can be 
expressed by graphical representation. There exist matching relationships between 
elements and nodes of the graph, and the process and edge exist corresponding rela-
tionships. RPPnet ,= . nPPPP ,,, 21=  is the node set, and represent the non-empty 
set of processes and their information. mRRRR ,,, 21=  is the edge, and represent 
the constraint relationships among process nodes. 

The steps of developing a process net are as follows: 

(1) Developing graph of binary logic relations for all processes. 
(2) Developing relationship matrix of processes based on the logic relationships 

among processes. In the matrix, “0” represents that there hasn’t direct logic relation-
ships between the two processes, and “1” represents that there has direct logic rela-
tionships between the two processes. 

(3) On the basis of the relationship matrix, the process net can be developed 
through connecting all the edges in turn. Where the processes variables are viewed as 
nodes, and the logic constraints among variables are viewed as verges. 

3   Reasoning Mechanism for Process Dependency 

There exist collaborative or conflict relationships between development processes. 
Because of the interrelations of process net, there have direct or indirect effect rela-
tionships between processes, and the strength degree of these relationships has very 
important influence on the performance and improvement of processes. Therefore, to 
develop the reasoning mechanism of process dependency not only is avail to arrange 
the process modes reasonably and improve the concurrency degree of processes, but 
also is avail to decrease the complexity and the cost of process improvement. The 
physical meanings of symbols are list in Table 1. 

Table 1. The physical meanings of symbols 

ij  Physical meanings 
+ The change of process pi has good influence on the improvement of process 

pj 
- The change of process pi has bad influence on the improvement of process pj 
0 The change of process pi has not influence on the improvement of process pj 
? Otherwise 



900 Y.-K. Gu et al. 

 

3.1   The Reasoning Rules for Serial Process 

As shown in Fig. 1(a), the quantitative and qualitative dependency measures for serial 
processes can be denoted as follows: 

jkijki,j ⊗=→ , jkijki,j ×=→ . (1) 

The reasoning rules are developed and listed as follows: 

(1) If ""+=ij  and ""+=jk , then ""+=→kij ; 

(2) If ""+=ij  and ""−=jk , then ""−=→kij ; 

(3) If ""−=ij  and ""−=jk , then ""+=→kij ; 

(4) If ""−=ij  and ""+=jk , then ""−=→kij ; 

(5) If ( )"""" −+=ij  and "0"=jk , then "0"=→kij ; 

(6) If "0"=ij  and ( )"""" −+=jk , then ( )"""" −+=→kij . 

 
Fig. 1. Structure of process 

3.2   The Reasoning Rules for Parallel Process 

As shown in Fig. 1(b), the quantitative and qualitative dependency measures for par-
allel processes can be denoted as follows:  

jkikki,j ⊕=→ , jkikki,j +=→ . (2) 

The reasoning rules are developed and listed as follows: 

(1) If ""+=ik  and ""+=jk , then ""+=→kij ; 

(2) If ""−=ik  and ""−=jk , then ""−=→kij ; 

(3) If ( ) "0"=jkik  and ( ) ( )"""" −+=ikjk , then ( )"""" −+=→kij ; 

(4) If ( ) ( )"""" −+=jkik  and ( ) ( )"""" +−=ikjk , then ?=→kij . 

There exist loop structure as shown in Fig. 1(c). If "0"=ik  (i.e., there doesn’t exist 

direct dependency relations between processes ip  and kp ), the loop structure trans-

forms into serial structure. If "0"=ij  (i.e., there doesn’t exist direct dependency  

relations between processes ip  and jp ), the loop structure transforms into parallel 

 

(a) Serial structure (b) Parallel structure 

ij  
pj pi pk 

jk  

pj 

pi 

pk 

ik

 

ik

ij

jk
pj 

pi 

pk 

(c) Loop structure 
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structure. If there exist direct dependency relations among the three processes, the 
quantitative and qualitative dependency measures for loop structure can be denoted as 
follows: 

( ) ikjkijki,j ⊕⊗=→ , ( ) ikjkijki,j +×=→ . (3) 

3.3   Fuzzy-Logic-Based Reasoning for Process Dependency Relations 

3.3.1   Fuzzy Logic (Zakarian, 2001; Dutt, 1993; Zadeh, 1983) 

A fuzzy logic consists of IF-THEN fuzzy rules, where IF portion of the fuzzy rule 
includes the premise part and THEN portion, the consequence part. The premise and 
consequence of fuzzy rules contain linguistic variables. An inference process of fuzzy 
logic takes the fuzzy sets representing the rules and the facts and produces a resultant 
fuzzy set, over the domain of discourse of the consequent. 

Fuzzy linguistic are used to represent dependencies between processes in an uncer-
tain and imprecise design environment and can be described as 

( )NETUL ,,,=  

where U  is a universe of discourse. T  is the set of names of linguistic terms. E  is a 
syntactic rule for generating the terms in the term set T . N  is a fuzzy relation from 
E  to U , and its membership function can be denoted by: 

( ) [ ]1,0Supp  : →×UTN . (4) 

It is a binary function. That is to say, to ( )Tx Supp∈  and Uy ∈ , the degree of 

membership ( ) [ ]1,0, ∈yxN  

The operations of fuzzy set include fuzzy intersection, fuzzy union and fuzzy com-
plement. 

(1) Fuzzy intersection. The intersection of fuzzy sets A  and B  is a function of the 
form: 

( ) [ ] [ ] [ ]1,01,01,0: →×xμ BA . (5) 

and can be obtained from: 

( ) ( ) ( ){ } ( ) ( ){ }x,μxμx,μxμxμ BABABA == min . (6) 

by taking the minimum of the degrees of membership of the elements in fuzzy sets A  
and B . 

(2) Fuzzy union. The union of fuzzy sets A  and B  is a function of the form: 

( ) [ ] [ ] [ ]1,01,01,0: →×xμ BA . (7) 

and can be obtained from: 

( ) ( ) ( ){ } ( ) ( ){ }x,μxμx,μxμxμ BABABA == max . (8) 

by taking the maximum of the degrees of membership of the elements in fuzzy sets A  
and B . 
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(3) Fuzzy complement. The union of fuzzy sets A  is a function of the form 

( ) [ ] [ ]1,01,0: →− xμ A . (9) 

and can be obtained from: 

( ) ( )xμxμ AA −=− 1 . (10) 

3.3.2   Fuzzy Reasoning Approach for Process Dependency 
The dependency between processes can be described as a linguistic variable charac-
terized by a quintuple ( )( )MGUVTV ,,,, . Where V  is the linguistic variable “depend-

ency”; ( )VT  is the set of names of linguistic terms of V ; U  is the universe of dis-

course; G  is the syntactic rule for generating terms in the term set ( )VT ; M  is the 
semantic rule that assigns a meaning, i.e., a fuzzy set, to the terms. 

Let V  is the rate of change of process kp  that caused by the change of processes 

ip  and jp . 

T(V) = {PL, PM, PS, NL, NM, NS} 
         = {Positive Large, Positive Same, Positive Small, Negative Large,  
              Negative Same, Negative Small} 
The membership functions of the linguistic terms can be represented as shown in 

Fig. 2 

 

Fig. 2. The membership functions of the linguistic terms 

The membership functions of the linguistic terms can be defined as follows: 
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( ) ( ) 0    ,
11001

1
4

<
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=μNM  

( ) ( )
−≤

≤≤−
+−=

2,1

02,
21001

1
4μNL  

The fuzzy rule is represented as follows: 

IF mik V=  and njk V= , THEN kjkik V=⊕  

where mV , nV  and kV  are fuzzy linguistic terms. 

Thirty-six fuzzy rules can be developed to represent the dependencies among proc-
ess ip , jp  and kp , as shown in Table 2. 

Table 2. Fuzzy rules 

IF ikψ  Then kij →ψ  

PS PM PL NS NM NL 

PS PS PM PL PS or NS NS NL 
PM PM PL PL PM NS or PS NL or NM 
PL PL PL PL PL PL ? 
NS PS or NS PM PL NS NM NL 
NM NM PS or NS PL NM NL NL 

IF jkψ  

NL NL NL or NM ? NL NL Very NL 

In fuzzy reasoning, logical “and” and “or” operations produce the minimum and 
maximum membership function values. The output value can be obtained by calculat-
ing the center of gravity of the output membership function. As shown in Fig. 8, for 
each rule, we can obtain the membeship function measures for the two input variables 

0i  and 
0j  first. The smaller value can be selected as the measure to evaluate the 

matching of the rule. The result membership function of fuzzy reasoning considering 
only one rule is the minimum of the membership function at the THEN part of the 
rule and rule matching measure. The result membership function of fuzzy reasoning 

( )μ kji →,  considering all the relevent rules can be achived by obtaining the maximum 

value of these result membership functions for these rules. 
The output value of variable is the gravity center of the output membership func-

tion ( )μ kji →, , calculated by (Zhong, 2000) 

( )
( )→

→
=

max

min

max

min

 

 ,

 

 .

d

d

kji

kji

w

μ

μ
. (11) 

Assume the following two fuzzy rules and the values of input variables 
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Rule 1: IF "PS"=ik , and "NS"=jk , then NS""or  PS"", =→kji  

Rule 2: IF "PS"=ik , and "NM"=jk , then NM"" , =→kji  

Input: 0iik = , 0jjk =  

The fuzzy reasoning process can be illustrated by Fig. 3. 

 

Fig. 3. Fuzzy-logic-based fuzzy reasoning process 

4   Case Study 

Take the design process of worm drive as an example to analyze the dependency 
relationships using the proposed neural-network-driven fuzzy reasoning mechanism. 
Requirement analysis (p1), cost analysis (p2) and scenario design (p3) are the three 
sub-processes of the whole development process. The process structure of the three 
processes is parallel. First, we pick up the key process variables of each process re-
spectively,  

efficiencyon transmissi1 =v ,  

cost2 =v ,  

scenario of degreeon satisfacti3 =v .  

The change of key process variables is the dominant factors to result in the change of 
the process and its relative processes. The key of improving the process is to improve 
its key variables. Take the change rate of key process variables as fuzzy variable (i.e., 

1 , 2  and 3 ). The membership function of variable can be developed and shown 

in Fig. 4. Thirty-six fuzzy rules can be developed as shown in Table 3. 
Now, the process variable 1v  (transmission efficiency) will increase 20% because 

of the change of working conditions of worm, which will make 2v  (cost) increase 
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30% at the same time. The fuzzy reasoning mechanism illustrated in Fig. 2 can be 
used to analyze the change of 3v  (satisfaction degree of scenario) which results from 

the change of transmission efficiency and cost. If we input 20.01 =  and 30.06 = , 

we can calculate the gravity center of the output membership function ( )33μ , 

125.03 −=w . 

Table 3. Fuzzy rules 

IF 1  Then 3  

PS PM PL NS NM NL 

PS PS NS NM PS PM PL 
PM PM PS NM PM PL PL 
PL PL PS NM PL PL very PL 
NS NS NM NL PS PM PL 
NM NM NL NL NS PS PM 

IF 2  

NL NL NL very NL NL NL NM or NL 

 

Fig. 4. Membership function of 1ψ , 2ψ  and 3ψ  

Given the membership function of ( )33μ  

( ) 0    ,
1001

1
43 <

+
=μNS  

( ) ( ) 0    ,
5.01001

1
43 <

++
=μNM  

We can get 

( ) 9762.03 =μNS , ( ) 3360.03 =μNM  

From these we can see, the satisfaction degree of scenario decrease a little when 
the transmission efficiency increases 20%. That is to say, the process p3 changes 
along the negative direction in some sort when p1 and p2 change according to the 
design requirements. 

NS NL 
NM

PL 
PM 

PS 

0.5 1 -1 -0.5

μ1

1 

0 1

NS NL 
NM

PL 
PM 

PS 

0.4 0.8 -0.8 -0.4

μ2

1 

0 2 

NS NL 
NM 

PL 
PM 

PS 

0.5 1 -1 -0.5 

μ3

1 

0 3 
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5   Conclusions 

The characteristics of product development process, such as evolvement, dependency 
and irreversibility decide that there exist stronger logic relations between processes. In 
order to arrive at the product development goal which is to develop the product fast and 
optimal, the graph theory was used as a tool to develop a process net, and the fuzzy 
logic was used to develop the reasoning mechanism to analyze the dependency relations 
in the case that the design information is fuzzy and incomplete. The proposed method 
can provide theory foundation for process programming and improving, and also pro-
vide a method for realizing automatization of product development at the same time. 
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Abstract. A single machine scheduling problem with fuzzy precedence delays 
and fuzzy processing times is considered. A kind of precedence delays schedul-
ing problem with special structure is investigated because general single ma-
chine scheduling problem with precedence delays is NP-hard. And the objective 
is to minimize the maximum complete time of all jobs. 

1   Introduction 

There are many scheduling problems [1]-[3] of interest in which there are precedence 
delays between jobs. Precedence delay means a job can start its execution only after 
any of its predecessors has been completed and the delay between the two jobs has 
elapsed. Most of single machine scheduling problems with precedence delays are com-
putationally intractable in the sense that is strongly NP-hard [1], [3], even if in the case 
of unit execution times and integer lengths of delays [2]. In real world, input data may 
be uncertain or imprecise. Recently, Muthusamy et al. [4] considered fuzzy version of 
Wikum’s problem [3] with upper bounds of precedence delays are infinite and pro-
posed an O(n8) algorithm. In our research, we take both precedence delays and proc-
essing times as fuzzy numbers because processing times may be uncertain or imprecise 
in practical environment. The objective is to minimize the makespan. 

2   Fuzzy Numbers and Ranking Fuzzy Numbers 

A fuzzy number [5] is defined by convex normalized fuzzy set A  of the real line with 
a membership function ( ) : [0,1]

A
x Rμ → . L-R type fuzzy number A [5], has follow-

ing form (Please refer [5] for more details about L-R type fuzzy number): 

( , , , )LRA m m α β=  (1) 

The addition and subtraction operations of L-R type fuzzy numbers can be calcu-
lated as: 

' '( , , , ) ( , , , ) ( , , , )LR LR L Rm m n n m n m nα β γ δ α γ β δ+ = + + + +  (2) 
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( , , , ) ( , , , ) ( , , , )LR RL L Rm m n n m n m nα β γ δ α δ β γ ′ ′− = − − + +  (3) 

-cut ( (0,1]λ ∈ ) of a fuzzy number A  of the L-R type is mathematically stated: 
1 1[ ( ), ( )] [ ( ) , ( ) ]A m m m L m Rλ λ λ λ α λ β− −= = − +  (4) 

L-1 and R-1 denotes the reverse function of L and R. The expected value[6] of fuzzy 
number A  is a real number ( )E A  determined by the following formula: 

1

0

1
( ) ( ( ) ( ))

2
E A m m dλ λ λ= +  (5) 

Let A  and B  be any fuzzy numbers. The following conditions holds: 

( ) ( ) ( )E A B E A E B+ = +  (6) 

( ) ( )E A B E A+ ≥  (7) 

3   Problem Formulation 

Suppose that there are n+1 independent jobs J1, J2,…, Jn, Jn+1 to be processed on a 
single machine nonpreemptively. The processing time of job Ji is ip  ( ip  are L-R 
fuzzy numbers). Jobs form the set J={J1, J2,…, Jn} can be processed in arbitrary order 
with respect to ordinary precedence. But job Jn+1 cannot be started until all jobs from 
J are completed. There are time delay between the completion time of Ji from J and 

the starting time of Jn+1. This delay is a prescribed fuzzy quantity id , which can be 
formulated as L-R fuzzy number (li,ui, , )LR defined on R+. In fuzzy precedence delay, 
li and ui can be considered as lower and upper bounds of delays in crisp situation 
showed by Wilum et al. [3]. The crisp single scheduling problem with precedence 
delays is NP-hard when the condition of either li=0 or ui=  doesn’t hold. Sometime, 
precedence delays are not such accurate and scheduling decision-makers just know 
they will be in certain interval before scheduling.  

The problem considered here can be formulated as follow. A feasible schedule is 
represented by a pair 1( , )nCπ +  of a permutation π  of {1,2, , }n  and the completion 

time 1nC +  of job 1nJ + . Each scheduling 1( , )nCπ +  determines the position of job J1, 
J2,…, Jn, Jn+1. for jobs from J={J1, J2,…, Jn}, Job’s completion time is the sum of pre-
executed jobs’ processing times. Then in schedule 1( , )nCπ + , ( )jCπ , which denotes the 

completion time of j-th (j=1, …,n) job, is defined by: 

( ) ( )
1

j

j k
k

C pπ π
=

=  (8) 

( )jCπ  also becomes L-R type fuzzy number. For the last job 1nJ + , its completion time, 
i.e. the makespan of a schedule, is determined by completion time and fuzzy prece-
dence delay of every job Ji in J. That is, it equals processing time of Jn+1 plus maxi-
mum sum of completion time and precedence delay of iJ : 

1 1 1max{ | 1, , } max{ }n i i n i i nC C d p i n C d p+ + += + + = = + +  (9) 
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A general problem of minimizing a maximum completion cost, denoted by P, con-
sists in determining a feasible schedule S of jobs with respect to the precedence delays 
such that: P: 1( ) minnC S+ → , We call the schedule construct for problem 

max1 | ( ) |iprec d C . Next, we will give the procedure of solving the problem above. 

4   Solution Procedure 

With the presence of ordinary precedence constraints (no delay) for jobs J={J1, J2,…, 
Jn}, the following algorithm (Algorithm 1) is proposed to minimize the makespan of 
our single machine scheduling problem with precedence delays. To simplify the nota-

tion, we denoted i iC d+  by . 

1. 1{ , , }nJ J←J /* All jobs preceding job 1nJ +  */ 

2. S ← ∅ /* An optimal schedule */ 
3. while ≠ ∅J , do 

4. \ { | ( , }i i kJ J J prec← ∈ ∃ ∈'J J J /* Jobs processed at the end of schedule with 

respect to ordinary precedence*/ 

5. Find 'iJ ∈ J  such that ( )iE d  is minimal 

6. iS J S←  

7. \ iJ←J J  

8. end while 
9. 1nS S J +←  

Because cost function, the expected value of fuzzy number, satisfies inequation (7), 
step 3 to 8 is a variant of the algorithm designed by Lawler [7]. After that, step 9 to 10 
minimizes completion of Jn+1. Late on we will give the proof of optimization of  
Algorithm 1. 

Theorem 1. Algorithm 1 constructs an optimal sequence for problem P. 

Proof. Because job 1nJ +  must be processed last, we only need to prove that Algorithm 

1 constructs an optimal sequence for first n jobs. Enumerate the jobs in such a way 
that 1,2, ,n  is the sequence constructed by the Algorithm 1. Let : (1), , ( )nσ σ σ  

be an optimal sequence with ( )i iσ =  for , 1, ,i n n r= −  and ( 1) 1r rσ − ≠ −  where r 

is minimal. Suppose that ( ) 1k rσ = − , where 1 1k r≤ < − . This means there is no an 

optimal sequence with less value of r.  

:[ (1), , ( 1), ( ) 1, ( 1), , ( 1), ( ) , ]k k r k r r nσ σ σ σ σ σ σ− = − + −  
:[ (1), , ( 1), ( 1), ( 1), ( ), ( ), , ]k k r k r nμ σ σ σ σ σ σ− + −  
It is possible to schedule ( )kJσ (i.e. 1rJ − ) immediately before ( )rJσ  because 

( ) 1( )k rJ Jσ −  and ( ) ( )r rJ Jσ  have no successor in the set (1) ( 1){ , , }rJ Jσ σ −  and 

1,2, ,n  is constructed by the Algorithm 1. We can create the feasible sequence μ  

iCd

10. 1 1max{ | 1, , }in nC Cd i n p  
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by moving ( )kJσ  immediately before ( )rJσ . We obtain the sequence μ  in which 

( ) ( )i iμ σ= ( 1, , 1i k= − ), ( ) ( 1)i iμ σ= + ( , , 2i k r= − ), ( 1) ( )r kμ σ− = , 

( ) ( )i iμ σ= ( , ,i r n= ). It is obvious that for 1, , 1i k= −  and , ,i r n=  

(10) 

(11) 

(12) 

From (10)-(12), we can conclude that the sequence μ  is not worse than σ , thus it is 

also optimal. This contradicts the minimality of r. 
Algorithm 1 proposes a useful scheme of the Lawler’s method modified for the 

problem P, and its complexity is as simple as Lawler’s. In Algorithm 1, complexity 
from step 1 to step 8 is 2( )O n , complexity of step 9 is ( )O n . Therefore, the total 

complexity of Algorithm 1 is 2( )O n . 

5   Conclusion 

This paper has investigated a single machine scheduling problem with fuzzy prece-
dence delays and fuzzy processing times. The upper and lower bounds showed by 
Wikum et al. are regarded as parameters of L-R type fuzzy numbers. Then original 
NP-hard problem can be solved by modified Lawler’s algorithm in O(n2).  
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Abstract. This article proposes a network Quality of Service (QoS) system 
named Fuzzy-based Dynamic Bandwidth Allocation (FDBA) system which 
partitions network traffic into several channels and then recommends a suitable 
queuing strategy to network administrator so that user traffic and heterogeneous 
data packets of different classes can be properly multiplexed. Class Based 
Weight Fair Queuing (CBWFQ) is deployed as the congestion resolution 
mechanism. Markov Modulate Poisson Process (MMPP) is encompassed to 
model network traffic. Expectation Maximization is used to estimate MMPP pa-
rameters. Fuzzy is also invoked to calculate the bandwidth reserved for a chan-
nel. Reserving bandwidth guarantees the least network traffic, while declaring 
threshold of queue limit defines the priority of a class. A packet with higher 
priority will be delivered with higher probability. Moreover, FDBA can auto-
matically tune its QoS parameters to adapt various network traffic, thus de-
creasing managerial load and providing user a higher network service quality. 

1   Introduction 

As computers are widely used in various domains, network becomes a key issue in 
today’s scientific, engineering and business environments. People have built a huge 
Internet and relayed it for many ways, such as communication, e-commerce and enter-
tainment. To meet users’ abundant requirements, network facilities have evolved to 
much more complex than usual, but its basic technology, e.g., TCP/IP, does not change. 

Also, multi-media and voice applications have been extensively developed, distrib-
uted and used. People can conveniently access them worldwide through Internet. How-
ever, many Internet providers do not restrict users’ information contents and amount of 
data transferred. A mass of useless and dirty data, such as Spam, worms and illegal p2p 
sharing file, are transmitted within Internet which has limited bandwidth. That is why 
network quality of service (QoS) has significantly attracted researcher’s eyes in recent 
years. As users access network wantonly, network congestion causes packet loss and 
damages network reliability. Hence, network managers have two major challenges. One 
is how to defend against injurious traffic in order to keep network operate safely. How-
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ever, this is a network security problem and is beyond the scope of this article. The other 
is how to maximize resource utilization and dynamically share resources in order to 
guarantee promised QoS for users. 

Standardized by the Internet Engineering Task Force (IETF) in mid-1997, Differ-
entiated Services (DiffServ), combining edge policing, provisioning, and traffic pri-
oritization to achieve service differentiation [1], deploys per hop behavior (PHB) to 
guarantee resources for end users and to manage congestion, especially when network 
congests frequently. DiffServ does not request all network nodes of concerned system 
to implement PHB, therefore it is an adequate QoS policy for large scale networks. 
DiffServ involves several queuing strategies, such as First In First Out (FIFO) and 
Weighted Fair Queuing (WFQ), each has its own way to manage packets. However, 
most routers only support routing platform. When to use which queuing and how to 
setup and tune parameters are definitely depending on manager’s experience. 

This article proposes a QoS system named Fuzzy-based Dynamic Bandwidth Allo-
cation (FDBA) system which divides network traffic into channels, each consists of 
several classes. A class serves users of a small group in an enterprise or an institute, 
like a department or a bureau, i.e., packets coming from a user group is assigned to a 
specific class. Class Based Weight Fair Queuing (CBWFQ) is deployed as the con-
gestion resolution mechanism to reserve bandwidth for channels. 

Furthermore, FDBA can automatically tune QoS parameters to adapt various net-
work traffic, thus decreasing managerial load and providing users a higher network 
service quality. 

2   Survey 

Cisco supports several DiffServ mechanisms to fulfill QoS requirements [2, 3]. WFQ 
is a special one offering dynamic fair queuing that, depending on weights, partitions 
bandwidth across channel queues to ensure all traffic to be treated fairly. 

There are three common network service levels, expedited forwarding (EF), as-
sured forwarding (AF), best effort forwarding (BE), where EF has highest priority and 
BE the lowest. The main issue of CBWFQ is how to allocate bandwidth to traffic of 
different service levels. [4] proposed a dynamic DiffServ bandwidth allocation model 
(DDBAM), that dynamically changes the bandwidth individually allocated to EF, AF 
and BE. Exponential average (EA) is used to predict traffic of next moment. How-
ever, EA shapes traffic, especially bursty traffic. This may influence its predictive 
accuracy. DDBAM first satisfies EF’s required bandwidth, and assigns remaining 
bandwidth to AF. If AF does not use up the remainder, BE can be then severed. Due 
to absolute precedence, this model may cause starvation. 

[5] proposed a fuzzy-based Dynamic Resource allocation approach that allocates 
bandwidth to ATM network. They deploy fuzzy logic controller (FLC) to assign vari-
able priorities to classes depending on cell loss ratio, cell transfer delay, cell delay 
variation and total number of cells generated in each class to solve starvation prob-
lem. FLC is embedded in router kernel so that changing bandwidth can quickly re-
spond. But, embedding FLC into router is a crucial work due to performance reduc-
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tion. Situation becomes worse, especially in a high speed network. Remote control 
may be a feasible and easy way. 

[6] proposed a traffic shaping algorithm, which restricts end user side network traf-
fic from reaching its maximum reserved bandwidth, and monitors current transfer 
rates with neural network to change shaping parameters. It has no feedback mecha-
nism, i.e., no historical consideration. Also, neural network can not explain network 
behavior. 

[7,8] surveyed and examined several traffic models, such as Renewal Traffic Mod-
els, Markov-Modulated Traffic Models (MMTM), Fluid Traffic Models and Autore-
gressive Traffic Models, and explained which one is suitable for which kind of net-
work. MMTM is an application of Hidden Markov Model (HMM) [9-12]. [5] em-
ployed Markov Modulated Poison Process (MMPP), which is the most commonly 
used MMTM having represented a variety of traffic models, to simulate traffic as 
experimental input. [13,14] estimated parameters for MMTM. 

3   FDBA Architecture 

FDBA consists of four subsystems, Traffic Collector (TC), Traffic Predictor (TP), 
Fuzzy Controller (FC) and Bandwidth Allocator (BA), as shown in Fig. 1. FDBA uses 
MMPP to model network traffic. TC is responsible for collecting traffic volume 
transmitted via router as current observation for MMPP. TP predicts traffic of next 
moment by training and tuning MMPP. Each class within a channel conducts an inde-
pendent traffic. By calculating the maximum probability for MMPP, we can more 
accurately predict traffic for each class. FC foretells and distributes finite bandwidth 
to channels. Based on this distribution, BA dynamically changes CBWFQ configura-
tion to increase CBWFQ’s runtime flexibility. 

Traffic Collector
(TC)

Bandwidth 
Allocator

(BA)

EF traf. in Ch 1
EF traf. in Ch 2
EF traf. in Ch n

…
EF traf. in Ch n

EF predicted traf. In Ch 1

EF predicted traf. In Ch n

EF predicted traf. In Ch 2

...

BE predicted traf. In Ch n

BW for C1
BW for C2

...
BW for Cn

Traffic Predictor
(TP)

Fuzzy Controller
(FC)

 

Fig. 1. FDBA architecture 

3.1   CBWFQ 

CBWFQ assigns a channel Ch a weight proportional to Ch’s bandwidth in order to 
ensure the corresponding queue being served fairly. In a router, each channel has its 
own FIFO queue. 

CBWFQ reserves the minimum bandwidth for each channel. The sum of all band-
width allocated to an interface, e.g., Ethernet port or a serial port, should not exceed 
total available bandwidth. [2] recommended that total allocated bandwidth should not 
exceed 75 percent of total bandwidth. The remainder is for other overhead, including 
Layer 2 overhead, routing traffic, and best-effort traffic. 
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3.2   Traffic Collector 

Network traffic can be collected at least in two ways: Simple Network Management 
Protocol (SNMP) and NetFlow. The former is a well-known network management 
tool, providing network manager a protocol to retrieve information from Management 
Information Base (MIB) in a router, switch or server. The latter is a powerful tool 
proposed by Cisco for increasing router’s performance by ways of caching packet 
information into buffer. Netflow has a bonus function to export header information of 
a packet flowing through underlying router [15]. 

We retrieve traffic of an interface from standard MIB, and traffic of each channel 
from Cisco proprietary MIB so as to realize the traffic volume belonging to each 
class. However, SNMP is unable to read class traffic. NetFlow is then invoked. It 
collects traffic for each user, then storing the collection into database and finally 
summarizing the traffic for each class. Nevertheless NetFlow is not a real-time sys-
tem, predicting traffic from history becomes important. 

3.3   Traffic Prediction 

We employ MMPP to model network traffic as stated above, and use Expectation 
Maximization (EM) algorithm [9] to estimate MMPP parameters, such as state transi-
tion probability and probability distribution of traffic volume for each state, i.e., each 
state has its own traffic probability density function (PDF). 

Assume }...{ 21 ToooO =  is the observed traffic sequence from time 
1t  to 

Tt and  

}...{ 21 Tqqqq =  the hidden state sequence for each observation. MMPP consists of state 

transition probabilities },...2,1,;{ Njiij ==Π π  from state 
iS  to state 

jS  at time t  where 

)|( 1 itjtij SqSqP === +π  and N is the number of states. Traffic PDF 

2

2

2

)(

22

1
)( i

ix

i

i ex σ
μ

πσ
λ

−−

=  is a Gaussian distribution with mean 
iμ  and variance 2

iσ  for 

state 
iS , Ni ,...2,1=  and 

iπ  is the probability of the initial state 
iS  (at time 

1t ), i.e., 

)|( 1 OiqPi ==π  , Ni ,...2,1= . MMPP is defined by the parameter set : 

},...2,1,);,(,,{ 2 Njiiiiiji ==Ω σμλππ  

Our goal is to estimate  for predicting traffic volume of next moment given O . 
The problems raised are four-fold: 1. How to efficiently compute the probability that 
the predicted sequence generated by MMPP is same as the observed sequence? 2. 
How to choose a corresponding state sequence q  that is optimal (maximum probabil-

ity) for the observation? 3. How to adjust  to maximize )|( ΩOP ? 4. How to predict 

next observation 
1+To  with MMPP? 

The first problem can be solved by computing the forward variable 
)|,...()( 21 Ω== iqoooPi tttα  and backward variable )|,...()( 21 Ω== ++ iqoooPi tTtttβ  with 

forward procedure and backward procedures [9] respectively, where )(itα  ( )(itβ ) is 

the probability of the partially observed sequence 
tooo ...21
 (

Ttt ooo ...21 ++
) from the very 



 Fuzzy-Based Dynamic Bandwidth Allocation System 915 

 

beginning to time t  (from time t  to 
Tt ), given the model  and time t  in state 

iS . 

Since )|,...()|,...()|......()|( 21
1

21121 Ω=Ω==Ω=Ω ++
=

+ iqoooPiqoooPoooooPOP tTtt

N

i
ttTtt

,  

by definition 
=

=Ω
N

i
tt iiOP

1

)()()|( βα . 

The second problem can be solved by Viterbi algorithm [12] which finds out the 
best state sequence with dynamic programming method. The quantity is defined as 
follows: 

)|...,,...(max)( 21121
,... 121

Ω== −
−

ttt
qqq

t oooiqqqqPi
t

δ  

which is the best score (the highest probability) along sequence 
tqqq ...21
 at time t . 

The complete Viterbi algorithm is as follows. 

(1). Initiate )(itδ  at time 
1t , and reset the array argument 

1ψ , i.e., 

)()( 11 oi iiλπδ =    ,   0)(1 =iψ    ,   Ni ≤≤1  

(2). Compute )(itδ  from time 
2t  to time 

Tt , and store the state of each t into 
tψ . 

)(])([max)( 1
1

tjijt
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t oij λπδδ −≤≤
=   ,  ])([maxarg)( 1

1
ijt

Ni
t ij πδψ −≤≤

=     
Tttt ≤≤2
  ,  Nj ≤≤1  

where arg is the operation storing the state which has maximum probability causing 

])([max 1
1

ijt
Ni

i πδ −≤≤
. 

(3). Select the maximum probability of )(iTδ  as the final probability *P , and retrieve 

final state 
*
Tq . 

)]([max
1

* iP T
Ni

δ
≤≤

=   )]([maxarg
1

* iq T
Ni

T δ
≤≤

=  

(4). Backtrack to get the complete state sequence. 

)( *
11

*
++= ttt qq ψ   

1221 ,,...,, ttttt TT −−=  

The third problem is a key issue in tuning MMPP to meet real traffic. Reestimating 
parameters is performed by EM algorithm [9]. First, we define ),|()( Ω== OiqPi ttγ  as 

the probability of being in state 
iS  at time t , given O  and . By induction, we get 

=
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since )()()|,...()|,...()|,( 2121 iiiqoooPiqoooPiqOP tttTttttt βα=Ω=×Ω==Ω= ++
, we can 

rewrite )(itγ , 
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In order to reestimate (iteratively update and improve) , we define ),( jitξ  

),|,(),( 1 Ω=== + OjqiqPji tttξ  

which is the probability of being in state 
iS  at time t and state 

jS  at time t+1, given   

and O. 
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By definition, we got   
=

=
N

j
tt jii

1

),()( ξγ . 

Summing up )(itγ  over time t can get the expected number of transitions outgoing 

from 
iS , and summing up ),( jitξ  can derive expected value of transitions from 

iS  to 

jS . The reestimation formulas for  are 
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The reestimation formulas can be directly derived by maximizing Baum’s auxiliary 
function [11]. 

ΩΩ=ΩΩ
q

qOPqOPQ )]|,(log[)|,(),(  

where Ω  denotes a new estimate for Ω . Baum and his colleagues has proven that 
maximizing ),( ΩΩQ  leads to increased likelihood, i.e., 

)|()|()],([max Ω≥ΩΩΩ
Ω

OPOPQ  

We can solve the final problem by computing the maximized probability for next 
observation with the tuned model. The algorithm is as follows: 
(1) Compute the probabilitty for the transition from 

Tq  to 
1+Tq , NqT ,...,2,11 =+

, given 

iqT =  at time 
Tt  and choose the maximum one. The corresponding 

1+Tq , say K, will 

be the next state, i.e., 

Kq ijT ==
≤≤+ π

Nj1
1 maxarg  

(2) Retrieve the traffic volume having the maximum probability as the predicted traf-
fic at 

1+Tt , i.e., 

)(maxarg
 x volume trafficall

1 xo jT λ=+
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3.4   Fuzzy Controller 

FDBA follows the following procedure to dynamically assign bandwidth to CBWFQ: 
determining scores (weights) for each channel and allocating bandwidth based on the 
scores. Three trapezoidal membership functions (TMFs) namely high, medium and 
low are defined for each of EF, AF and BE. There are a total of 27 output scores 
whose corresponding fuzzy rules are listed in Table 1. Bandwidth allocated to channel 
i, say 

iBW , is calculated as follows. 

totaln

j
j

i
i BW

Score

Score
BW ×=

=1

 

where n is the total number of channels managed by FDBA, 
iScore  score of channel i 

and 
totalBW  the total bandwidth of underlying interface. 

Table 1. Fuzzy rules for bandwidth sharing 

SN. EF AF BE score 14 medium medium medium 14

1 low low low 1 15 medium medium high 15

2 low low medium 2 16 medium high low 16

3 low low high 3 17 medium high medium 17

4 low medium low 4 18 medium high high 18

5 low medium medium 5 19 high low low 19

6 low medium high 6 20 high low medium 20

7 low high low 7 21 high low high 21

8 low high medium 8 22 high medium low 22

9 low high high 9 23 high medium medium 23

10 medium low low 10 24 high medium high 24

11 medium low medium 11 25 high high low 25

12 medium low high 12 26 high high medium 26

13 medium medium low 13 27 high high high 27  

4   Experiments 

Four experiments are performed. In the first, every 60 observations are treated as a 
unit. A total of 115 units are prepared. We use the first 60 to initiate MMPP and tune 
it by Baum’s algorithm. 55 predictions are generated. The remaining 55 observations 
are the reference list used to compare with the 55 predictions. The accuracy is calcu-
lated by the following formula: 

%1001 115

61

115

61 ×
−

−=

=

=

t
t

t
tt

o

po
accuracy

 

where to  is the tht  observation, tp  the tht  prediction. 
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Table 2. The accuracy for FDBA, Qiu and OP 

Samples                     model FDBA Qiu OP
60 observations as a unit 88.59% 87.60% 85.72%
30 observations as a unit 83.04% 80.14% 77.72%
10 observations as a unit 81.29% 71.27% 67.70%

bursty traffic 60.55% -37.00% -68.74%  

The second and the third experiments are the same as the first except “60 observa-
tions as a unit” is respectively replaced by “30 observations as a unit” and “10 obser-
vations as a unit”. The fourth experiment deploys bursty traffic as the observed data. 
Table 2 shows the accuracies of three prediction approaches, FDBA, Qiu and OP 
(observation as prediction). 

 

Fig. 2. Comparison on sampling size=60 observations/unit 

 

Fig. 3. Comparison on sampling size=30 observations/unit 
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FDBA is better than the other two especially in a short term sampling. When 
bursty is given, its accuracy is 60.55%, while the other two become negative, i.e., 

==

>−
115

61

115

61 t
t

t
tt opo

, due to Qiu’s shaping traffic and OP’s tracking traffic. That means the 

latter two bring forth serious errors. Fig. 2 to Fig. 5 show four predictions for FDBA, 
Qiu and real traffic. OP’s results are not illustrated to simplify the scopes. Its values 
can be obtained by right shifting “real” values to their next adjacent observations. 

 

Fig. 4. Comparison on sampling size=10 observations/unit 

 

Fig. 5. Comparison on bursty traffic 

5   Conclusion 

DiffServ is simple and suitable for large scale networks. It supplies different queuing 
strategies to routers. This is useful especially when congestion frequently occurs. 
However, once set, DiffServ’s parameter values are fixed so that it is inadequate for 
dynamic network traffic. Queuing scheduling and buffering, such as fair queuing and 
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shaping, are ways to increase its flexibility. However, these methods are suitable for 
short term variance, like bursty traffic. Long term variance, such as different character-
istics between midnight and midday or weekend and weekdays, is difficult to predict. 

Dynamically changing QoS parameters can solve long term variance problem. This 
article proposes a Fuzzy-based dynamic bandwidth allocation mechanism to improve 
DiffServ performance and reduce managerial burden. In order to implement this sys-
tem on existing platform, we use external approach to remotely control router set-
tings. However, remote control is not sensitive enough to achieve real-time regulation 
due to router’s slow response. Rewriting router’s kernel and constructing real-time 
controller can improve its behavior. 
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Abstract. Reliable localization is a fundamental issue in robot navigation tech-
niques. This paper describes an apporach for realizing self-localization of mo-
bile robot by matching the local map generated from a 2D laser scanner. Envi-
ronment map is represented by occupancy grids and it fuses the information of 
the robot’s pose using dead-reckoning method and the range to obstacles by la-
ser scanner using maximum likehood estimation. After a current laser scan, the 
positon of mobile robot, in relation to a previous scan and pose estimates, is 
computed by matching the local map using fuzzy logic method.  The effective-
ness of this method is demonstrated by experiments.  

1   Introduction 

Reliable localization is a fundamental issue in robot navigation techniques[1]. Usually, 
The localization methods can be categorized into two groups: relative and absolute 
position measurements[2]. Because of the lack of a single good method, developers of 
mobile robots usually combine two methods. As a kind of absolute position methods, 
map matching is widely used to correct accumulated errors of relative localization.  

In our research,  a 2D laser scanner LMS291 is utilized as exteroceptive sensor to 
build the environment map for its advantages. Environment map is represented by 
occupancy grids and it fuses the information of the robot’s pose using dead reckoning 
and the range to obstacales by laser scanner using maximum likehood estimation. Due 
to the presence of random noise, dynamic disturbance and self-occlusion, map match-
ing according to the results of maximum likelihood estimation cannot completely be 
used to find the most likely positon of mobile robot. While fuzzy techniques have 
been proved to be effective  in addressing the self-localization problem. So we apply 
fuzzy logic into  the results of maximum likelihood estimation in order to improve the 
robot localization performance. By experiments of the robot platform equipped with 
LMS291, the effectiveness of this method is demonstrated and the localization per-
formance of mobile robot is validated. 
                                                           
* This work is supported by the National Natural Science Foundation of China (No. 60234030). 
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2   Local Map Building 

Kinematic model of robot platform can be described by its rigid constraints. Similar 
to reference 3, we only focus our interest in the x-y plane and in the direction here. 
Let X=(xr, yr, r) denotes the robot’s pose in a 2D space, then the kinematic equations 
in the discrete time domain can be got by pose sensors such as odemetry, fiber optic 
gyros(FOG). A laser scanner LMS291 made by SICK corporation[4] is mounted on the 
rotating table of mobile robot to detect the environment. Each scan point is repre-
sented by the laser beam direction, and the range measurement along that direction.  

The operating environment of mobile robot is described by 2D Cartesian grids, and 
a 2D array is taken to storage the environment map. The konwledge about occupancy 
condition of a given cell at time k is stored as probability of two states, empty or oc-
cupied, given all the prior sensor observations. When an obstacle is observed at some 
position, the corresponding array value is changed from 0 to 1. Since the size of grids 
has an effect on the resolution of control algorithms directly, each grid cell corre-
sponding to 5×5cm2 in real enviroment is adopted in view of the measurement resolu-
tion and  response time of LMS291. If doing so, the local map of mobile robot can be 
created in real time and keep the high accuracy.  

3   Self-localization Using Fuzzy Logic 

3.1   Maximum Likelihood Estimation 

The inherent uncertainty of environment grids is mainly derived from the accumu-
lated pose errors. The errors between the estimated and the real values of robot’s pose 
is represented by X={ x, y, }. By searching for the optimal parameters x, y,  
under map matching, we will find the most likely postion of mobile robot in the 
global coordinate system. Therefore the estimation for the parameters x, y,   is a 
maximum likelihood estimation problem. 

 ),,(maxarg),,(
,,

*** δθδδδθδδ
δθδδ

yxlyx
yx

=                                    (1) 

For estimating the parameters x, y, , the map matching is formulated in terms 
of maximum likelihood estimation using the distance from the occupied cells in the 
current local map to their cloest occupied cells in the previous map with respect to 
some relative postion between the maps as measurements. We denote the distances 
for these occupied grid cells at some position of mobile robot by nDD ,,1 , thus the 

likelihood  function for the parameters x, y,  is formulated as follows. The map 
matching is limited in a 3×3 grid area centered by the matching grid cell. 

 ),, ;(ln),,(
1

δθδδδθδδ yxDpyxl
n

i
i

=
=                                      (2) 
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3.2   Self-localization Based on Fuzzy Logic 

The initial postion of  mobile robot is given by dead reckoning so that we have an 
initial position to compare agasist. The new robot pose and its asssociated uncertainty 
from the previous pose, given dead-reckoning information, is estimated. Then the 
ambient environment is completely scanned  by the laser scanner with the rotation of  
the rotating table. The errors between the estimated and the real values of robot’s pose 
is computed using maximum likelihood estimation during matcing the map between 
scans. Since the scan range of LMS291 is from –90º to 90º and the rotating table 
rotates from –150º to 150º in horizontal direction, the perceptual environment around 
the robot can be completely sensored by 3 scans of LMS291 with the rotation of the 
rotating table at least which would be devided into corresponding scan sectors in the 
same position.  On account of the analysis in introduction, it is different for the results 
of maximum likelihood estimation in various sector whether the robot moves or not. 
Hence, we assign a fuzzy degree of membership to each estimated parameter between 
scans and define its memebership function is {low, rather low, median, rather high, 
high}. Next, we make a fuzzy logic inference according to the matching results, and 
then the crisp number  is gained by a defuzzification based on the centroid average 
method. The algorithms is described in figure 1. 

 

Fig. 1. Algorithms description based on fuzzy logic 

4   Experiments 

We implemented experiments in our office using mobile robot IMR-01 with two rocker-
bogie suspension, four dirve wheels and an omnidirectional wheel  as experimental 
platform. Experimental results are shown in figure2. Figure 2 (a) depicts the robot uses 
pose sensors and laser scanner to determinate its pose and build an initial local map so 
as to compare agaist from which we can see black grids are obstacles, a door is on the 
left and researcher are on the right as dynamic obstacles;  (b) shows the robot moves 
along the wall to scan the environment in which blue curve is its trajectories and we can 
know the accumulate errors increases over time; (c) and (d) are the local map before and 
after correction. Compared the left and right side of office, the results using maximum 
likelihood estimation exist discrepancy owing to the dynamic disturbances. After the 
robot wander for some time, we can find the pose of mobile robot changed due to the 
accumulate errors and caused the local map uncertainty from (a) and (c). By the correc-
tion for self-localization by the local map matching using fuzzy logic, the random noise 
and dynamic disturbances can be reduced in relation to (a) and (d). 
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Fig. 2. Local map matching  

5   Conclusions 

An approach for a mobile robot equipped with a 2D laser scanner to realize its self-
localization by matching the local map is described in this paper. Environment map is 
represented by occupancy grids. Because the uncertainty of environment grids is 
mainly caused by the noise of pose sensors, fuzzy logic is applied into the map match-
ing so as to limit the robot’s pose errors to small enough. Experimental results dem-
onstrate the effectiveness of this method. 
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Abstract. This article proposes a navigation technique based on fuzzy maps of 
the environment for real-time applications. Particularly choosing the right op-
erator plays important role in obtaining good results rapidly and accurately for 
different kind of environments. Mainly,  A* algorithm is used for navigating the 
mobile robot in the fuzzy mapped environment defined by Yager Union opera-
tor. Experiments are implemented on Nomad 200 mobile robot successfully. 

1   Introduction 

Many robotic systems are widely using multi sensory systems rather than using one 
single smart sensor (such as cameras, laser or GPS systems). Instead of using im-
proved complex configurations, simple sensors require generally less system re-
sources and less cost. They can smoothly be distributed over a larger area which 
makes the sensing system less prone to errors. If a sensor is broken down, the other 
sensors can handle broken sensors’ operation. This feature makes multi sensory sys-
tems more robust. Shortly multi sensory systems are cheaper, robust, distributed and 
flexible. The main problems in multi sensor systems are spectacular reflections, angu-
lar uncertainty and fusion of all sensors measurements. Researchers developed many 
techniques to handle these problems. Commonly used sensor fusion methods are 
Kalman filtering[1], Dempster Shafer’s evidence theory [2], Neural Networks [3] and 
Fuzzy Systems[4].  

In this paper, the map building results are used in navigation process using fuzzy 
logic base environment maps is constructed. Mobile robot finds its way using these 
maps. If the mobile robot cannot reach to the goal point map building and navigation 
processes are repeated recursively. The relationship between map building and navi-
gation results are shown in Fig. 1. 

The overall concept of map building algorithm is when ultrasonic range reading 
process is applied by robotic system, range reading values coming from sensors are 
processed by several different fuzzy union operators.  These operators process each 
sensors value by its sensors model and get their values in two fuzzy sets.  These sets 
show local occupancy and emptiness value of the cells under the radiation cones. 
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After gathering local values of the cells, these local values are aggregated by the same 
fuzzy union operator to get the global map of the surrounding. For detailed informa-
tion about the process can be found from [5]. Dombi, Dubois-Prade, Yager, Sugeno 
and Einstein union operators applied to the map building process and their results are 
compared with speed and successfully mapping criteria’s. Navigation process acti-
vates after getting 360 degrees surrounding map data from map building process. A* 
path finding algorithm is used for navigation process. A* path finding algorithm finds 
paths from explored environment. If mobile robot reaches to the goal point mobile 
robot stops and it finishes its current work. But if it cannot reach to the goal point, 
recursive map building processes are repeated and at the end of processes mobile 
robot reaches to the goal point. 

Sensor Interfaface

Motor Controllers

Odometry
Data

Environment
Maps

Motion
Commands

MOBILE ROBOT

MAP BUILDING

Sensor Data
Fusion

Perception

NAVIGATION

Path Planning

Motion Generation

 

Fig. 1. Functional diagram of the map building and navigation processes 

This paper is organized as follows. Section 2 gives the background of sensory 
model of system. In section 3 we will give different fuzzy operators time based and 
performance based comparison results for map building process. In section 4 and 5 
we will introduce navigation process and its experimental results are given. In section 
6 conclusions are given. 

2   Sensor Model 

We have used fuzzy sensory model for fusion of sensory range readings. Ultrasonic 
sensors’ measures distance values between obstacles and sensor by the time of flight 
of the ultrasonic waves in the air. This range values has sometimes problems like 
angular uncertainties and spectacular reflections. Fuzzy logic offers a natural frame-
work in which uncertain information can be handled. Nomad 200 mobile robot has 
equipped with 16 Poloroid ultrasonic range finders [6].  Poloroid ultrasonic range 
finders can measure distance value with %1 accuracy by approximately 0.12 - 6.5 
meters. For each perception phase turret system rotates 7.5 degrees for two times and 
takes three consecutive range readings. Totally we get 3x16=48 range values for each 
perception process. To eliminate false reflections we will not consider the values 
higher than 1.5 meters. All the points inside 1 meter radius circle falls into minimum 
of 3 radiation cones.  
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48 sensory range reading values give 360 degrees surrounding scene of the robot. 
From these range readings two fuzzy sets empty ( ε ) and occupied ( O ) are formed. 
These sets are not complementary and all the cells under the radiation cones have 
different membership values to these sets. To integrate multiple sensory range read-
ings on the evidence grid, we must use a sensor model to convert the range informa-
tion into evidence values. Cells located near the cone axis and near the circumference 
of radius r have more evidence for being occupied. Cells which are far from cone axis 
and far from circumference of radius r have more evidenced for being empty. To 
model these circumstances, the sensory model give in Eq. (1). 

[
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O O

c r rk c r r

r c r c
f c r k r r c r f c r k r r c r r

r r
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− −
= − Δ ≤ < = − − Δ ≤ < + Δ

Δ Δ
≥ ≥ + Δ

 (1) 

Where c identifies the cells distance from sensor, r identifies the range reading, kε  

and Ok identifies maximum values of empty and occupied sets, 2 rΔ  identifies length 

of proximal area to the arc of radius r. Detailed sensor model is given in [7]. 

3   Map Building 

Map building process consists of 3 sub-processes. Every process has different tasks to 
complete. These 3 tasks are repeated recursively and the environment map is formed.  
Fig. 2 shows the structure of 3 sub-processes. The selection of proper fuzzy union 
operator is very important for overall system performance. Because of choosing in-
correct union operators; some regions in the environment map can be identified incor-
rect by the map building phase. For example empty regions can be identified occupied 
or occupied regions can be identified empty. These false data could become map 
building and navigation processes totally inefficient. Navigation process can find long 
paths to the goal or the process cannot find paths to reach to the goal. 

Perception phase takes sensory range reading values from multi sensory system. 
Processing phase gets sensory values and processes these values using chosen sensory 

model and generates kε and kO  fuzzy sets., so that, ; k k

i i

k k
i i O U OUε ε == and these 

fuzzy sets gather all the emptiness and occupancy information about thk  range read-

ing process. kε  and kO  sets are generated by Dombi, Dubois-Prade, Yager, Sugeno, 
Einstein’s union operators. Strength values of the operators can be tuned by their own 
constants while computing.  Fusion phase gets local information from kε  and kO sets 
and generates global ε  and O fuzzy sets. Fusion phase aggregates local in formation 
to global information using union operators which are used in processing phase given 

by :: ; kk O O Oε ε ε = ∪= ∪ . Fuzzy logic map building techniques has superior per-

formance on detection of conflicting or insufficient information and they are highly 
computational efficient. Using ε  and O fuzzy sets surrounding map M is obtained 
by A Oε= ∩ and fuzzy sets represents the membership of ambiguous cells in set ε  
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and O . Another fuzzy sets determine intermediate cells given by I Oε
− −

= ∩ and 

I safe for planning cells given by 2S O A Iε
− −

= ∩ ∩ ∪ . It clear that M S
−

= is written. 
Every map building process updates the M  map. For every map building operation is 
done M  environment map is generated.  
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Fig.  2. Map Building Process 

4   Navigation 

Navigation process is finding a suitable and shortest path to the goal. The chosen path 
must be safe inside the area so far explored and at same time should provide direc-
tions for further exploration to reach goal. Navigation process finds paths to the goal 
by processing incoming map data from map building process. Mobile robot reaches to 
the goal point by the repetition of navigation and map building processes. In this work 
A* path finding algorithm is chosen for Navigation process. A* algorithm is widely 
used by many robotic researchers [9]. A* algorithm generates sub paths from current 
location to the goal. A* algorithm uses all the environment knowledge coming from 
map building phase. Navigation process uses this knowledge to find paths in the ex-
plored areas and robot follows these paths to reach the goal point. If the reached point 
is the real goal point mobile robot stops and navigation process finishes but on the 
other hand if the reached point is different from the goal point, mobile robot starts a 
new map building and navigations process till reaching to the goal point. 

A* algorithm can find suitable paths in shorter time than other navigation tech-
niques like Dijkstra or Best First Search Techniques. A* is like other graph-searching 
algorithms in that it can potentially search a huge area of the map. It's like Dijkstra's 
Algorithm in that it can be used to find a shortest path. It's like BFS in that it can use a 
heuristic to guide itself. A* navigation techniques behavior can be tuned by changing 
its heuristic function it can be act like Dijksta, Best First Search or mixture of both 
two algorithms. Heuristic function is estimated cost function; which calculates the 
estimated cost from working cell to the goal cell. A* algorithms cost function f(n) is 
given by f(n) = g(n) + h(n) in which g(n) represents the cost of the path from the start-
ing cell to the working point n, and h(n) represents the heuristic estimated cost from 
working point n to the goal point. h(n) heuristic functions structure is chosen from 
mobile robots movement characteristics. These movement characteristics are mobile 
robots ability of horizontal, vertical and diagonal movement. 
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5   Experimental Results for Navigation 

Navigation results are taken on the Nomad 200 Simulation Program. 8 neighbor cell 
working and Manhattan Heuristic Function is used for A* path finding algorithm. 
Formulation about Manhattan Heuristic Function is given in Eq. (2) : 

( ) *( ( ) ( ))x x y yh n D abs n goal abs n goal= − + −  (2) 

For the above heuristic function D is cost function for horizontal, vertical and 
diagonal movements. goalx and goaly are goal cells coordinates. 

The navigation results for simulation environment are shown in Fig. 3. For simula-
tion system, Yager Union Operator is used for map building process whose outputs 
are used by navigation processes. Mobile robot reaches to the goal point without 
bumping to obstacles in the environment by using the incoming data from map build-
ing process. The path followed by mobile robot becomes different by the changing of 
heuristic function and rΔ  length of proximal area value. By degreasing the rΔ  value, 
narrow spaces can be identified and used by navigation process.  

6   Conclusions 

In this study A* technique is successfully used by navigation process on fuzzy 
mapped environment. A* technique can find short and safe paths by using Yager, 
Sugeno union operators in map building phase. Einstein operator can determine some 
wrong areas in environment map. Einstein operator can determine empty spaces as 
occupied or occupied spaces as empty and this behavior result of finding long paths 
and Dombi Union Operator is good at navigation processes but its computational time 
is too long so it is not preferable. 

 

Fig. 3. The navigation results for simulation environment. Goal point is signed with capital G 
letter and starting point is signed with capital S letter. 
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Abstract. The business environment is full of uncertainties. Investing
in various asset classes may lower the risk of overall portfolio and increase
the potential for greater returns. In this paper, we propose a bi-objective
mixed asset portfolio selection model involving projects as well as securi-
ties. Furthermore, based on fuzzy decision theory, a fuzzy mixed projects
and securities portfolio selection model is also proposed. A numerical ex-
ample is given to illustrate the behavior of the proposed fuzzy mixed
asset portfolio selection model.

1 Introduction

During the past decade there has been a dramatic increase in the institutional
investment. Although most of those investments remain focused on the tradi-
tional securities investment, there is an increase in various forms of alternative
investment classes, e.g., venture capital, private equity, private debt and real
estate, etc. With the extension of investment asset classes, the overall portfolio
risk can be lowered while the potential for more benefits can be increased over
the long term.

The mean variance methodology for portfolio selection proposed by
Markowitz in [5] has been central to research activities in the traditional secu-
rities investment field and has served as a basis for the development of modern
financial theory over the past five decades. Konno [4] used the absolute devia-
tion risk function to replace the risk function in Markowitz’s model to formulate
a mean absolute deviation portfolio optimization model. In today’s extremely
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competitive business environment, investors may consider investing their funds in
other kinds assets besides securities. Byrne and Lee [2] found that the mixed as-
set portfolio including listed property trusts, direct property and financial assets
always dominated the financial asset portfolio. In recent years, some researchers
studied project portfolio selection problems by using mathematical programming
methods, e.g., Coffin and Taylor III [3], and Ringuest, Graves and Case [7], etc.
Reyck, Degraeve and Gustafsson [6] proposed a mixed asset portfolio selection
model involving projects and securities.

In this paper, considering the proportional transaction costs, we will use the
expected return and the semi-absolute deviation risk as objective functions and
propose a bi-objective programming model for mixed asset portfolio selection
problem. Furthermore, we use fuzzy numbers to describe investors’ vague aspi-
ration levels for the expected return and the semi-absolute deviation risk and
propose a fuzzy mixed asset portfolio selection model.

The paper is organized as follows. In Section 2, we present a mixed asset
portfolio selection model involving projects and securities without transaction
costs. In Section 3, regarding investors’ vague aspiration levels for the expected
return and the semi-absolute deviation risk as fuzzy numbers, we propose a fuzzy
mixed projects and securities portfolio selection model. In Section 4, a numerical
example is given to illustrate the behavior of the proposed mixed asset portfolio
selection model. Some concluding remarks are given in Section 5.

2 Bi-objective Programming Model for Mixed Asset
Portfolio Selection

In this paper, we assume that an investor allocates his/her wealth among tra-
ditional securities and projects. Hence, in the mixed asset portfolio selection
problem, available investment assets classes are divided into two types, i.e., tra-
ditional securities and projects. There is a capital budget for each project before
investment. The capital budgets can be given by investors or some experts. We
assume that the cost of carrying out a project will be the corresponding capital
budget once the project is started. The investment in these projects cannot be
reallocated at any time, while the investment in securities can be reallocated in
any amount at any time.

We assume that the securities component of mixed asset is composed by n
risky securities Si, i = 1, 2, · · · , n, offering random rates of returns and a risk-free
security Sn+1 offering a fixed rate of return. The projects component is composed
by m projects Pj , j = 1, 2, · · · ,m. Assume the investor starts with an existing
portfolio which only includes securities, and then decides how to reconstruct
a new mixed asset portfolio with securities and projects. We introduce some
notations as follows.

r̃i: the random variable representing the rate of return on the security Si, i =
1, 2, · · · , n without transaction costs;
rn+1: the rate of return of the risk-free security Sn+1;
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ri: the rate of expected return on the security Si, i = 1, 2, · · · , n without trans-
action costs;
R̃j : the random variable representing the random net return on the project
Pj , j = 1, 2, · · · ,m after removing the cost (the budget);
Rj : the expected net return on the project Pj , j = 1, 2, · · · ,m after removing the
cost (the budget);
M : the total amount of assets owned by the investor;
Xi: the amount of the total investment devoted to the risky security Si, i =
1, 2, · · · , n and the risk-free security Sn+1;
xi: the proportion of the total investment devoted to the risky security Si, i =
1, 2, · · · , n and the risk-free security Sn+1, i.e., xi = Xi

M ;
X0

i : the amount of the total investment devoted to the risky security Si, i =
1, 2, · · · , n and the risk-free security Sn+1 in the existing portfolio;
x0

i : the proportion of the total investment devoted to the risky security Si, i =
1, 2, · · · , n and the risk-free security Sn+1 in the existing portfolio;
ki: the rate of transaction costs for the risky security Si, i = 1, 2, · · · , n and the
risk-free security Sn+1;
zj: the binary variable indicating whether project Pj , j = 1, 2, · · · ,m is started
or not,

zj =
{

1 if project Pj is selected for funding,
0 otherwise.

We assume that the vector of random variables (r̃1, r̃2, · · · , r̃n, R̃1, R̃2, · · · , R̃m) is
distributed over the finite sample space {(r1t, r2t, · · · , rnt, R1t, R2t, · · · , Rmt), t =
1, 2, · · · , T } and the probabilities

pt = Pr{(r̃1, · · · , r̃n, R̃1, · · · , R̃m) = (r1t, · · · , rnt, R1t, · · · , Rmt)}, t = 1, 2, · · · , T

are known. Then the expected rate of return ri of the risky security Si, i =
1, 2, · · · , n without transaction costs is given by

ri =
T∑

t=1

ptrit, i = 1, 2, · · · , n,

where rit can be determined by forecast data. The expected net return Rj on
the project Pj , j = 1, 2, · · · ,m is given by

Rj =
T∑

t=1

ptRjt, j = 1, 2, · · · ,m,

where Rjt can be determined by forecast data.
Given a mixed asset portfolio (x1, x2, · · · , xn, xn+1, z1, z2, · · · , zm), the ex-

pected return of the portfolio without transaction costs can be expressed by

n+1∑
i=1

riXi +
m∑

j=1

Rjzj =
n+1∑
i=1

T∑
t=1

ptritXi +
m∑

j=1

T∑
t=1

ptRjtzj ,
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where Xi = Mxi, i = 1, 2, · · · , n+ 1 and rn+1,t = rn+1, t = 1, 2, · · · , T.
We use a V shape function to express the transaction costs. Specifically we

let the transaction costs of the security Si, i = 1, 2, · · · , n, n+ 1 be given by

Ci(Xi) = ki|Xi −X0
i |.

Hence the total transaction costs of the mixed asset portfolio are expressed as

n+1∑
i=1

Ci(Xi) =
n+1∑
i=1

ki|Xi −X0
i |.

Let x = (x1, x2, · · · , xn+1), z = (z1, z2, · · · , zm) and X = (X1, X2, · · · , Xn+1).
Then the expected net return on the mixed asset portfolio after paying the
transaction costs is given by

f(X, z) =
n+1∑
i=1

riXi +
m∑

j=1
Rjzj −

n+1∑
i=1

Ci(Xi)

=
n+1∑
i=1

T∑
t=1

ptritXi +
m∑

j=1

T∑
t=1

ptRjtzj −
n+1∑
i=1

ki|Xi −X0
i |.

If we use x1, · · · , xn, xn+1, x
0
1, · · · , x0

n, x
0
n+1 instead of X1, · · · , Xn, Xn+1, X

0
1 , · · · ,

X0
n, X

0
n+1, respectively, then the expected net return on the mixed asset portfolio

after paying the transaction costs is also given by

f(x, z) =
n+1∑
i=1

T∑
t=1

ptritxiM +
m∑

j=1

T∑
t=1

ptRjtzj −
n+1∑
i=1

kiM |xi − x0
i |.

Maximizing the expected net return f(x, z) on the mixed asset portfolio after
paying the transaction costs can be considered an objective of the mixed asset
portfolio selection problem.

The semi-absolute deviation of return on the mixed asset portfolio below the
expected return at state t, t = 1, 2, · · · , T can be represented as

Wt(X, z) =
∣∣min{0,

n∑
i=1

(rti − ri)Xi +
m∑

j=1

(Rtj −Rj)zj}
∣∣.

So the expected semi-absolute deviation of the return on the mixed asset port-
folio below the expected return can be represented as

W (X, z) =
T∑

t=1
ptWt(X, z)

=
T∑

t=1
pt

∣∣min{0,
n∑

i=1
(rti − ri)Xi +

m∑
j=1

(Rtj −Rj)zj}
∣∣.

Let w(x, z) = W (X,z)
M . Then we have

w(x, z) =
T∑

t=1
pt

∣∣min{0,
n∑

i=1
(rti − ri)xi +

m∑
j=1

zj
Rtj−Rj

M }
∣∣.
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In this paper, we adopt the function w(x, z) to measure the risk of the mixed
asset portfolio. Minimizing the risk of the mixed asset portfolio can be considered
another objective of the mixed asset portfolio selection problem.

In the mixed asset portfolio selection problem with securities and projects,
we consider the following constraints. First, we introduce some notations.
Bj : the capital budget of project Pj , j = 1, 2, · · · ,m, i.e., the cost that the
investor pays once the project is decided to start;
B: the maximum amount of investment devoted to projects component in the
mixed asset portfolio;
Yj : the amount of the total investment devoted to the project Pj , i.e.,

Yj = Bjzj, j = 1, 2, · · · ,m;

S: the maximum amount of investment devoted to securities component in the
mixed asset portfolio;
• Capital budget constraint on projects component:

m∑
j=1

Yj =
m∑

j=1

Bjzj ≤ B.

• Capital constraint on securities component:
n+1∑
i=1

xiM ≤ S.

• Total capital constraint:
m∑

j=1

Yj +
n+1∑
i=1

xiM =
m∑

j=1

Bjzj +
n+1∑
i=1

xiM ≤M.

• No short selling of securities:

xi ≥ 0, i = 1, 2, · · · , n+ 1.

Using the objectives and the constraints introduced in the previous sub-
section, the mixed asset portfolio selection problem can be formally stated as
follows:

(BOP) max f(x, z) =
n+1∑
i=1

T∑
t=1

ptritxiM +
m∑

j=1

T∑
t=1

ptRjtzj −
n+1∑
i=1

kiM |xi − x0
i |

min w(x, z) =
T∑

t=1
pt|min{0,

n∑
i=1

(rti − ri)xi +
m∑

j=1
zj

Rtj−Rj

M }|

s.t.
m∑

j=1
Bjzj ≤ B,

n+1∑
i=1

xiM ≤ S,

m∑
j=1

Bjzj +
n+1∑
i=1

xiM ≤M,

xi ≥ 0, i = 1, 2, · · · , n+ 1,
zj = {0, 1}, j = 1, 2, · · · ,m.
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The problem (BOP) is a bi-objective mixed-integer nonlinear programming
problem. The problem can be reformulated as a bi-objective mixed-integer linear
programming problem by using the following technique. Note that∣∣min{0,

n∑
i=1

(rti − ri)xi +
m∑

j=1
zj

Rtj−Rj

M }
∣∣

=
∣∣ n∑

i=1

(rti−ri)xi

2 +
m∑

j=1

zj(Rtj−Rj)
2M

∣∣− n∑
i=1

(rti−ri)xi

2 −
m∑

j=1

zj(Rtj−Rj)
2M .

Then, by introducing auxiliary variables a+
i , a

−
i , i = 1, 2, · · · , n + 1, and ξ+

t , ξ
−
t ,

t = 1, 2, · · · , T , such that

a+
i + a−i = |xi − x0

i |,
a+

i − a−i = xi − x0
i ,

a+
i ≥ 0, a−i ≥ 0, i = 1, 2, · · · , n+ 1,

ξ+
t + ξ−t =

∣∣ n∑
i=1

(rti − ri)xi

2
+

m∑
j=1

zj(Rtj −Rj)
2M

∣∣,
ξ+
t − ξ−t =

n∑
i=1

(rti − ri)xi

2
+

m∑
j=1

zj(Rtj −Rj)
2M

,

ξ+
t ≥ 0, ξ−t ≥ 0, t = 1, 2, · · · , T,

we may consider the following bi-objective mixed-integer linear programming
problem:

(BILP) max f(x, z) =
n+1∑
i=1

T∑
t=1

ptritxiM +
m∑

j=1

T∑
t=1

ptRjtzj −
n+1∑
i=1

kiM(a+
i + a−i )

min w(x, z) =
T∑

t=1
2ptξ

−
t

s.t. a+
i − a−i = xi − x0

i , i = 1, 2, · · · , n+ 1,

ξ+
t − ξ−t =

n∑
i=1

(rti−ri)xi

2 +
m∑

j=1

zj(Rtj−Rj)
2M , t = 1, 2, · · · , T,

m∑
j=1

Bjzj ≤ B,

n+1∑
i=1

xiM ≤ S,

m∑
j=1

Bjzj +
n+1∑
i=1

xiM ≤M,

xi ≥ 0, i = 1, 2, · · · , n+ 1,
a+

i ≥ 0, a−i ≥ 0, i = 1, 2, · · · , n+ 1,
ξ+
t ≥ 0, ξ−t ≥ 0, t = 1, 2, · · · , T,
zj = {0, 1}, j = 1, 2, · · · ,m.

It is not difficult to see that (BILP) is equivalent to (BOP). Thus the investor
may determine his/her investment strategies by computing efficient solutions of
(BILP).
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3 Fuzzy Mixed Asset Portfolio Selection Model

In an investment, the knowledge and experience of experts are very important
in an investor’s decision-making. Based on experts’ knowledge, the investor may
decide his/her levels of aspiration for the expected return and the risk of mixed
asset portfolio. In [8], Watada employed a non-linear S shape membership func-
tion, to express aspiration levels of expected return and of risk which the investor
would expect and proposed a fuzzy active portfolio selection model. The S shape
membership function is given by:

f(x) =
1

1 + exp(−αx)
.

In the bi-objective programming model of mixed asset portfolio selection
proposed in Section 2, the two objectives, the expected return and the risk, are
considered. Since the expected return and the risk are vague and uncertain, we
use the non-linear S shape membership functions proposed by Watada to express
the aspiration levels of the expected return and the risk.

The membership function of the expected return is given by

μf (x, z) =
1

1 + exp (−αf (f(x, z)− fM ))
,

where fM is the mid-point where the membership function value is 0.5 and αf

can be given by the investor based on his/her own degree of satisfaction for the
expected return.

The membership function of the risk is given by

μw(x, z) =
1

1 + exp(αw(w(x, z)− wM ))
,

where wM is the mid-point where the membership function value is 0.5 and
αw can be given by the investor based on his/her own degree of satisfaction
regarding the level of risk.

According to Bellman and Zadeh’s maximization principle [1], we can define

λ = min {μf (x, z), μw(x, z)} .

The fuzzy mixed asset portfolio selection problem can be formulated as follows:

(FP) max λ
s.t. μf (x, z) ≥ λ,

μw(x, z) ≥ λ,
and all constraints of (BILP).

Let η = log 1
1−λ , then λ = 1

1+exp(−η) . The logistic function is monotonously
increasing, so maximizing λ makes η maximize. Therefore, the above problem
can be transformed to an equivalent problem as follows:
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(FLP) max η
s.t. αf (f(x, z)− fM )− η ≥ 0,

αw (w(x, z) − wM ) + η ≤ 0,
and all constraints of (BILP),

where αf and αw are parameters which can be given by the investor based on
his/her own degree of satisfaction regarding the expected return and the risk.

(FLP) is a standard linear programming problem. One can use one of several
algorithms of linear programming to solve it efficiently, for example, the simplex
method.

4 Numerical Example

Assume that the total amount of assets M owned by an investor is $300000.
Originally, all the assets are invested in the risk-free security S6. The rate r6
of return of the risk-free security is 1.5%. Generally, the return of the risk-free
security is less than those of risky securities and projects. To obtain more profits,
the investor reallocates his/her wealth among five risky securities S1, · · · , S5, five
projects P1, · · · , P5 and the risk-free security S6, where the rate ki, i = 1, 2, · · · , 6
of transaction costs is 0.4% for all securities.

Assume that there are eight states of business environment in the future.
Possible rates of returns on the five risky securities in these states and the corre-
sponding state probabilities are listed in Table 1. Possible net returns on the five
projects in these states and the corresponding state probabilities are listed in
Table 2. The capital budgets of projects are listed in Table 3. The investor may
give the values of the maximum amounts of the investment, B and S, devoted to
projects component and securities component according to his/her investment
preference. In the following we examine a case.

Table 1. Possible rates of returns and the expected rates of returns on the securities

State t pt rt1 rt2 rt3 rt4 rt5

1 0.100 -0.089 -0.007 -0.020 -0.011 -0.022
2 0.120 -0.042 0.043 0.036 -0.117 -0.053
3 0.120 0.120 0.047 0.128 -0.054 0.008
4 0.125 -0.062 -0.126 -0.090 0.109 0.057
5 0.125 0.147 0.230 -0.018 0.368 0.124
6 0.130 0.210 0.640 0.271 -0.135 0.277
7 0.130 0.011 -0.053 0.047 0.060 -0.105
8 0.150 0.005 -0.051 -0.017 0.014 -0.060

Expected Return (ri) 0.041 0.092 0.043 0.030 0.028

Suppose that the maximum amount S of the investment devoted to securities
component is $240000 and the maximum amount B of the investment devoted
to projects component is $150000. We give the values of fM and wM , i.e., fM =
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Table 2. Possible net returns and the expected net returns on the projects

State t pt Rt1 Rt2 Rt3 Rt4 Rt5

1 0.100 $20000 -$20000 $2000 -$10000 $20000
2 0.120 $0 $10000 -$10000 $20000 -$20000
3 0.120 $40000 -$15000 $10000 -$20000 $10000
4 0.125 -$10000 $35000 $40000 $40000 $30000
5 0.125 -$5000 $40000 -$15000 $60000 $40000
6 0.130 -$15000 -$18000 $50000 -$15000 -$10000
7 0.130 $15000 $20000 -$8000 $10000 -$40000
8 0.150 $10000 $8000 $16000 -$30000 -$25000

Expected Return (Rj) $6425 $8235 $10625 $10000 $11875

Table 3. The capital budgets of projects

B1 B2 B3 B4 B5

$40000 $50000 $80000 $100000 $120000

Table 4. Membership grade λ, obtained risk and obtained expected return

λ η αf αw obtained risk obtained expected return
0.999 14.0529 600 800 0.0146 0.0629
1.000 16.0195 500 1000 0.0215 0.0720
1.000 16.2212 400 1200 0.0240 0.0790

Table 5. The allocations of three optimal portfolios and the corresponding returns

Portfolio x1 x2 x3 x4 x5 x6

Portfolio 1 0.0000 0.0316 0.2880 0.0000 0.3363 0.0440
Portfolio 2 0.0000 0.2343 0.0505 0.0000 0.3105 0.1048
Portfolio 3 0.0000 0.3862 0.0000 0.0000 0.1743 0.1395
Portfolio z1 z2 z3 z4 z5

Portfolio 1 1 1 0 0 0
Portfolio 2 1 1 0 0 0
Portfolio 3 1 1 0 0 0

0.04, wM = 0.0375. In the example, we give three different values of parameters
αf and αw. Using the above data, we computed satisfactory investment strategies
by solving (FLP). All computations were carried out on a WINDOWS PC using
the LINDO solver. The membership grade, the obtained risk and the obtained
return are listed in Table 4. The detailed allocations of three optimal portfolios
are shown in Table 5.

Since it is possible that the non-linear S shape membership function changes
its shape according to the values of the parameters, the non-linear membership
function can reflect the investor’s mind accurately and suitably. From the above
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results, we can find that we get the different investment strategies by solving
(FLP) in which the different values of the parameters αf and αw are given.
Through choosing the values of the parameters αr and αw according to the
investor’s frame of mind, the investor may get a favorite investment strategy.

5 Conclusion

In today’s extremely competitive business environment, investors have already
invested in various asset classes to keep their competitive advantage. The mixed
asset portfolio increases the investors’ benefit opportunities. Regarding the ex-
pected return and the risk as two objective functions, we have proposed a bi-
objective programming model for the mixed asset portfolio selection problem
with transaction costs. Furthermore, investors’ vague aspiration levels for the
return and the risk are considered as fuzzy numbers. Based on fuzzy decision
theory, we have proposed a fuzzy mixed projects and securities portfolio selec-
tion model. The computation results of the numerical example show that the
proposed model can generate a favorite mixed asset portfolio strategy according
to the investor’s satisfactory degree.
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Abstract. This paper describes a new communication load reduction method 
ontask negotiation with Contract Net Protocol (CNP) in a multi-agent system. 
For coordination the agents, the CNP is widely used during the problem 
solving. But its performance degrades drastically when communicating agents 
and tasks increase. In order to overcome this problem, Fuzzy Case Based 
Reasoning (FCBR) is used in CNP, it can reduce the scope of competitors and 
communication load on task negotiation, make a distinct improvement to the 
efficiency. At the same time, in FCBR system a new cases maintaining method 
based on time-serial is proposed in order to ensure a better cooperation between 
agents and adapt to higher flexibility of system. Experimental results show the 
performance of the protocol based on FCBR improves significantly. 

1   Introduction 

Negotiation between intelligent agents is one of the fundamental issues of research in 
Distributed Artificial Intelligence (DAI). In the last several years, the contract net 
protocol (CNP) [1] is a widely used coordination mechanism in multi agent systems. 
Most task negotiation systems with CNP have run into message congestion problem, 
thus this limits its usability in a large scale multi agent system. It is observed that a 
high proportion of the negotiation communication load comes from the first step 
(announcement broadcasting of tasks). Methods to solve the problem include focused 
addressing earliest [1] and audience restrictions [2]. Later, Takuya [3] presented an 
attempt to extract useful knowledge by Case-based reasoning (CBR).By the method, 
the tasks can be assigned more directly in order to avoid announcing too much 
message. The same idea was adopted by Umesh Deshapande [4]. But his method does 
not use CBR, but uses previous instances, called Instance Based Learning (IBL) 
mechanism. It is well-known that there are vagueness and uncertainty in CBR. 
Especially, when dealing with the similarity assessment it is difficult to find the case. 
And learning makes the case base expand quickly which enables the search time 
become longer and longer. Thus, tradition CBR technique is not completely suitable 
to CNP. Recently, a fuzzy logic based methodology for knowledge acquisition is 
developed in CBR systems [5]. Thus, this paper proposes CNP based on FCBR, fuzzy 
logic method and the concept time are introduced into case definition, case base 
maintenance algorithms. This will help to make negotiation more efficient between 
agents, and make communication load lower.  
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The rest of the paper is organized as follows. Section 2 introduces Contract Net 
Model based on FCBR. Section 3 illustrates Task Negotiator Process with CNP based 
on FCBR. The experimental results are presented in Section 4. Finally, Section 5 
concludes the paper.  

2   Contract Net Model Based on FCBR  

CBR is a method of making use of past experience to solve newly encountered 
problems. When a new problem appears, the CBR system retrieves from the case base 
to find similar candidate cases to the new problem, and the best of candidate cases 
will be modified to fit the new problem. Fuzzy theory is studied and applied in the all 
process of many CBR systems [6]. They may convert numerical feature into fuzzy 
term and have greater flexibility in the retrieval candidate cases, inference cases. We 
use CBR and fuzzy logic techniques into case representation, similarity-measuring 
and cases maintaining. 

2.1   Case Definition 

Definition of cases is significant which effects on reasoning [5]. In multi agent 
systems, agents negotiate tasks with CNP by message interaction, thus useful 
knowledge may be acquired by messages between agents, some of these are often 
vague and uncertain, thus fuzzy logic is employed in cases definition. And negotiation 
message has greater relation with time series, the case description with time series 
may examine the developing process of objects. According to CNP, there are 
descriptions of four message types [3].  Next,  we define a case according to message 
description. Time concept is introduced into case representation. A case C is 
represented as a set of nine parts:  

Definition 1: C=(Cid Task Announce Bid Award Report μ ,C0) 
Cid the id number of case;  
Task = (A1   : V1,  A2 : V2, ..., Am :  Vm , TASK ID : tasked )  
Where Ai(i =1, 2, ..., m) is ith attribute, and Vi (i =1, 2, ..., m) is the value 

corresponding to Ai,  taskid is an identifier of the task.  
Announce = (ann1, ann2,  ..., annm ); Bid = (bid1, bid2, ..., bid m);  
Award = (award1, award2, ..., awardm); Report = (rep1, rep2, ..., repm);  
 forget coe cient;  μ time coe cient;  
 and μ is two parameters, they are defined as the relation between the current task 

and the cases.  

Definition 2: C0={ ann1 ann2 …annm} 
C0 is is a special case, other attributes id NULL except a attribute of Announce. 
Attribute-values of Announce are some managers which take part in system recently 
and whose capabilities change as go on. 
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2.2   Cases Maintaining 

In a multi-agent system, learning makes the case base expand quickly, which enable 
the search time becoming longer and longer. At this time, good practical maintenance 
strategies are crucial to sustain and improve the e ciency and solution quality of 
CBR systems as their case-bases grow and their tasks or environments change over 
long-term use. In general, there are some methods about maintenance [6]. We discuss 
emphatically new deletion method during maintaining cases base. The below is the 
full description of the proposed method. Case deletion algorithms:  

Step1. Let threshold of Case base is the length K  
Step2. Let threshold of Utility ;  
Step3. Let C = C1, C 2 , ..., C n be the set of n past cases; Compute Utility according 

to the function is defined by Minton[7]as following:  

where ApplicationFreq is 1/ , AverageSavings is 1/μ; 
Step4.Order the value of the function Utility (descending sequence )in the list, 

which constraint the length K; 
Step5. Return the result. 

3   Task Negotiation Process with CNP Based on FCBR 

When UA interfaces with the user and receives the new tasks for the multi-agent 
system, it submits the new tasks to a manager. Fig.1 shows the detail task negotiator 
process.  

Negotiator: Negotiator is responsible for establishing the negotiation with agents and 
controlling task’s execution or Contractors who perform tasks.     

Reasoner: Reasoner selects similar case (according to KNN algorithm),and Reasoner 
calculates”suitabilities ” of the agents from the similar cases[3]. Then the Reasoner 
chooses some best contracts according to suitabilities, and returns a list of contractors 
to the Negotiator.  

Knowledge Manager:  Knowledge Manager in Reasoner makes case according the 
task negotiation processes. Knowledge Manager maintains case base according to 
maintains case base according to Case deletion algorithm (section 2.2), and can 
supervise work of the Reasoner and the Negotiator.  

4   Experimental Results  

To evaluate performance of CNP based on FCBR, we tested these behaviors with 2 
manager and 8 bidders when moving the tasks from 4 to 30(cf. Figure 2). The 
experiments show that the time performance of the protocol proposed based on FCBR 
is superior to other methods. It is proved that FCBR can provide more suitable 
agents in order to spent less time and reduce invalid negotiation processes. 

     Utility= (ApplicationFreq * AverageSavings)-Match-Cost; (1) 
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Fig. 1. Task negotiation process    Fig. 2. Communication load and negotiation time 

5   Conclusion and Future Work 

In this article, we have shown the use of CNP solving agent coordination problems by 
task allocation. Due to the broadcast of task announcement, communication load is 
intensive. A task negotiation model with the low communication load for multi-agent 
system, i.e. CNP based on FCBR is presented. The performance of a system using 
CNP based on can be improved.  
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Abstract. Equilibrium programming (EP) is an active topic in mathe-
matical programming. For the EP problem with the fuzzy optimal mem-
bership function in objectives and the penalty function in constraints, we
propose a new fuzzy approach with simulated annealing algorithm to get
the fuzzy optimal solution. The approach provides the decision-makers
with a group of fuzzy optimal solutions on similarly fuzzy optimal grade,
so that the equilibrium decision can be obtained easily and more reason-
ably. The numerical simulation of example demonstrates the feasibility
and effectiveness of the approach.

1 Introduction

Recently, the research for equilibrium point of Equilibrium programming (EP)
has become a favorite topic [1,2,3], as general economic equilibrium theory was
proposed [4]. Due to NP-hardness of EP, we study the fuzzy optimality of EP
based on fuzzy theory [5]. Simulated annealing (SA) algorithm, as a kind of
stochastic global optimization algorithm, has broad applications in optimization
problems [6, 7].

The fuzzy optimal solution of EP is proposed and a homogeneous SA algo-
rithm is put forward in Sec. 2. And computational results show the feasibility
and efficiency of the SA algorithm in Sec. 3.

2 The Fuzzy Optimal Solution of EP

An equilibrium system is described as follows [1]: there are M factors in the sys-
tem, the ith(i = 1, . . . ,M) factor’s decision variable is xi ∈ �ni , and the decision
variable of system is x = (xi, x−i) ∈ �n, where x−i = (x1, . . . , xi−1, xi+1, . . . ,
xM ); for a given x−i, the ith factor seeks xi to optimizing EP as follows:

max
xi

f i(xi, x−i)

s.t. gi(xi, x−i) ≥ 0, (1)
hi(xi, x−i) = 0,

� This work is supported by YuMiao Foundation of Beijing Institute of Technology.
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where functions f i : �n → �1 , gi : �n → �ki and hi : �n → �mi .
Suppose the ith factor optimizes his own objective function satisfying all the

behavior constrains of all M factors in the system, but does not consider the
behalf of the other factors. Then his decision model is:

max
x

f i(xi, x−i)

s.t. gi(xi, x−i) ≥ 0, i = 1, . . . ,M ; (2)
hi(xi, x−i) = 0, i = 1, . . . ,M.

Denote the optimal solution of problem (2) by (xi
0, x

−i
0 ).

In EP, the ith factor is not directly affected by the other factors’ constrains,
but affected indirectly via the value x−i. So the optimal value for problem (2) is
an upper bound of the equilibrium value for the ith factor. On the other hand,
(xi

0, x
−i
0 )(i = 1, . . . ,M) can not be equal generally, for there are some difference

and conflict among the factors in equilibrium system [8]. Then it will be worse
if the ith factor only obeys the other factors’ decisions, but not makes his own
decision. So the minimum value of f j(xj

0, x
−j
0 ) for all j �= i is a lower bound of

the equilibrium value for the ith factor, i.e. ,

f i
U = f i(xi

0, x
−i
0 ), f i

L = min
j 
=i

f j(xj
0, x

−j
0 ); i = 1, . . . ,M.

Thus the ith factor’s fuzzy membership function for solution (xi, x−i) can be
defined as:

μi(f i(xi, x−i)) =

⎧⎪⎨⎪⎩
1, if f i(xi, x−i) ≤ f i

L;
fi

U−fi(xi,x−i)
fi

U−fi
L

, if f i
L < f i(xi, x−i) < f i

U ;
0, if f i(xi, x−i) ≥ f i

U .

(3)

Consequently, the fuzzy optimal solution of EP is defined as the solution
satisfying all constraints and maximizing the minimum value of membership
grade μi for all factors. So the model for the fuzzy optimal solution of EP is :

max
x,μ

μ

s.t. μi(f i(xi, x−i)) ≥ μ, i = 1, . . . ,M ; (4)
gi(xi, x−i) ≥ 0, i = 1, . . . ,M ;
hi(xi, x−i) = 0, i = 1, . . . ,M.

Note that there are multi-constraints in problem (4), we introduce the penalty
function method to solve it. The penalty function is chosen as

p(x, μ) = P

M∑
i=1

{min{ϕi(xi, x−i, μ), 0}+ min{gi(xi, x−i), 0}+ |hi(xi, x−i)|},

where P is the penalty parameter and ϕi(xi, x−i, μ) = μi(f i(xi, x−i))−μ. Then
the generalized programming of problem (4) with penalty parameter P is

max
x,μ

F (x, μ) = μ− p(x, μ). (5)
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3 The SA Algorithm for Fuzzy Optimal Solution of EP

We propose a homogeneous SA algorithm to obtain the fuzzy optimal solution
of EP, by suitably designing search operators.

3.1 The Search Operators of the SA Algorithm

A new solution z′ = (x′, μ′) is obtained from the current solution z = (x, μ)
based on the neighborhood function which is created by Gaussian distribution
disturbance [9], i.e., z′ = z + η · ξ, where random variable ξ ∼ N(0, 1) and η is
the step length.

The initial temperature is chosen as t0 = Fmin−Fmax

ln p0
, where p0 ∈ (0, 1) is the

initial acceptance probability, Fmax and Fmin are the maximum and minimum
objective values of initial solutions, respectively.

The temperature descending coefficient is α(0 ≤ α ≤ 1), and tr+1 := αtr.
The circular number in the same temperature is a fixed positive integer s

which is decided by the size of problem.
There are two stopping criteria in the SA algorithm. One is Zero Method–that

is, the algorithm stops if temperature tr ≤ ε, where ε is a given small positive
number. The other is Immovable Rule–the algorithm stops if the current best
solution cannot be improved within Q consecutive generations.

3.2 The Procedure of the SA Algorithm

The procedure of the SA algorithm is described as follows:
Step 1 Set up the fuzzy membership function for the solution.
Step 2 Initialize the search parameters. Produce the initial solutions ran-

domly and choose the optimal one to be the current solution z. Initialize the
best solution z∗ := z. Let k := 0 and r := 0.

Step 3 Produce new solution z′ from the current solution z, and let k := k+1.
Step 4 If k = s , go to Step 6; else, go to Step 5.
Step 5 If exp[(Fz′ − Fz)/tr] > random(0, 1) or Fz′ ≥ Fz, let z := z′; and

farther if Fz′ > Fz∗ , let z∗ := z′. Else, return to Step 3.
Step 6 If z∗ does not change in Q consecutive generations, the algorithm

stops; else, let tr+1 := αtr and r := r + 1 , go to Step 7.
Step 7 If tr ≤ ε , the algorithm stops; else, return to Step 3.

4 Computational Results and Discussion

An example of EP with three factors is given as follows:

max
x1

f1(x1, x2, x3) = 2x1 + x2 − x3

s.t. x2
1 + x2

2 + x3
3 ≤ 20,

x1 ≥ 0.
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Table 1. The results of simulations of the SA algorithm

Simulation Fuzzy best solution Membership of fuzzy
order x1 x2 x3 best solution μ

No.1 2.739295 3.422193 0.779938 0.812537
No.2 2.970856 3.475086 1.466626 0.824372
No.3 0.859941 3.575023 1.444010 0.933182
No.4 1.298875 1.632071 5.038921 0.957633

Fig. 1. The iteration results of SA algorithm: abscissa expresses the times of temper-
ature descending, ordinate expresses the fuzzy membership of optimal solution

max
x2

f2(x1, x2, x3) = (x1 − 2)2 + (x2 − 1)2 + x2
3

s.t. x1x2x3 ≥ 16,
x2 ≥ 0.

max
x3

f3(x1, x2, x3) = (x1 − 3)(4− x2)(x3 + 1)

s.t. x1 − 2x2 + x3 ≤ 4,
x3 ≥ 0.

The search operators are chosen as t0 = 100, ε = 2, α = 0.9, s = 10, Q = 100,
P = 150, L = 50 and p0 = 0.1, then a series of numerical simulations, using the
SA algorithm in this paper, are shown in Table 1 and Fig. 1.

From the simulation results, we can get the advantages of the SA algorithm:

1. Optimality. All the values of fuzzy membership grade μ in the results in
Table 1 exceed 0.8, which shows that the algorithm can obtain the optimal
solutions for all factors in equilibrium system with high satisfactoriness.

2. Multi-solutions. The different simulation results show that the algorithm can
provide the factors with a group of approximate fuzzy optimal solutions on
similarly fuzzy optimal grade. So it is easier and more reasonable to achieve
the equilibrium decision for the factors.
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3. Robustness. Although the initial solutions and search operators are stochas-
tic (as shown in Fig. 1), the best solutions are consistent on a similarly fuzzy
optimal grade. It illuminates that the SA algorithm has preferable robustness
on the initial value.

4. Speediness. It runs in less than 0.6 second by Visual Basic program on
Pentium III of the SA algorithm for the examples. Furthermore, in Fig. 1,
the best results are achieved within 80 times of temperature descending
averagely, so the average rate of convergence is speedy.

So, the SA algorithm in this paper is feasible and effective to find the fuzzy
optimal solution of EP.

5 Conclusion and Future Research

In this paper, a new fuzzy approach with SA algorithm to get the fuzzy optimal
solution for EP is proposed, by brought forward the fuzzy optimal membership
function for objectives and the penalty function for constraints of EP. And the
numerical simulation of example demonstrates the effectiveness and feasibility
of the algorithm.

For future research, we can try to find the solution of EP by hybrid optimal
algorithms, such as GA algorithm incorporated with SA, neural network with
hybrid SA algorithm, etc. Furthermore, we can study the property of the fuzzy
optimal solution for EP.
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Miguel Santamaŕıa, and Emilio Mart́ınez

University of Vigo, Spain

Abstract. The authors have been involved in developing an automated
inspection system, based on machine vision, to improve the repair coat-
ing quality control (RCQ control) in can ends of metal containers for
fish food. The RCQ of each end is assesed estimating its average repair
coating quality (ARCQ). In this work we present a fuzzy model building
to make the acceptance/rejection decision for each can end from the in-
formation obtained by the vision system. In addition it is interesting to
note that such model could be interpreted and supplemented by process
operators. In order to achieve such aims, we use a fuzzy model due to its
ability to favour the interpretability for many applications. Firstly, the
easy open can end manufacturing process, and the current, conventional
method for quality control of easy open can end repair coating, are de-
scribed. Then, we show the machine vision system operations. After that,
the fuzzy modeling, results obtained and their discussion are presented.
Finally, concluding remarks are stated.

1 Introduction

In the food canning sector, in the easy open can end manufacturing process, to
guarantee the desired product lifespan, a manual, nondestructive testing (NDT)
procedure is carried out. Due to the high processing rate, only an small part of
each lot is verified. Therefore, it is important to develop an automated inspection
system to improve the easy open can end repair coating quality control process
(all can ends are checked, and inline). It is for this reason that we had been
involved in the design and implementation of an inline, automated machine
vision system to evaluate the repair coating of the can ends, that we have named
end repair coating inspection system (ERCIS). In this work we explore the use
of fuzzy models to make the acceptance/rejection (A/R) decision for each can
end, due to its ability to favour the interpretability for many applications [4].
A Takagi-Sugeno-Kang (TSK) fuzzy model is developed using a neuro-fuzzy
modeling. The remainder of this paper is organized as follows: in the next section
we provide an overview of the easy open can end manufacturing process and its
repair coating quality control process. Section 3 shows the machine vision system
operations. Then, Section 4 describes the fuzzy modeling. The results obtained
and their discussion are presented in Section 5. Finally, we state concluding
remarks in Section 6.
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2 Background

A can consists of can body and can end, which are made from aluminum or
steel. There are cans of different shapes and sizes. Interior and exterior coatings
are applied to protect the can from corrosion. Metal cans are used to contain
a wide variety of products, including beverages, foods, aerosol products, paints,
and many other contents.

Can ends, from henceforth ends, are used for all type of cans and can be
standard or easy open. In this paper, we study a specific end format named 1/4
Club, with an easy-open tab in one of its corners (Fig. 1).

Fig. 1. Repair coating in 1/4 Club easy open can end

2.1 Easy Open End Manufacturing Process

Easy open ends are made from pre-coated metal coils or sheets. Ends are stamped
from coil or sheets in a press. After stamping, the ends are scored in a predefined
geometric shape (scoreline) intended to ease the end opening. Finally, a tab is
attached to form an easy open end. These steps are performed after the end piece
has been coated and therefore damage the coating, especially on the scoreline.
Repair coating, which has a fluorescent pigment, is applied after these steps on
the required area to restore the integrity of the coating.

2.2 Easy Open End Repair Coating Quality Control

Presently a visual inspection of the easy open ends is carried out [1,10], where
the inspectors assess the repair coating on the scoreline. This visual inspection is
a manual and NDT procedure. To assist in this end inspection the repair coating
has a fluorescent pigment that stands out as a bright light blue when excited by
an ultraviolet black light, while the background color remains unchanged. This
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inspection is based on a statistical sampling. It is because of this and the high
rate of the repair coating process (100 to 500 ends per minute, depending on the
end format) that only a small part of each lot is verified. Therefore, defective
can ends can be sent to the canneries.

3 Machine Vision System Operations

The vision algorithm running on ERCIS inspects the repair coating quality
(RCQ) on each end. The vision algorithm has two parts: one offline and other
inline. The flowchart of ERCIS is shown in Fig. 2.

Fig. 2. Flowchart of ERCIS

3.1 Offline

Before the ERCIS begins the continuous or online inspection of ends is necessary
to configure or reconfigure a series of parameters that will be used later in the
inline processing.

Time Delay Configuration. An offline adjustment can be necessary to set the
delay, input delay time (IDT), between the sensor at the ERCIS input detecting
the end and the end reaching the camera, and the delay, output delay time
(ODT), between the ERCIS output sensor detecting the end and the end arriving
next to the rejection system.



Image Processing Application with a TSK Fuzzy Model 953

Region of Interest Definition. the scoreline is enclosed in the region of in-
terest (ROI) (Fig. 1). Each quadrant of this ROI, and by simmetry, the whole
ROI is geometrically modeled by the parameters b and r (Fig. 3). Besides these
parameters it is necessary to add an e width to the ROI (Fig. 3).

ROIHOR = f (b, r, e) (1)

Fig. 3. End ROI quadrant geometrical model

Parameters will be adjusted before the line continuous working, and they
depend directly on the distance between and and camera (working distance).

Parameter Configuration to Decide the End Rejection. In order to take
the A/R decision for each end during the inline processing is necessary to offline
configure the Minimum Average Repair Coating Quality (MARCQ) of the end
to not reject it. The object of this parameter can be seen on Subsection 3.2.

3.2 Inline

The end continuous inspection can only start after the offline parameter con-
figuration. This inline process has for each end the following sequence of steps:

Acquisition. This process undertakes the detection of the ends and acquisition
of images of them. It is divided into the subprocesses:

– End detection before the ERCIS: A sensor located before the ERCIS warns
said system that an end for inspection is approaching.

– End acquisition: A tiem IDT after the end has been detectedthe camera
acquires the image and the decision queue size is incremented. The end is
totally included in the image if, offline, IDT and working distance have been
properly adjusted..

Evaluation. If the decision queue is not empty then an image has already been
acquired and can be processed. This process has the following steps:
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– End center location and end orientation: Equation 1 defines de geometric
shape of the ROI given that the end is centered on the image and its mayor
axis is parallel to the image horizontal axis. Nevertheless, during an usual
inline working, the end can be not centered and show a light inclination
with respect to the camera at the moment of image capture. It is necessary,
though, to determine the center C and inclination α of the end in the image
to rightly position the ROI (Fig. 4 and (2) and (3)).

tanα1 = yA−yB
xA−xB

tanα2 = yE−yD
xE−xD

}
⇒ α =

α1 + α2
2

(2)

F =
{
xA, yA + yD−yA

2

}
G =

{
xB, yB + yE−yB

2

} }
⇒ s ⇒ H, I ⇒ C

C =
{
xH + xI−xH

2 , yH + yI−yH
2

} (3)

Fig. 4. End center location and end orientation parameters

Thus, we get the following expression:

ROI = g
(
ROIHOR, C, α

)
(4)

– ROI rectification. The Region of Interest (ROI) is converted into a straight
line strip to ease its analysis. This strip is a Look-up-Table (LUT) whose size
is n× e pixels (Fig. 5). The length n, in which is divided the ROI perimeter,
depends on the selected resolution. The rectification method employed selects
for each one of n× e pixels the nearest 4-neighbour [3].

LUT = rectificate (ROI, resolution) (5)
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Fig. 5. RCQn of each LUT column

– Repair coating quality: The RCQ is assessed analyzing one-by-one all the
n positions of the LUT by means of the model obtained in Section 4. The
model gives an estimation of the RCQ at each position from several attributes
of said position. These attributes are computed from each e-pixel group
belonging to each one of the n positions. The three most influential attributes
are the maximum, standard deviation, and center of mass (Section 4).

– End A/R decision: The average repair coating quality (ARCQ) is computed
from the RCQ values at the n positions in which have been divided the ROI.
Then, an end have to be rejected when the condition ARCQ<MARCQ is
given (see the meaning of MARCQ in Subsection 3.1).

– Update the decision queue: The decision queue must be updated after making
the A/R decision of each end.

Expulsion. This process undertakes the detection of the ends after the ERCIS
and looks up the decision queue to expulse the end or not. This process is
subdivided in:

– End detection after the ERCIS: A sensor placed after the ERCIS let the
system know that an end is passing it by.

– End expulsion: A time lapse ODT after being detected the end by the sensor
at the ERCIS output, if it has decided that the end is defective then it
activates the expulsion system. ODT has to be well adjusted to be able to
reject the end. After, the decision queue is decremented.

Stop. If stop signal is activated then the process goes to the flowchart end with
independence of the current state of the process.

4 Modeling

In order to evaluate the RCQ on each one of n positions of the LUT, a set of a
few attributes that contain most of the relevant information on each one of the
n positions is studied. The 9 attributes computed from each e-pixel group of nth
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LUT position are: Maximum pixel intensity (Max), Minimum pixel intensity,
Mean pixel intensity is a measure of central tendency (location), Median pixel
intensity is a measure of central tendency (location), Pixel intensity standard
deviation (Std) is a measure of dispersion, Pixel intensity skewness is a measure
of the asymmetry, Pixel intensity center of mass (CoM), Pixel intensity moment
of inertia about an axis passing through the CoM, and Pixel intensity bisector.

A fuzzy inference system (FIS) [8,9,13], whose inputs are the selected at-
tributes, will be used to evaluate the RCQ on each of the n positions. As an
excessive number of inputs prevents the interpretability of the underlying model
and increases the computational burden, we look for a model with a trade off
between high accuracy and reduced number of inputs. We got a modeling prob-
lem with 9 candidate inputs and we want to find the 3 most influential inputs
as the inputs of the model. We so can build 84 fuzzy models, each one with a
different combination of 3 inputs. The proposed FIS model is a TSK inference
system [11,12]. These models are suited for modeling non-linear systems by in-
terpolating multiple linear models. The TSK model is designed with zero order
(singleton values for each consequent), 3 of 9 attributes as inputs and RCQ as
output. The TSK model is developed using the adaptive neuro-fuzzy inference
system (ANFIS) algorithm [5,7].

We use a quick and straightforward way of neuro-fuzzy modeling input se-
lection using ANFIS to improve the interpretability [6]. This input selection
method is based on the hypothesis that the ANFIS model with smallest root
mean squared error (RMSE) after one epoch of training has a greater potential
of achieving a lower RMSE when given more epochs of training.

Representative input-output data set of the system should be selected to tune
a model. We have only worked with a specific end format named 1/4 Club, with
an easy-open tab in one of its corners (Fig. 1). We have selected a collection of
11 ends that agglutinate all possible end repair coating defects. The obtained
LUT for each end has a length n of 702 positions, with a width e of 19 pixels.
After removing instances with outlier values, the data set was reduced to 6669
entries. This data set is divided into training and testing sets of size 3335× 19
and 3334× 19 respectively. The testing set is used to determine when training
should be terminated to prevent overfitting.

Fig. 6. The best fifteen 3-input fuzzy models for end RCQ prediction
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Fig. 7. Model size and prediction error as function of cluster radius

It has been selected grid partitioning as the ANFIS partition method. The
best model after one epoch of training selects as input attributes the maximum
(Max), the standard deviation (Std), and the center of mass (CoM) (Fig. 6).
The problem is that this partitioning leads to a high number of rules, 23 = 8
rules for each model.

In order to reduce the model complexity we use subtractive clustering [2] for
the 3 inputs previously selected. The results, after one-epoch training, as a func-
tion of the cluster center’s range of influence applying substractive clustering,
are shown in Fig. 7. From that we have selected the model with range of influ-
ence 0.5 that has 3 rules that gives a RMSE of 0.3106 for training and 0.3091
for testing.

Fig. 8. Fuzzy model membership functions
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Table 1. Fuzzy Models Rules

Rules Repair Coating Quality

If Max is Max1 & Std is Std1 S1[5]∗

& CoM is CoM2 Defective

If Max is Max2 & Std is Std2 S1[5]
& CoM is CoM3 Defective

If Max is Max3 & Std is Std3 S2[10]
& CoM is CoM1 Acceptable

∗S[m] = singleton (m=mean)

We can further refine said model performance applying extended ANFIS
training. The final model obtained uses Max, Std, and CoM as model inputs,
RCQ as output, and 3 rules (Table 1) to define relationships among inputs and
output. The membership functions for each input feature are shown in Fig. 8
and singleton values for each consequent in Table 1.

This model gives a RMSE of 0.0102 for training and 0.0101 for testing, more
similar values which indicate that there is no overfitting. Regarding the inter-
pretability of the model and from its rules, is deduced that the RCQ at nth LUT
position is acceptable if and only if at said position, see Fig. 8 and Table 1, the
maximum pixel intensity is higher than 150 and the standard deviation is higher
than 35 and the center of mass is close to 9.5, which is the e-pixel group center.
The interpretation of this is the following:

– The higher the maximum pixel intensity, the higher the lacquer quantity.
– As a defect region has little or no lacquer and is more uniformly distributed

than an acceptable region, then the pixel intensity is less scattered (less Std)
in defect regions.

– As the ROI is positioned in the way that the scoreline is at its center zone,
and as an acceptable end has the highest lacquer level at scoreline, then at
each one of n LUT positions the nearer of the e-pixel group center is the
CoM, the better the RCQ.

5 Results

The RCQ of each end is assessed estimating its ARCQ. This average quality is
computed from the RQ of the n positions in which has been divided the ROI,
and where the RCQ at each n position is analyzed by means of the FIS obtained.

Figure 9 shows the ARCQ classification of the 11 ends previously used to
tune the fuzzy model. The ends were sorted in descending order of ARCQ.

As each end have to be rejected when ARCQ<MARCQ is given (see the
meaning of MARCQ in Subsection 3.1) then what ends are rejected will depend
on the MARCQ value selected. For example, if MARCQ is 80 then all 11 ends
are rejected. This flexibility to be able to modify the rejection threshold is an
important property of the ERCIS.
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Fig. 9. ARCQ classification of the ends

But the most important result is that, with independence of the MARCQ
selected, the ARCQ classification agrees with the one made by an expert human
inspector.

6 Concluding Remarks

We have been involved in the implementation of a machine vision system to im-
prove the repair coating quality control of the easy open can end manufacturing
process. The system has the following properties:

– End classification in agreement with the one made by an expert human
inspector.

– Flexibility to be able to modify the rejection threshold.
– Interpretability supplied to the operators in order to find out the failure

causes and reduce mean time to repair (MTTR) during failures.
– Total inspection of 100% end production.

In spite of the fact that the end repair coating process of only one end for-
mat (1/4 Club) has been studied, as this process is common to all formats, it is
reasonable to think that fuzzy models like the found model can be obtained to
make the A/R decision for another end format. All this leads to the conclusion
that is possible to design an inline, automated machine vision system, which
only extracting the ARCQ from each end, makes a right A/R decision. ANFIS,
the neuro-fuzzy modeling technique used to optimize the fuzzy model, provided
excellent prediction accuracy. In the future we will study the existence of mod-
els that estimate the easy open can end repair coating process failure causes.
Furthermore, we will research the application of coevolutionary genetic fuzzy
modeling techniques that improve the interpretability without a significant loss
of accuracy.
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Abstract. A fuzzy Dead Reckoning (DR) algorithm for distributed interactive 
applications is proposed in this paper. Since fixed threshold cannot adequately 
handle the dynamic relationships between moving entities, some multi-level 
threshold DR algorithms were proposed in the past few years. In these algo-
rithms the level of threshold is adaptively adjusted based on the distance be-
tween entities. The proposed fuzzy DR algorithm is based on multi-level 
threshold DR algorithm and takes all properties of entity (e.g. position, size and 
view angle etc.) into consideration when adjusting the level of threshold. This 
algorithm employs fuzzy correlation degree to measure the relationships be-
tween entities and determine the level of threshold for DR algorithm. Fuzzy 
consistent relation is used to distribute weight for each property. Simulation re-
sults indicate that fuzzy DR algorithm can achieve a considerable reduction in 
the number of state update messages while maintaining adequate accuracy in 
extrapolation. 

1   Introduction 

Thanks to the development of network, processor and graphics chip techniques, dis-
tributed interactive applications have a rapid development in the past few years. Dis-
tributed Interactive Simulation (DIS) and Collaborative Virtual Environments (CVEs) 
all can be regarded as distributed interactive applications. DIS is a technology for 
linking simulations of various types at multiple locations to create a realistic, com-
plex, “virtual world” for the simulation of highly interactive activities [1]. CVEs is a 
computer based, distributed, virtual space or set of places. In such places, people can 
meet and interact with others, or with virtual objects to perform tasks [2]. 

In order to promote application reuse and interoperability, the High Level Archi-
tecture (HLA) [3] was proposed as general purpose architecture. The requirements of 
application reuse and interoperability are achieved by the concept of the federation in 
HLA, which is a composable set of interacting simulations. Although the DIS stan-
dard [4] has been supplanted by the HLA, the DIS community has developed the real-
time platform reference federation object model (RPR FOM) [5] to provide the func-
tionality of the DIS standard within the HLA environment. 

                                                           
*  This work was supported by Zhejiang Provincial NSF of China (Grant No. Y104199). 
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Since entities of distributed interactive applications are physically distributed, for a 
large scale distributed interactive application, state update messages of the entities may 
generate a large amount of communication and thus saturate network bandwidth. To 
reduce the amount of communication, some message filtering techniques, such as the 
dead reckoning (DR) technique which is a fundamental feature of the DIS standard [4] 
and relevance filtering technique [6], were developed. Using a dead reckoning model, 
the state of an entity will be extrapolated. Therefore, instead of emitting a state update 
message after each movement of the entity, state update messages are only transmitted 
when the difference between the extrapolated and the true state exceeds a predefined 
threshold [7]. Relevance filtering is concerned with eliminating the transmission of 
irrelevant state update messages, but it does not employ any prediction techniques. 

In general, DR technique uses a fixed threshold, regardless of the relationships be-
tween entities, to control errors in extrapolation. In order to maintain an adequate 
accuracy, a small threshold is usually used and many redundant state update messages 
are still be transmitted. In order to reduce the number of state update messages, some 
multi-level threshold DR algorithms were proposed. Dynamic message filtering tech-
nique [8] introduces Flexible Threshold Mechanism (FTM) and Update Lifetime (UL) 
to DR algorithm. UL is the time duration between two sequential state update mes-
sages and is employed to determine the level of threshold for DR algorithm. If the UL 
is short, a large threshold is assigned to maintain filtering performance as a normal 
level. On the contrary, a small threshold is used to improve the accuracy. Orientation 
update message filtering algorithm [9] introduces multi-level threshold to orientation 
DR algorithm. Variable Thresholding for Orientation (VTO), which is based on the 
average recent angular velocity of entity’s rotation, is introduced and the threshold 
level is adjusted with the average recent angular velocity. 

As mentioned in relevance filtering technique, some criterions can be introduced to 
determine whether a state update message is “important”. For example, distance be-
tween two entities is the most obvious criterion. Auto-adaptive DR algorithm [10] is 
the combination of relevance filtering technique and multi-level threshold DR algo-
rithm. It employs the distance between two entities to determine the threshold level 
for DR algorithm. If the distance is short, a small threshold is assigned to improve the 
accuracy. On the contrary, a large threshold is used to filter more messages and im-
prove the scalability. 

To the characteristics of human perception, distance is just one of the criterions 
that determine whether a state update message is “important”. For example, the size 
and the view angle of entity all can influence the essentiality of a state update mes-
sage. Therefore, just taking distance into consideration is not very reasonable when 
determining the level of threshold. Therefore, a fuzzy DR algorithm is proposed in 
this paper. This algorithm introduces fuzzy correlation degree to take all properties 
into consideration when measuring the relationships between entities. The level of 
threshold for DR algorithm is determined based on fuzzy correlation degree. Fuzzy 
consistent relation is used to distribute weight for each property. 

The rest of the paper is arranged as follows: Section 2 gives a brief introduction on 
DR technique; fuzzy correlation degree, which takes all properties of entity into con-
sideration when determining the relationships between entities, is introduced in Sec-
tion 3; Section 4 describes the fuzzy DR algorithm; The simulation and results discus-
sion are presented in Section 5; finally, Section 6 will conclude the paper. 
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2   DR Technique 

One of the important aspects in distributed interactive applications is the ability of 
each site to represent accurately in real-time the state of all entities (both position and 
orientation), including both local and remote, participating in the same exercise. To 
reduce the number of state update messages, the DR technique is used. In addition to 
the high fidelity model that maintains the accurate state about its own entities, each 
site also has a dead reckoning model that estimates the state of all entities (both local 
and remote). The anticipated state of an entity is usually calculated based on the last 
(or past) accurate state information of the entity using an extrapolation equation. To 
maintain accuracy, after each update of its own entity, a site needs to compare the true 
state of the entity obtained from the high fidelity model and its extrapolated state. If 
the difference between the true and the extrapolated state is greater than a pre-defined 
threshold, a state update message will need to be sent to other sites. Extrapolation for 
the entity will then be corrected by all dead reckoning models at all sites, based on the 
updated state of the entity. So, instead of transmitting state update messages, the esti-
mated state of a remote entity is readily available through a simple, local computation. 

Threshold is an important parameter in the DR algorithm. It is used to control the 
accuracy of extrapolation, and affects the number of transmitted state update mes-
sages. A small threshold makes the DR algorithm generate state update messages at a 
higher frequency, but results in higher accuracy in the estimation of the entity's state. 
On the other hand, the DR algorithm using a large threshold generates fewer update 
messages, but its accuracy is also lower. 

Table 1. Extrapolation equations 

 One-Step Two-Step 
1st order τ'' ttt vxx +=  

τ
'''

'''
'

tt

xx
xx

tt
tt

−
−+=  

2nd order 2
''' 5.0 ττ tttt avxx ++=  2'''

''
'''

5.0 ττ
tt

vv
vxx

tt
ttt

−
−++=  

Table 1 shows the position (x dimension) extrapolation equations. 'tx , 'tv  and 'ta  
represent respectively the position, velocity and acceleration of the entity as found in 
the last state update message. Similarly ''tx , ''tv  and ''ta  are the position, velocity 
and acceleration of the second last state update message. τ  is the elapsed time from 
the last update. The equations are used to extrapolate the position of the entity at time 

τ+= 'tt . Corresponding extrapolation equations are available for y, z dimension 
position estimation and orientation estimation. Current extrapolation equations can be 
divided into two groups: one-step equations and multi-step equations [11]. One-step 
equations only use the last state update message to extrapolate the state of an entity, 
whereas, multi-step equations use the last two or more state update messages in the 
extrapolation. A multi-step equation needs less data from the state update message 
than the one-step equation of the same order. But, in multi-step equations, high-order 
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derivatives, such as velocity (or acceleration), are calculated from positions (or ve-
locities). They are not as accurate as that used in one-step equations. Therefore, to 
track the state of the same entity, using multi-step equations may introduce more 
errors and generate more state update messages than using one-step equations of the 
same order for a given threshold. Conventionally, first order extrapolation is used for 
orientation, and second order for position [12]. 

For simplicity, the simulation of the proposed fuzzy DR algorithm only employs 
2nd order one-step extrapolation equation to estimate two-dimension position of an 
entity. However, the proposed algorithm can also be applied to multi-dimension posi-
tion estimation and orientation estimation. 

3   Fuzzy Correlation Degree 

Most current multi-level threshold DR algorithms take distance between entities as 
criterion to determine the level of threshold. However, the accuracy of such algorithms 
cannot be guaranteed, for there are many distributed interactive applications in which 
other properties of the entity (e.g. the size and the view angle of entity) are as impor-
tant as the position property. For example, in the aviation DIS application, not only the 
distance between the radar station and the plane but also the angle property of the ra-
dar, the size and even material properties of the plane should be considered to deter-
mine whether a state update message should be sent from the plane to the radar station. 

The fuzzy correlation degree [13] was proposed to take all properties into consid-
eration when grouping entities for Data Distribution Management (DDM). The group-
ing results of the approach which employs fuzzy correlation degree are more accurate 
than traditional grouping approaches (e.g. region-based approach [14], hybrid ap-
proach [15]). Because fuzzy correlation degree can take all properties of an entity into 
consideration, fuzzy DR algorithm employs it to determine the relationships between 
entities. If the relationship between two entities is tightly-coupled, a small threshold 
can be used to guarantee high accuracy. On the other hand, a large threshold can be 
used to filter more messages. In order to distribute weights for properties, fuzzy con-
sistent relation [16] is employed. Through fuzzy consistent relation, the priority of 
properties can be transferred to particular weights. 

Domain U  includes all properties that exist in a distributed interactive application 

and the length of U  is N . Aggregate A  is the properties of an entity and A  is not a 
void generally. 

( ){ }NkUuuuuuuA kk ≤∈= ,,...,,|,...,, 2121  (1) 

Definition 1: Property Uyx ∈, , the property correlation degree ( )yxd ,  is deter-

mined by a real value function d , 
[ ]1,0: →×UUd   (2) 

For example, x, y are position property of entity a, b, D is the distance between en-
tity a and b. Through position property x and y, D can be calculated. The property 
correlation degree can be determined by following function which takes D as variable. 
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Definition 2: For two entities A and B whose properties are defined by equation 1, 
the property correlation degrees of them are: kddd ,...,, 21 , the weight of each prop-

erty kuuu ,...,, 21  is )(),...,(),( 21 kuwuwuw . Fuzzy correlation degree between entity A 

and B is determined by following function: 

( ) ( )( )ii

k

i
duwVBAd ⋅=

=1
,  (4) 

In a particular distributed interactive system it is always easy to qualify the priority 
of properties, e.g. property A is more important than property B, but it is difficult to 
precisely quantify it. The fuzzy DR algorithm employs the fuzzy consistent relation to 
distribute weight for each property. It transfers the priority relation of the properties to 
the fuzzy precedence degree, and then the weights of properties are calculated from 
the fuzzy precedence degree. 

Domain U u i I Ii= ∈ ={ | }, { , , }1 2 , 
iu  represents the properties of the entity. 

Definition 3: R  is a fuzzy relation based on the kronecker products U U× : 

R U U: [ , ]  × → 0 1  (5) 

if any two elements: UuUu ji ∈∈ ,  satisfy the following equation: 

Ikuuuuuu kjRkiRjiR ∈∀+−=     5.0),(),(),( μμμ  (6) 

Then R  is the fuzzy consistent relation in domain U . For example, a domain 
},,,{ 21 muuuU = , elements of the domain represents the properties of an entity. 

R  is a fuzzy consistent relation that is used to judge two properties which one is 
more important than the other. Following equations must be met: 

(1) If 
iu  is as important as

ju , 5.0),( =jiR uuμ . 

(2) If 
ju  is more important than

iu , ( ) 5.0,0 ≤≤ jiR uuμ . 

(3) If 
iu  is more important than

ju , ( ) 0.1,5.0 ≤≤ jiR uuμ . 

The fuzzy DR algorithm uses fuzzy consistent relation to get the fuzzy precedence 
degree from the priority of properties in a particular distributed interactive applica-
tion, and then calculate the weights. Following is the steps: 

(1) Decide the priority of properties in the domain U , and construct the fuzzy 
precedence relation. Bμ  represents the fuzzy precedence relation. 

 ),(: jiB uuB μ   (7) 

If 
iu  is more important than 

ju , ( ) 0.1, =jiB uuμ . 
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If 
iu is as important as 

ju , ( ) 5.0, =jiB uuμ . 

If 
ju  is more important than 

iu , ( ) 0.0, =jiB uuμ . 

(2) Convert the fuzzy precedence relation to fuzzy consistent relation. 
Rμ  repre-

sents the fuzzy consistent relation. 

( )jiR uuR ,: μ   (8) 

5.02/)(),( +−= mrruu jijiRμ   (9) 

r u ui B i
k

m

k=
=

μ ( , )
1

  (10) 

(3) Calculate fuzzy precedence degree ),...,1( mic i =  for each property. 

m
ji

m

j
Ri uuc 1

1

)],([∏
=

= μ   (11) 

(4) Calculate weight ),...,1( miwi =  for each property. 

=

=
m

j
j

i
i

c

c
w

1

  (12) 

4   Fuzzy DR Algorithm 

Because fuzzy correlation degree takes all properties and their priority into considera-
tion, the measurement of relationships between entities through fuzzy correlation 
degree is more accurate than the distance based measurement and other one property 
based measurement. Therefore, Fuzzy DR algorithm employs fuzzy correlation de-
gree to measure the relationships between entities and the level of threshold is ad-
justed based on it. In order to distribute weight for each property, fuzzy consistent 
relation is used to get the fuzzy precedence degree from the priority of properties in a 
particular distributed interactive application and then calculate the weights. 

Following is the steps of fuzzy DR algorithm: 

(1) Determine threshold distribution function. Threshold distribution function is 
used to map fuzzy correlation degree to threshold and it can be designed according to 
the characteristics of particular distributed interactive application. For example, fol-
lowing 1st order function can be used as threshold distribution function: 

( ) =
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25.0
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  (13) 
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( )BAd ,  is the fuzzy correlation degree between two entities, ( )BA,λ  is the 

threshold which is used to determine whether send state update messages.  
(2) Estimate the state of the entity and calculate the difference between the extrapo-

lated state and the real one. 
(3) Calculate fuzzy correlation degrees between local entity and remote entities, 

and then the threshold distribution function is used to determine the threshold λ . 
(4) Judge whether a state update message should be transmitted based on the dif-

ference and the threshold λ . 

5   Simulation 

Simulation was carried out to evaluate the performance of the proposed fuzzy DR 
algorithm. It compared the performance of fuzzy DR algorithm with fixed threshold 
DR algorithm and distance based multi-level threshold DR algorithm. For simplicity, 
the 2nd order one-step extrapolation equations listed in Table 1 was used to estimate 
two-dimension position of the entity. The position, size and view angle properties 
were employed in the simulation. The view angle property included view direction 
information. The priority of these properties was defined as follows: view angle > size 
> position. Through fuzzy consistent relation, the weights were distributed as follows: 
W (view angle) = 0.45; W (size) = 0.34; W (position) = 0.21. Equation 3 was used to 
calculate property correlation degree and equation 13 was used as threshold distribu-
tion function. In the simulation, the distance unit was meter and the state update mes-
sage included following information: position; orientation; speed and acceleration. 

In the simulation, some entities were distributed in a rectangle (500×700 two-
dimension space). The movement of entities had following characteristics: initial speed 
of entity was a random value between 0 m/s and 2 m/s; initial acceleration of entity was 
a random value between 0 m/s2 and 1 m/s2; initial orientation was a random value be-
tween -180° and 180°; every 1 s the speed and acceleration of an entity would be rese-
lected in the range mentioned above and the orientation of an entity would add a angle 
ranging from -7.5° to 7.5°; if an entity collided the border it would continue its move-
ment in the negative direction. The simulation lasted 500 s. The simulation was run 8 
times and the number of entities ranged from 8 to 128 (8, 16, 24, 32, 48, 64, 96 and 
128). In addition, fixed threshold DR algorithm (threshold were 0.25 and 1.25) and 
multi-level threshold DR algorithm (AOI and SR were 90, 20; 165, 50; 250, 50; if the 
distance between two entities was less than SR, threshold was set to 0.05; if the dis-
tance between two entities was less than AOI, threshold was set to 0.25; if the distance 
between two entities was in the range of AOI and AOI + AOI, threshold was set to 1.5; 
if the distance between two entities was large than AOI + AOI, threshold was set to 
6.25) were simulated using the same parameters to carry out performance comparison. 

In order to compare performance, three metrics (filtering rate, accuracy rate and 
accuracy filtering rate) were introduced. Following are the definitions of them. 

Filtering rate: if the number of generated state update messages is AM and the num-
ber of transmitted state update messages is TM, the Filtering Rate (FR) is determined 
by following equation. 
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FR = (AM – TM) / AM FR  [0, 1]  (14) 

Accuracy rate: if the number of generated state update messages is AM and the 
number of filtered state update messages that are necessary for the purpose of accu-
racy is EM, the Accuracy Rate (AR) is determined by following equation. 

AR = (AM – EM) / AM FR  [0, 1]  (15) 

At the beginning of the simulation, the EM was set to 0. All generated state update 
messages were judged by the threshold and the difference between real state and es-
timated state to determine whether filtering the message. When a message was deter-
mined to be filtered, it was judged by some criterions to determine whether it was a 
necessary state update message for purpose of accuracy. If the message was neces-
sary, EM increased by 1. The criterions are very important in determine AR. In this 
simulation, the fuzzy correlation degree and threshold distribution function, which 
employs equation 13, were selected as the criterion to determine the necessity of a 
state update message, for it takes all properties of entity into consideration and con-
sists with human perception. Therefore, the AR of fuzzy DR algorithm was 100%. 

Accuracy filtering rate: If the filtering rate of the simulation is FR and the accuracy 
rate of the simulation is AR, the Accuracy Filtering Rate (AFR) is determined by 
following equation. 

AFR = AR × FR AFR  [0, 1]  (16) 

AFR is an integrated evaluation of scalability and accuracy. FR is an evaluation of 
scalability and AR is an evaluation of accuracy. The ideal DR algorithm should 
achieve a high AFR and that means a good tradeoff between scalability and accuracy. 

Table 2. FR under different DR algorithms and entity numbers 

Entity 
number 

Fixed 
threshold 
Threshold 
= 1.25 

Fixed 
threshold 
Threshold 
= 0.25 

Multi-level 
threshold 
SR=20 
AOI=90 

Multi-level 
threshold 
SR=50 
AOI=250 

Multi-level 
threshold 
SR=50 
AOI=165 

Fuzzy DR 

8 75.4% 54.8% 85.1% 69.2% 76.3% 80.8% 

16 75.6% 54.6% 86.6% 69.6% 78.0% 80.2% 

24 75.8% 54.3% 88.4% 70.1% 79.5% 79.8% 

32 76.0% 54.5% 88.1% 70.2% 79.4% 81.0% 

48 75.5% 54.6% 88.0% 71.0% 79.8% 80.0% 

64 76.0% 54.7% 88.2% 71.3% 80.4% 80.6% 

96 75.8% 54.6% 88.0% 70.5% 79.7% 79.4% 

128 75.7% 54.6% 87.9% 70.3% 79.4% 78.9% 

Table 2 – 4 shows FR, AR and AFR of different DR algorithms under different en-
tity numbers. First of all, it can be seen that FR, AR and AFR of different DR algo-
rithms are very stable and the incensement of entity number has no influence on them. 
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As table 2 shows, multi-level threshold DR algorithm (SR = 20, AOI = 90) achieves 
highest FR (about 88%) and fixed threshold DR algorithm (threshold = 0.25) gets the 
worst FR (about 54%). As table 3 shows, Fuzzy DR algorithm and fixed threshold DR 
algorithm (threshold = 0.25) achieve highest AR (almost 100%) and multi-level 
threshold DR algorithm (SR = 20, AOI = 90) gets the worst AR (about 69%). As table 
4 shows, fuzzy DR algorithm achieves best AFR (about 80%) and fixed threshold DR 
algorithm (threshold = 0.25) gets the worst AFR (about 54%). Because AFR is an 
integrated evaluation of scalability and accuracy, fuzzy DR algorithm offers the best 
performance, fixed threshold DR algorithm is the worst and multi-level threshold DR 
algorithm is among them. 

Table 3. AR under different DR algorithms and entity numbers 

Entity 
number 

Fixed 
threshold 
Threshold 
= 1.25 

Fixed 
threshold 
Threshold 
= 0.25 

Multi-level 
threshold 
SR=20 
AOI=90 

Multi-level 
threshold 
SR=50 
AOI=250 

Multi-level 
threshold 
SR=50 
AOI=165 

Fuzzy DR 

8 90.6% 99.7% 72.0% 88.9% 79.2% 100.0% 

16 91.0% 99.7% 69.3% 89.3% 78.5% 100.0% 

24 90.5% 99.6% 70.0% 91.0% 80.6% 100.0% 

32 92.2% 99.8% 71.8% 92.2% 81.4% 100.0% 

48 92.1% 99.7% 69.2% 89.4% 78.7% 100.0% 

64 92.4% 99.7% 69.7% 90.8% 79.4% 100.0% 

96 91.5% 99.7% 67.5% 90.8% 78.8% 100.0% 

128 90.8% 99.6% 66.4% 90.4% 78.0% 100.0% 

Table 4. AFR under different DR algorithms and entity numbers 

Entity 
number 

Fixed 
threshold 
Threshold 
= 1.25 

Fixed 
threshold 
Threshold 
= 0.25 

Multi-level 
threshold 
SR=20 
AOI=90 

Multi-level 
threshold 
SR=50 
AOI=250 

Multi-level 
threshold 
SR=50 
AOI=165 

Fuzzy DR 

8 68.3% 54.6% 61.3% 61.5% 60.5% 80.8% 

16 68.8% 54.4% 60.1% 62.1% 61.2% 80.2% 

24 68.6% 54.1% 61.9% 63.8% 64.1% 79.8% 

32 70.1% 54.4% 63.3% 64.7% 64.6% 81.0% 

48 69.5% 54.5% 60.9% 63.5% 62.8% 80.0% 

64 70.2% 54.5% 61.5% 64.7% 63.8% 80.6% 

96 69.4% 54.4% 59.4% 64.0% 62.8% 79.4% 

128 68.7% 54.4% 58.4% 63.6% 62.0% 78.9% 
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Above simulation results indicate that fuzzy DR algorithm can filter redundant 
state update messages and keep all messages that are necessary for accuracy. Fuzzy 
DR algorithm gives a mechanism that takes all properties of entity into consideration 
when measuring the relationships between entities. When implementing fuzzy DR 
algorithm in a particular distributed interactive application, designer must determine 
what properties should be taken into consideration and the priority of them. In addi-
tion, the threshold distribution function is very import and it should be carefully ad-
justed according to the characteristics of the application. After carefully selection and 
adjusting, fuzzy DR algorithm can filter most state update messages which are useless 
for human perception. 

6   Conclusions 

This paper describes a new fuzzy DR algorithm for distributed interactive applica-
tions. This algorithm is based on multi-level threshold DR algorithm and takes all 
properties of entities into consideration. Fuzzy correlation degree is employed to 
measure the relationships between entities and fuzzy consistent relation is used to 
distribute weights for each property. Stimulation results indicate that fuzzy DR algo-
rithm keeps all messages that are necessary for system accuracy and filters the redun-
dant messages. It achieves a better tradeoff between scalability and accuracy than 
fixed threshold DR algorithm and multi-level threshold DR algorithm. 
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Abstract. Negotiation is an important function for e-commerce system
to be efficient. However, negotiation is complicated, time-consuming and
difficulty for participants to reach an agreement. This paper aims to
establish an automated negotiation mechanism based on fuzzy method
in order to alleviate the difficulty of negotiation. This automated ne-
gotiation is performed by autonomous agents that use fuzzy logic and
issue-trading strategies in finding mutually-agreed contracts.

1 Introduction

E-commerce refers to completing every section of commercial activities by digital
electronic means. It includes publication and search of commercial information,
electronic advertisements, subscriptions of electronic contracts, payments in elec-
tronic currency, before-sales and after sales services and many other processes.
Problems of coordination and cooperation are not unique to automated com-
merce systems; they exist at multiple levels of activity in a wide range of com-
merce. People pursue their own goals through communication and cooperation
with other people or machine. Since people like to use negotiation as a means to
compromise in order to reach mutually beneficial agreements in E-commerce.

The reminder of the paper is organized as follows.Section 2 introduce the
workflow of automated negotiation,section 3 illustrate how to get satisfactory
new offer which maximize the current utility and comparability.Section 4 sum-
marizes our main contributions and indicates avenues of further research.

2 Negotiation Workflow

In automated negotiation, the primary workflow can described as follow:
Step 0: Negotiation Start.
Step 1: Present the Initial Proposal.
Step 2: Evaluating the Opponent’s Proposal.
Step 3: If Us(xB) > Ts or (Us(xS) > TB) Then Accept Proposal, go to Step6.

Else if Ntime > NegotiationNumber Then Reject Proposal, go to Step6.
Else go to Step4 to Search New Proposal.

Step 4: Search New Proposal based on Multi-Agent Negotiation System.

L. Wang and Y. Jin (Eds.): FSKD 2005, LNAI 3614, pp. 972–975, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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Step 5: if Ut+1 > Ut, then t← t+ 1, go to Step2.
Else if Nproposal > Proposal time, Then Reject Proposal, go to Step6.
Else go to Step4 Search New Proposal.

Step 6: Negotiation End and Notify Both Parties.

3 Producing New Offer

In this section, we illuminated how to get the better new offer. The aim of
new offer is maximize own utility and comparability between the new offer and
buyer’s last offer.

3.1 Fuzzy Reasoning Rule

Preference of issue is vital factor in automated negotiation system. Generally
speaking, value of preference is lager, it also represent this issue is more impor-
tant, vice versa. Whether or not the new offer is effective depend on adjusting
the important issue. So exact affirm the preference of each issue is very impor-
tant. In our research, we divided preference into three aspects: careless, neutral,
important. Their subjection function can be found as follow:

μcareless(w) =

{
1, w ≤ CL,

1− w−CL
CH−CL , CL ≤ w ≤ CH.

(1)

μneutral(w) =

{
w−NL

NM−NL , NL ≤ w ≤ NM,

1− w−NM
NH−NM , NM ≤ w ≤ NH.

(2)

μimportant(w) =

{
w−IL

IH−IL , IL ≤ w ≤ IH,

1, w ≥ IH.[0.2cm]
(3)

where, CL denotes Careless lower limit, CH denotes careless upper limitNL
denotes Neutral lower limit, NM denotes neutral middle value, NH denotes
neutral upper limit, IL denotes important lower limit, LH denotes important
upper limit.

3.2 Concession Space

Each negotiation round, seller agent can afford new suggestion which will descend
some issue offer, it also called concession, and there are functions to decide the
concession space. Firstly, concession rate Cr will be presented as follow:

Cr =
10− ws

i

(10− wS
i ) + (10− wB

i )
(4)

then, we defined the concession space as Cr × xd
i,t.
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Where, xd
i,tdenotes distance between seller offer and buyer offer, it can defined

as follow:
Continual issue: xd

i,t = |xS
i,t − xB

i,t|
Discrete issue: xd

i,t = φs(xS
i,t)− φs(xB

i,t)
thereinto φs(xB

i,t)denotes the order of xB
i,t in value fields of issue i .

3.3 Fuzzy Strategy of Issue

Δxi denotes the current concession value of issue i, so concession rules based on
fuzzy methods of the all kinds of issue can be found in follow table 1.

Table 1. Fuzzy Strategy of Sequence issue

NO. W S
i W B

i Δxi

gain-driven cost-driven
1 Important Important -rand( 0, cr,xd

i,t) rand(0, cr,xd
i,t )

2 Important Neutral -rand( 0, k1cr,Xd
i,t) rand(0, k1cr,xd

i,t )
3 Important Careless rand( 0, cr,xd

i,t) -rand(0, cr,xd
i,t )

4 Neutral Important -rand( 0, k2crx
d
i,t) rand(0, k2crx

d
i,t )

5 Neutral Neutral rand( -k1crx
d
i,t, k1crx

d
i,t )

6 Neutral Careless rand( 0, k1crx
d
i,t) -rand(0, k1crx

d
i,t )

7 Careless Important -rand( 0, k3crx
d
i,t) rand(0, k3crx

d
i,t )

8 Careless Neutral -rand( 0, k2crx
d
i,t) rand(0, k2crx

d
i,t )

9 Careless Careless rand( -crx
d
i,t, crx

d
i,t )

Thereto k1 ∈ [0, 1], k3 > k2 > 1.

3.4 Producing New Offer

Now,we can give method to produce new offer for issuei, it can be presented as
follow:

Δxi =

9∑
j=1

ZjRj

9∑
j=1

Zj

, and xs
i,t+1 = xs

i,t +Δxi (5)

Where, Zj denotes start-up degree of fuzzy strategy i, it can be decided by the
preference of seller and buyer, for example start-up degree of No.1 strategy is as
follow:

z1 = μimportant(wS
t ) · μimportant(wB

t )

Rj denotes the result of strategy i from table 1.

3.5 Studying Rules of Preference of Issue

Negotiation Agent can’t get exact preference weight directly and timely, it also
establish studying mechanism to get real-time preference of negotiation other
sides. The rule is
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r =
|xB

i,t − xB
i,t+1|

|xS
i,t − xS

i,t+1|
(6)

Where,xB
i,t is buyer’s offer of issue i at time t. xS

i,t is seller’s offer of issue i at
time t. Tell it like it is, r¿1 denotes buyer preference when issue i is increase ,
r=1 denoted keep value, r¡1 denotes value decrease. So the weight of preference
can be adjust as follow: WB

i,t+1 = WB
i,t ∗ r

4 Conclusion

In [1], a model for bilateral multi-attribute negotiation is presented, where at-
tributes are negotiation sequentially. The issue studied is the optimal agenda
for such a negotiation under both incomplete information and time constraints.
However a central mediator is used and the issues all have continuous values. In
earlier research [2] a slightly different model is proposed, but the focus of the
research is still on time constraints and the effect of deadlines on the agents’
strategies. The argumentation approach to negotiation [3] allows the agents to
exchange not only bids but also arguments that influence other agents’ beliefs
and goals, which allows more flexibility. Another important direction in multi-
attribute negotiation is presented by [4], which propose models that overcome
the linear independence assumption between attribute evaluations. There con-
trast with our negotiation mechanism, where efficiency of the outcome and not
time is the main issue studied. This is because we found that, due to our as-
sumption; a deal is usually reached in maximum 8-12 steps. on the other hand,
our model is more flexible in specifying attribute values and better explainable.
To our knowledge, there has not been work which completely addresses these
problems. Therefore, the research on resolving them will be of great challenge
and significance.
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Abstract. A fuzzy logic based intelligent controller is design to congestion 
control and avoidance in differentiated computer services networks. The 
proposed controller provide a robust active queue management system to secure 
high utilization, bounded delay and loss, while the network complies with the 
demands each traffic class sets.  

1   Introduction 

The aim of this paper is to design a robust active queue management system for a 
differentiated services computer network [1,2]. Most proposed schemes for queue 
management are developed using intuition and simple nonlinear control designs. 
These have been demonstrated to be robust in a variety of scenarios that have been 
simulated [1]. The interaction of additional nonlinear feedback loops can produce 
unexpected and erratic behavior [2]. In [1,2] a very useful model is developed to 
tackle the flow control problem in differentiated services architecture, which divides 
traffic into three basic types of service (in the same spirit as those adopted for the 
Internet by the IETF Diff-Serv working group, i.e. Premium, Ordinary, and Best 
Effort). We will apply Fuzzy Logic Controller (FLC) to such system [3]. The 
proposed control strategy is shown via simulations to be robust with respect to traffic 
modeling uncertainties and system non-linearities, yet provide tight control (and as a 
result offer good service). 

2   Dynamic Network Model 

A diagram of a sample queue is depicted in Fig.1. Let x(t) be a state variable denoting 
the ensemble average number in the system in an arbitrary queuing model at time t. 
Furthermore, let fin(t) and fout(t) be ensemble averages of the flow entering and exiting 
the system, respectively. dttdxtx )()( =&  can be written as: 

)()()( toutftinftx −=&  (1) 

The above equation has been used in the literature, and is commonly referred to as 
fluid flow equation [1,2]. To use this equation in a queuing system, C and  have been 
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defined as the queue server capacity and average arrival rate, respectively. Assuming 
that the queue capacity is unlimited, fin(t) is just the arrival rate . The flow going out 
of the system, fout(t), can be related to the ensemble average utilization of the queue, 
(t), by fout(t)= (t)C. It is assumed that the utilization of the link, , can be 

approximated by the function G(x(t)), which represents the ensemble average 
utilization of the link at time t as a function of the state variable. Hence, queue model 
can be represented by the following nonlinear differential equation: 

 

Fig. 1. Diagram of sample queue 

λ+−= ))(()( txCGtx&  (2) 

Utilization function, G(x(t)), depends on the queuing in the under study system. If 
statistical data is available, this function can be empirically formulated. This, 
however, is not the general case and G(x(t)) is normally determined by matching the 
results of steady state queuing theory with (2). M/M/1 has been adopted in many 
communication network traffics. For M/M/1 the state space equation is: 

λ+
+

−=
)(1

)(
)(

tx

tx
Ctx&  (3) 

The validity of this model has been verified by a number of researchers [17,18]. It is 
noticeable that (3) fits the real model, however there exists some mismatch. In order 
to include the uncertainties, (3) can be modified as: 

λμρ +Δ+
+

−= )()
)(1

)(
()( tC

tx

tx
Ctx&  (4)  

where  denotes model uncertainties and  

max
2 ≤  (5) 

Consider a router of K input and L output ports handling three differentiated traffic 
classes mentioned above. At each output port, a controller is employed to handle 
different classes of traffic flows entering to that port. An example case of the 
controller is illustrated in Fig. 2. The incoming traffic to the input node includes 
different classes of traffic. The input node separates each class according to their class 
identifier tags and forwards the packets to the proper queue. The output port can 
transmit packets at maximum rate of Cserver to destination where 

brpserver CCCC ++=    (6) 

 

fin

=
fout=

C

x(t)
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Fig. 2. Traffic flow control scheme 

Premium traffic flow needs strict guarantees of delivery. Delay, jitter and packet 
drops should be kept as small as possible. The queue dynamic model can be as follows: 

(t)
(t)x1

(t)x
(t)C(t)x

p
p

p

p
p +

+
−=&  (7) 

Here, the control goal is to determine Cp(t) at any time and for any arrival rate, λp(t),in 
which the queue length, xp(t), is kept close to a reference value, )(tx

ref

p
, which is 

determined by the operator or designer. The objective is to allocate minimum possible 
capacity for the premium traffic to save extra capacity for other classes of traffic as 
well as providing a good QoS for premium flows. Note that we are confined to 
control signals as 

serverp CtC << )(0  (8) 

3   Fuzzy Logic Controller (FLC) Design 

FLC is a knowledge-based control that uses fuzzy set theory, fuzzy reasoning and 
fuzzy logic for knowledge representation and inference [3]. In this paper a fuzzy 
system consisting of a fuzzifier, a knowledge base (rule base), a fuzzy inference 
engine and defuzzier will be considered. The controller has two inputs, the error and 
its derivative and the control input. Five triangular membership functions are defined 
for error (Fig. 3), namely, Negative Large (NL), Negative Small (NS), Zero, Positive 
Small (PS), and Positive Large (PL). Similarly three triangular membership functions 
are defined for derivative of the error and there are as follows, Negative Small (NS), 
Zero, and Positive Small (PS). Also five triangular membership functions are defined 
for the control input and there are Zero, Small, Medium, Large and Very Large. The 
complete fuzzy rules are shown in Table 1. The first rule is outlined below, 

Rule 1: If  )(e  is PL AND )(e&  is Zero THEN )( p  is Large. 
We have made the following assumptions for controller design throughout this paper: 

C max=300000 Packets Per Second 
 max =280000 Packets Per Second 
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Fig. 3. Behavior of the time evaluation of 
Premium traffic using proposed robust control 
strategy 

Fig. 4. Behavior of the time evaluation of 
Ordinary traffic using proposed robust control 
strategy 

The simulation results are depicted in Figs. 3 and 4 for Premium and Ordinary traffics, 
respectively. As it can be seen, the performance of the controller is satisfactory and the 
output can follow the reference trajectory.  

4   Conclusion 

This paper proposes a robust scheme for congestion control based on fuzzy control theory, 
which uses an integrated dynamic congestion control approach (IDCC). We divide traffic into 
three basic types of service (in the same spirit as those adopted for the Internet by the IETF 
Diff-Serv working group, i.e. Premium, Ordinary, and Best Effort). The controller works in an 
integrated way with different services and has simple implementation and low computational 
overhead, as well as featuring a very small set of design constants that can be easily set (tuned) 
from simple understanding of the system behavior.  
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Abstract. The fault diagnosis on diesel engine is a difficult problem due
to the complex structure of the engine and the presence of multi-excite
sources. A new kind of fault diagnosis system based on Rough Set Theory
and Support Vector Machine is proposed in the paper. Integrating the
advantages of Rough Set Theory in effectively dealing with the uncer-
tainty information and Support Vector Machine’s greater generalization
performance. The diagnosis of a diesel demonstrated that the solution
can reduce the cost and raise the efficiency of diagnosis, and verified the
feasibility of engineering application.

1 Introduction

In order to raise the efficiency and reduce the cost of fault diagnosis, intelli-
gent identification of faults is desired in engineering application. Some theories
or methods in computational intelligence are applicable to this task, such as
neural networks, fuzzy set theory, genetic algorithm and so on. Considering the
vagueness and uncertainty information in the process of fault diagnosis, a kind
of hybrid fault diagnosis system based on Support vector machine (SVM) and
Rough Set Theory(RS) is proposed in the paper.

Support vector machine is a new and promising machine learning technique
proposed by Vapnik and his group at AT Bell Laboratories, It is based on VC di-
mensional theory and statistical learning theory. Classification is one of the most
important applications. It is widely applied to machine learning, data mining,
knowledge discovery and so on because of its greater generalization performance.
But there are some drawbacks that it doesn’t distinguish the importance of sam-
ple attributes, computation rate is slow and takes up more data storage space
because of a large number of sample attributes. Moreover, It doesn’t effectively
deal with vagueness and uncertainty information. In order to resolve those prob-
lems, A kind of SVM fault diagnosis system based on Rough set pre-processing
is proposed in the paper, Making great use of the advantages of Rough Set the-
ory in pre-processing large data, eliminating redundant information and over-
coming the disadvantages of slow processing speed causedby SVM approach. A
� This work was Supported by the National Natural Science foundation of China
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hybrid fault diagnosis system based on Rough set and Support Vector Machine
is presented in the paper too. It is more suitable to multi-classification. It may
decrease fault diagnosis system complexity and improve fault diagnosis efficiency
and accuracy.

2 Support Vector Machine[1][2][3]

Consider the problem of separable training vectors belonging to two separate
classes,

T = {(x1, y1), · · · , (xl, yl)}, xi ∈ Rn, yi ∈ {−1, 1}, i = 1, · · · , l (2.1)

with a hyperplane

(w · x) + b = 0 (2.2)

The set of vectors is said to be optimally separated by the hyperplane if it
is separated without error and the distance between the closest vectors to the
hyperplane is maximal. where the parameters w, b are constrained by

min|(w · x) + b| = 1 (2.3)

we should find a linear function:

f(x) = (w · x) + b (2.4)

that is to say ,we should make the margin between the two classes points as
possible as big , it is equal to minimize 1

2‖w‖2 , we should be according to
structure risk minimum principle not experiential risk minimization principle,
that is to minimize equation (2.5) upper bound with probability 1− σ ,

R[f ] ≤ Remp[f ] +

√
1
2
(h ln(

2l
h

+ 1)) + ln(
4
σ

) (2.5)

the optimal classification function is transformed into a convex quadratic pro-
gramming problem:

min
1
2
‖w‖2 (2.6)

s.t. yi((w · xi) + b) ≥ 1, i = 1, 2, · · · , l (2.7)

when the training points are non-linearly Separable, (2.6)-(2.7) should be trans-
formed into(2.8)-(2.9).

min
1
2
‖w‖2 + c

l∑
i=1

ξi (2.8)

s.t. yi((w · xi) + b) ≥ 1− ξi, i = 1, 2, · · · , l (2.9)
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The solution to the above optimization problem of equation (2.8)-(2.9) is trans-
formed into the dual problem(2.10)-(2.12) by the saddle point of the Lagrange
functional

min
α

1
2

l∑
i=1

l∑
j=1

yiyjαiαjK(xi, xj)−
l∑

j=1

αj (2.10)

s.t.
l∑

i=1

yiαi = 0 (2.11)

0 ≤ αi ≤ c , i = 1, 2, · · · , l (2.12)

We can get the decision function:

f(x) =
l∑

i=1

yiαiK(xi, x) + b (2.13)

kernel function K(xi, x) = (Φ(xi) · Φ(x)) is a symmetric function satisfying
Mercer’s condition, when given the sample sets are not separate in the primal
space, we can be used to map the data with mapping Φ into a high dimensional
feature space where linear classification is performed.

There are three parameters in svm model that we should choose, they make
great impact on model’s generalization ability, It is well known that svm gener-
alization performance (estimation accuracy) depends on a good setting of hyper-
parameters C, the kernel function and kernel parameter. moreover, kernel func-
tion and kernel parameter’s selection connects with feature selection in svm, so
feature selection is very important.

3 Rough Set Theory[4]

Rough sets theory has been introduced by Zdzislaw Pawlak (Pawlak, 1991) to
deal with imprecise or vague concepts. It has been developed for knowledge
discovery in databases and experimental data set, It is based on the concept of
an upper and a lower approximation of a set.

Rough set theory deals with information represented by a table called an
information system. This table consists of objects (or cases) and attributes.
The entries in the table are the categorical values of the features and possible
categories. An information system is composed of a 4-tuple as following:

S = 〈U,A, V, f〉 (3.1)

where U is the universe, a finite set of N objects{x1, x2, · · · , xN}(a nonempty
set), A = C

⋃
D is condition attribute and decision attribute. V is attribute

value. f : U × A −→ V is the total decision function called the information
function.

For a given information system S, a given subset of attributes R ⊆ A de-
termines the approximation space RS = (U, ind(A)) in S, For a given R ⊆ A
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and X ⊆ U (a conceptX ), the R-lower approximation RX of set X in RS and
the R upper approximation RX of set X in RS are defined as follows:

RX = {x ∈ U : [x]R ⊆ X}, RX = {x ∈ U : [x]R
⋂

X �= φ} (3.2)

where [X ]R denotes the set of all equivalence classes of ind(R) (called indiscerni-
bility relation). The following ratio defines an accuracy of the approximation
of X(X �= φ), by means of the attributes from R:

αR =
|RX |
|RX |

(3.3)

where |RX | indicates the cardinality of a (definite) set RX . Obviously 0 ≤ αR ≤
1. If αR = 1, then X is an ordinary (exact) set with respect to R; if αR < 1,
then X is a rough (vague) set with respect to R.

Attribute reduction is one of the most important concept in RS. the process
of finding a smaller set of attributes than original one with same classification
capability as original sets is called attribute reduction. A reduction is the es-
sential part of an information system (related to a subset of attributes) which
can discern all objects discernible by the original information system. Core is
the intersection of all reductions. Given an information system S, condition at-
tributes C and decision attributes D, A = C

⋃
D, for a given set of condition

attributes P ⊆ (C), we can define a positive region posp(D) =
⋃

X∈U/D

PX , The

positive region posp(D) contains all objects in U , which can be classified without
error (ideally) into distinct classes defined by ind(D) based only on information
in the ind(P ) . Another important issue in data analysis is discovering depen-
dencies between attributes. Let D and C be subsets of A. D depends on C in
a degree denoted as

γC(D) = |posC(D)|/|U | (3.4)

It was shown previously that the number γC(D) expresses the degree of
dependency between attributes C and D , It may be now checked how the coef-
ficient γC(D) changes when some attribute is removed. In other words, what is
the difference between γC(D) and γC−{α}(D) . Attribute importance {α} about
decision attribute is defined by

σCD{α} = σC(D)− σC−{α}(D) (3.5)

4 Fault Diagnosis System Based on Rough Set Theory
and Support Vector Machine[5][6]

In support vector machine, the solution of the model is transformed into a
quadratic programming problem and we will achieve global solution but not
local solution. it will produce good generation performance, But it is difficult to



984 Y. Xu and L. Wang

resolve a large number of training sample sets and not to deal with the vagueness
and uncertainty information. Rough Set Theory is a data analysis tool in pre-
processing imprecise or vague concepts. It is only based on the original data and
does not need any additional information about data like probability in statis-
tics or grade of membership in the Fuzzy set theory, it can reduce the attributes
without decreasing its discriminating capability.

Integrating the advantages of RS and SVM, a kind of support vector ma-
chine fault diagnosis systemon the Rough Sets pre-processor is presented in the
paper. When given a training sample set, we firstly discretize them if the sample
attributes values are continuous and we can get a minimal feature subset that
fully describes all concepts by attribute reduction, constructing a support vector
machine fault diagnosis system . When given a testing set, we reduce the corre-
sponding attributes and then put into SVM fault diagnosis system, then acquire
the testing result. The whole process as fig 1.

Fig. 1. Fault diagnosis system based on Rough set theory and support vector machine

When the training samples are the two classes separable, we can achieve
them by above the fault diagnosis system. At first, we may preprocess training
samples sets by Rough set theory, then classify them by support vector machine.
Only need one classifier. When the training samples are multi-class (such as k
classes), we often resolve them according to blow 3 method.

(1) One versus the rest: one class sample are signed ”+1”, the rest classes
samples are signed ”-1”, Its need to construct k classification hyperplane to
achieve them, that is to need to resolve k quadratic programming problem, but
there is drawback that is produce multi classes to some samples, or some samples
don’t belong to any classes.

(2) One versus one: we can select 2 classes from all classes at random, thus it
needs k(k-1)/2 classifier, calculating capacity is very larger. but there is drawback
that may produce multi-classes to some samples.

(3) Layer classification method: This method is a improved One versus one
method, we may combined K classes into 2 classes at first, and so on, different
layers at last, we can classify by support vector machine in each layer.
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In order to avoid multi-class to some samples, a kind of hybrid fault diagnosis
system based on RS and SVM is presented in the paper. Utilizing the advantages
of Rough set theory in extraction of rules, in order to improve classification
accuracy, We can classify them exactly by support vector machine.

5 Fault Diagnosis About 4153 Diesel Engine[7][8]

Fault diagnosis on machinery has been researched presently. In this paper, we will
take the 4153 diesel engine fault diagnosis for example. The fault diagnosis on
diesel engine is a difficult problem due to the complex structure of the engine and
the presence of multi-excite sources. The vibration signal of a 4135 diesel under
normal and fault states is acquired(i=1,2,3) is the symptom, and represents
the waveform complexity in frequency domain, center frequency of spectrum,
waveform complexity in time domain, nonperiod complexity, variance of time
series, and kurtosis of time series of the signals from measurement point 1, 2
and 3 respectively. They are the first cylinder head, the second cylinder head
and another one that is at the center of the piston stroke, on the surface of the
cylinder block. D is the fault reason, and the associated integers 1, 2, 3, and 4
represent normal state, intake valve clearance is too small, intake valve clearance
is too large, and exhaust valve clearance is too large respectively.

5.1 Continuous Attributes Discretization Based on Fuzzy K-Means

Rough set theory only analyzes the discrete data, but the fault diagnostic data
is continuous. so they must be quantized before extraction of rules from the
original data. continuous attribute discretization directly affects the analysis
result. Considering the vagueness and uncertainty diagnosis data in the process
of fault diagnosis, Fuzzy K-means discretization method is proposed in the paper,
it is an objective function based on fuzzy clustering algorithm, this algorithm
typically converges to the local minimums, and possesses better robustness. In
the course of clustering, the number selection of clusters is important. If the
clusters are few, incompatible decision system will be resulted, and decision can
not be made in the applications. If the clusters are too much, overdiscretization
will be resulted, so that match of the condition for every rule will become too
complicate. In this paper, corresponding to the states of the engine, 4 clusters are
determined for each attribute. we select sample 8,9,10,11,12,13,25,26,27,28,29,30
as testing set, and the rest samples as training set, and getting the discretization
decision Table 1.

5.2 Attributes Reduction and Rules Attraction Based Rough Set
Theory

By attributes reduction, we can get a reduction of fault diagnosis system deci-
sion table as Table 2. certainly it isn’t the only reduction table. In Table 2, more
redundant values can be reduced, from decision and more concise rules can be
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Table 1. Training sample continuous attributes values discretization besed on Fuzzy
k-means, the number of clustering is 4

U a1 b1 c1 d1 e1 f1 a2 b2 c2 d2 e2 f2 a3 b3 c3 d3 e3 f3 D

1 1 3 1 1 1 1 1 1 3 3 3 1 3 1 1 3 1 1 1
2 1 3 1 1 1 1 2 1 3 3 3 1 3 1 1 3 1 1 1
3 1 3 1 1 1 2 3 2 3 1 3 1 1 1 1 4 2 1 1
4 1 3 1 1 1 2 2 2 3 1 3 1 2 1 1 3 2 1 1
5 1 1 3 1 1 2 1 1 3 2 3 1 1 1 1 4 1 1 1
6 1 1 3 1 1 2 1 1 3 2 3 1 1 1 1 3 1 1 1
7 3 3 1 1 1 2 4 3 1 4 1 1 4 1 1 4 2 1 1
14 3 3 1 1 3 4 1 2 3 3 3 1 4 2 1 4 2 1 2
15 3 4 2 1 4 3 1 2 3 3 3 3 4 2 2 4 2 2 2
16 3 3 1 1 4 3 1 2 3 3 3 4 4 2 3 4 2 2 2
17 3 4 2 2 3 1 1 3 1 3 1 2 4 3 4 1 4 4 2
18 3 4 2 1 3 1 1 3 1 3 1 2 4 4 4 1 4 4 2
19 1 3 1 1 1 4 1 4 4 3 4 1 4 1 1 4 3 1 3
20 1 3 1 3 1 4 1 4 4 3 4 1 4 1 1 4 3 1 3
21 1 3 1 1 1 3 1 3 1 1 1 1 1 3 1 1 1 1 3
22 1 3 1 1 1 1 1 3 1 3 1 1 4 1 1 4 3 1 3
23 1 3 1 1 1 3 1 3 1 3 1 1 4 1 1 4 3 1 3
24 1 4 2 1 1 3 1 3 1 3 1 1 4 1 1 4 3 1 3
31 1 1 3 1 1 1 1 3 1 1 1 1 1 3 1 1 1 1 4
32 1 3 1 1 1 1 1 3 1 3 1 1 4 4 4 4 2 1 4
33 1 3 1 1 1 1 1 3 1 3 1 1 4 1 1 4 2 1 4
34 1 1 3 2 2 1 1 3 2 3 2 1 4 2 1 4 2 1 4
35 1 1 3 2 2 4 1 3 1 3 1 1 4 2 1 4 2 1 4
36 3 2 4 4 1 1 1 3 1 3 1 1 4 2 1 4 2 1 4
37 3 1 3 4 1 1 1 3 1 3 1 1 4 2 1 4 2 1 4

Table 2. The fault diagnosis decision system table after attributes reduction

U e1 f1 e3 D

1 1 1 1 1
3 1 2 2 1
5 1 2 1 1
15 4 3 2 2
17 3 1 4 2
19 1 4 3 3
21 1 3 3 3
31 1 1 2 4
34 2 1 2 4
35 2 4 2 4

generated. we can know that attribute {e1, f1, e3} are the most important at-
tributes in the fault diagnosis system. we will get the same fault diagnosis result
without losing any information by decision Table 2.
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We can achieve some decision rules by the decision Table 2, such as
(1) If e1 = 1, f1 = 1 and e3 = 1 then D = 1;
(2) If e1 = 1, f1 = 2 and e3 = 2 then D = 1;
(3) If e1 = 1, f1 = 2 and e3 = 1 then D = 1;
(4) If e1 = 1, f1 = 1 and e3 = 2 then D = 4;

and so on.
As we can learn that the decision rules will be different because of different

attribute value about f1 or e3. It will cause much difficult in the course of fault
diagnosis. The rules generated by the Rough set theory are often unstable and
have low fault diagnosis accuracy. In order to improve the fault diagnosis accu-
racy, we will further diagnose them by support vector machine because of it’s
greater generalization performance.

For example, if e1=3 or 4 then we can learn D= 2, if e1=2 then D=4. such
can reduce the diagnosis time, but if e1=1, it will cause difficult to our diagnosis
because of being to D=1 or D=3 or D=4. It need us to further diagnosis, we
can classify them by the second or third attribute values, but we can’t classify
them exactly sometimes, we can classify them by support vector machine and
by using the first multi-class method.

Certainly, we can construct the support vector fault diagnosis system based
on the attribute reduction by Rough set theory. There are 18 attributes in the
fault diagnosis system before the attribute reduction, but there are only 3 at-
tributes after attribute reduction, it will bring us convenience to fault diagnosis
and overcome effectively the drawback of support vector machine.

5.3 Multi-classification Based on Support Vector Machine

We can separately construct the fault diagnosis system on the conditions of
before and after attribute reduction of the original data. we select one against the
rest method in the multi-classes method. In 25 training samples, we separately
train and test. Firstly, sample 1-7 as ”+1” and the rest samples as ”-1”; second,
sample 14-18(original data) as ”+1” and the rest samples as ”-1”; third, sample
19-24(original data) as ”+1” and the rest samples as ”-1”; the last, sample 31-
37(original data) as ”+1” and the rest samples as ”-1”.

Choosing the parameter C=10, kernel function K(xi, x) = e−γ‖x−xi‖2
and

kernel parameter γ = 0.05, getting decision function (2.15). then testing the 12
testing sets, fault diagnosis results(average accuracy) as Table 3.

Table 3. The fault diagnosis result comparative table about multi-classification, first-
rest is the first class versus the rest classes

methed first-rest second-rest third-rest fourth-rest

Svm(%) 100 100 91.6 100
Rsvm(%) 100 100 100 100
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As we can learn that great diagnosis accuracy has been produced only by
support vector machine, and only one sample testing error. but fault diagnosis
accuracy based on support vector machine and Rough set pre-processing is 100%.
At the same time, reducing fault diagnosis system complexity, reducing training
time and data storage space. generally speaking, it contributes us to diagnose
the fault on time and reduce the cost for machine fault.

6 Conclusions

On the one hand, on the condition of keeping with same diagnosis ability, mak-
ing great use of the advantage of Rough set theory in pre-processing, elimi-
nating redundant information and reducing the training sample’s dimension, a
kind of support vector machine fault diagnosis System based on Rough set pre-
processing is proposed in the paper. On the other hand, utilizing the advantage
of Rough sets theory in acquiring diagnosis rules and combining with support
vector machine greater generalization performance, a kind of hybrid fault diag-
nosis system based on Rs and SVM is proposed too in the paper. The diagnosis
of a diesel demonstrated that the solution can reduce the cost and raise the
efficiency of diagnosis.
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Abstract. This paper presents a new analysis method of the leakage current on 
contaminated polymer insulators under salt-fog conditions. The proposed 
method tries to combine frequency-domain information with time-domain in-
formation using the framework of the fuzzy inference engine. Experimental re-
sults show that the unified approach of different domain data using fuzzy 
framework is available for flashover prediction and monitoring the contamina-
tion conditions of outdoor insulator. 

1   Introduction 

Although polymer insulators are increasingly being used in power distribution lines, 
they have several disadvantages like aging, unknown long-term reliability, and diffi-
culties in detecting defection. Aging is the main cause of registered failure for polymer 
insulators and leads to a flashover under contaminated conditions even at a normal 
operating voltage. Leakage current is the most crucial cause and consequence of aging 
in the contaminated insulator. There are so many researches on nondestructive testing 
are performed [1-3] and also many researches on the leakage current analysis are car-
ried out to predict flashover of an insulator [4]. However, in most cases, only the low-
frequency components, namely, the fundamental, 3rd, and 5th harmonic components 
are used for a spectral analysis of the leakage current. It is based on the assumption that 
the low-frequency components contain more important information than the high-
frequency components [4, 5].  

In this paper, a new framework to combine time-domain information with fre-
quency-domain hints. The proposed framework is basically the fuzzy inference engine. 
It uses two inputs: one is the high-frequency energy and the other is the standard devia-
tion of leakage current at a predetermined interval.  

2   Proposed Fuzzy Flashover Monitoring System 

A new framework based on fuzzy inference engine is presented in this paper. It is de-
signed to analyze leakage current on a contaminated insulator. The proposed frame-
work uses different domain signals as inputs and expert knowledge is used to construct 
fuzzy rule base. Fig. 1 shows all the architecture of the proposed framework. 
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Fig. 1. Proposed Fuzzy Flashover Monitoring Framework 

3   Experimental Setup and Typical Stages of Leakage Current 

The experiment based on the salt-fog test method was carried out using the equipment 
shown in Fig. 2. An EPDM-distribution-suspended insulator with a diameter of 100mm 
was used in the experiment. It was contaminated in coastal areas from 1998 to 2002. 
The leakage current on the insulator was measured simultaneously with the fog applica-
tion. The NaCl content in deionized water was adjusted to 25g, 50g, and 75g per liter. 
Applying 18kV on the insulator in a laboratory fog chamber, several tests were con-
ducted and the leakage current was measured. The measurement was continued until the 
flashover occurred. During the measurement, a video camera was used to record the 
flashover behavior on the surface of the insulator. The measured leakage currents were 
stored in a PC via a 12-bit A/D converter with a sampling period of 0.1 ms [6]. 

 

Fig. 2. Experimental Setup 

 
(a) (b) (c) (d) 

 
(a) (b) (c) (d) 

Fig. 3. Leakage current at each stage. (a) Initial stage, (b) middle stage, (c) final stage, (d) 
flashover stage. 
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Fig. 3 presents the typical waveforms of the leakage current. Based on the wave-
forms, the progress of flashover on an insulator can be categorized as the 4 stages: 
initial, middle, final, and flashover stages. As close to the flashover stage, the wave-
form of the leakage current is shaped like complete sine wave and the amplitude is 
increased [7]. 

4   Experimental Result and Discussion 

At first, it is tried to find which bend is useful to monitor the flashover progressing. It 
is found that the accumulated power of high frequency components (especially be-
tween 3950-4910Hz) shape up uniformly stable steps from initial stage to flashover 
stage. The power is a useful hint to find the status of a contaminated insulator. 

Also, it is found that the feature of standard deviation increases gradually. The 
standard deviation of leakage current doesn’t divide clearly each stage of insulator 
condition. But it tends to increase continuously and doesn’t diverge suddenly. It can 
be used as another hint for flashover monitoring. 

To use the two different domain features at a framework, the fuzzy inference engine 
is used. Experts’ knowledge is modeled to construct the fuzzy rule base. Table 1 
represents the implemented rule base and fuzzy membership functions are represented 
in Fig. 4.  

Table 1. Fuzzy rule base 

Standard Deviation 
Input feature & Stage 

Initial Middle Final Flashover 

Initial Initial Initial Middle Middle 

Middle Middle Middle Middle Final 

Final Final Final Final Final 

Accumulated 
Power 

Flashover Final Final Final Flashover 

   
(a) (b) (c) 

Fig. 4. Fuzzy membership functions for (a) Accumulated power, (b) Standard deviation, and (c) 
Output Stage 
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(a) (b) 

 
(c) 

Fig. 5. Input features and fuzzy output for 50g NaCl contents. (a) Accumulated power, (b) 
Standard deviation, (c) Output stage. 

Fig. 5 shows two input features and the determined output stage for 50g NaCl con-
tents. It is easy to find that the fuzzy monitoring system provides stable status infor-
mation. Moreover, it is very useful that the proposed system provides all the same 
criterion for status decision. This is a very good side effect of the proposed fuzzy 
system. Using this fact, it might be possible to make a general tool to estimate the 
flashover time without curse of too many parameters. 

Recently, a paper on the aging of polymer insulators is published [8]. But it uses 
only high frequency componets of leakage current and does not use any knid of time-
domain information. 
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Abstract. This paper presents the feature recognition technique that recognizes 
the features from 2D ship drawings using the fuzzy inference system. Gener-
ally, ship drawings include a lot of symbols and texts. They were complicatedly 
combined each other. So, it is very difficult to recognize the feature from 2D 
ship model. The fuzzy inference system is suitable to solve these problems. In-
put information for fuzzy inference is connection type of drawing elements and 
properties of element. Output value is the correspondence between target fea-
ture and candidate feature. The recognition rule is the fuzzy rule that has been 
predefined by designer. In this study, the midship section drawing of general 
cargo ship was used to verifying suggested methodology. Experimental results 
showed that this approach is more efficient than existing methods and reflects 
the human knowledge for recognition of the feature. 

1   Introduction 

In the initial stage of ship design, the concept of product is embodied and function, 
arrangement and simple feature of product are defined. And the best-optimized design 
plan is confirmed through the inspection of scheme. This process has to be accom-
plished rapidly. But design knowledge is poor in this stage. Therefore, 2D drawings are 
usually used in this stage. However, ship drawings in the detail stage are represented as 
3D model. Because that it makes possible to check the interference of parts, analyze the 
structural safety and the hydrodynamic performance etc. Currently, the processes that 
transform 2D model into 3D model are performed by designers. But many problems 
have been occurred in this process such as the delay of design time, the omission of 
parts information, and the mistake of input etc. 

Therefore, the automatic transform technique that transforms the 2D model into the 
3D model is required. The first step of automatic transformation technique is to recog-
nize the part feature from 2D ship model. 

Shin applied the feature recognition method. He used the recognition rule such as ta-
ble 1 to recognize the feature of 2D ship drawing [5]. However, ‘10% inclined’, ‘50% 
inclined’, ‘1st UP’ and others are crisp value. If the feature properties are fuzzy and 
have some range, this recognition rule cannot recognize the ship feature. Therefore, we 
introduced fuzzy inference system to overcome these problems. Fuzzy rule is suitable 
for these problems [3] [6]. 
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Table 1. The recognition rule of ship design feature that used by Shin. 

FEATURE H-LOCATION V-LOCATION LENGTH DIRECTION 

DECK 1st UP LEFT LONGEST 10% INCLINED 
SSHELL 1st DOWN LEFT LONGEST VERTICAL 

BOTTOM 1st DOWN LEFT LONGEST HORIZONTAL 
IN-BOTTOM 2nd DOWN LEFT LONGEST HORIZONTAL 

GIRDER DOWN LEFT  VERTICAL 
TTOP 2nd UP LEFT  50% INCLINED 

SLANT DOWN LEFT  50% INCLINED 

2   Methodology 

First step is to read entity from 2D drawings. Secondly, it constructs graph structure 
based on read entity. Finally, it finds target feature on constructed graph structure using 
fuzzy inference system and graph matching algorithm. 

2.1   Read Entity from 2D Drawings 

The In this study, the format of input drawings is DXF(Data eXchange Format) file 
format. For the feature recognition system has wide use, the input drawing format has to 
be shared data structure between different CAD systems. Now, most of CAD system 
support DXF file format. A DXF file is divided into six sections. They are HEADER, 
CLASSES, BLOCKS, TABLES, OBJECT and ENTITIES. Through the division of 
sections, user can get easily desired information from DXF file. Among the six sections, 
only ENTITIES section contains geometric information. So, feature information is ex-
tracted from this section.  

2.2   Filtering of Input Data 

Generally, drawing composed of a number entity. A drawing of midship section in-
cludes about 3000 ~ 4000 entity. If all entities are read into memory, recognition proc-
ess become very complex and calculation performance is deteriorated. In this study, it 
solved this problem using filtering process. Filtering criterion can be color of entity, 
layer information, and line type etc.  

In the drawing of midship section, a longitudinal part and a transverse part are drawn 
together. However, these parts are classified by color information. In the drawing that 
was used this study, longitudinal parts are drawn red color and transverse parts are 
drawn white color. Before filtering, the number of entity was 828. After filtering, the 
number of entity was 88. Amount of processing data decreased over 80%. 

2.3   Construction of Graph Structure 

Feature is an assembly of basic entity. Accordingly, the relation of entities must be 
considered for feature recognition as well as property of entity [1] [2].  
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Therefore, entities that were filtered are constructed as an upper level data struc-
ture. The data structure has to include the property of entity and the relation of enti-
ties. In this study, graph data structure used for upper level data structure [4]. Graph 
data structure composed of vertices and edges.  The properties of entity are saved 
vertices. The relation of entities is saved edge. The properties of entity are length, 
angle, point, and color etc. The relations of entities are the type of connection, the 
angle of connection etc.  

2.4   Feature Recognition Using Fuzzy Inference  

The feature recognition is achieved by graph matching algorithm and fuzzy inference 
system. First, select a candidate sub-graph on the whole graph structure. Secondly, 
evaluate a score of candidate sub-graph through the fuzzy inference system. Input 
valuables of fuzzy inference module are the properties of entities and the relations of 
entities. This is extracted from graph data structure. The evaluation function is a fuzzy 
rule for feature recognition. Fuzzy rule is predefined by user. And, repeat this process 
continuously. Finally, sub-graph that gets a best score is confirmed as the desired 
feature. 

3   Application Result 

In this section, we present a set of examples to illustrate and verify the suggested 
method. We experimented to recognize bottom plate and longitudinal stiffener from 
the midship section drawing of cargo tanker using suggested method. The recognition 
method that Shin suggested can recognize bottom, side but can’t longitudinal stiff-
ener. The method of this study can recognize both of bottom and longitudinal stiff-
ener.  

3.1   Recognition of Bottom Plate 

The parts of parts that would be evaluated are 87. However, representative parts were 
only represented in table 2, 3 for the rack of paper space. Input valuables of fuzzy 
inference are a length of a part, an angle of a part, and a horizontal position of a part 
on whole drawing. The horizontal position of center on drawing is zero. According to 
table 2 Maximum score is 81.5(part 4). Therefore, part 4 was recognized as the bot-
tom plate.  

Table 2. Result of bottom plate recognition 

Part Length(mm) Angle(degree) Horizontal Position (mm) Score 
1 500 0 2709 18.3 
2 1000 90 3459 14.2 
3 5418 90 -1331 15.8 
4 5319 0.88 -199 81.15 
5 4922 34.8 -379 37 
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3.2   Recognition of Longitudinal Stiffener 

Table 3 shows the result of longitudinal stiffener recognition. Input valuables of fuzzy 
inference are lengths of two parts, an angle between two parts. Maximum score is 
83.9(part 3). Therefore, part 3 was recognized as longitudinal stiffener  

Table 3. Result of longitudinal stiffener recognition 

Part Length1(mm) Angle(degree) Length2 (mm) Score 
1 500 90 1000 18.3 
2 5418 88.1 3116 18.7 
3 250 90 90 83.9 
4 150 88.2 6503 15.1 
5 150 0.88 90 15.3 

4   Conclusions 

In this study, we have introduced the fuzzy theory in the feature recognition tech-
nique. It makes the recognition of complex parts that have been recognized in the 
existed method from 2D ship drawings. Also, we have introduced the filtering process 
for decrease of calculation amount. It makes possible to decrease the amount of data 
processing over 80%. 

In conclusion, this study has presented a basic method for transforming 2D model 
into 3D model and improved the recognition performance of part feature form 2D 
ship drawings.  
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Abstract. Wireless sensor networks will become very useful in the near future. 
The efficient energy consumption in wireless sensor network is a critical issue 
since the energy in the nodes is constrained resource. In this paper, we present a 
transmission relay method of communications between BS (Base Station) and 
CHs (Cluster Heads) for balancing the energy consumption and extending the 
average lifetime of sensor nodes by the fuzzy logic application. The proposed 
method is designed based on LEACH protocol. The area deployed by sensor 
nodes is divided into two groups based on distance from BS to the nodes. RCH 
(Relay Cluster Head) relays transmissions from CH to BS if the CH is in the 
area far away from BS in order to reduce the energy consumption. RCH decides 
whether to relay the transmissions based on the threshold distance value that is 
obtained as a output of fuzzy logic system. Our simulation result shows that the 
application of fuzzy logic provides the better balancing of energy depletion and 
prolonged lifetime of the nodes. 

1   Introduction 

 Recent advances in micro-electro-mechanical systems and low power and highly in-
tegrated digital electronics have led to the development of micro-sensors [1]. These 
sensors measure ambient conditions in the environment surrounding them and then 
transform these measurements into signals that can be processed to reveal some char-
acteristics about phenomena located in the area around these sensors. A large number 
of these sensors can be networked in many applications that require unattended opera-
tions, hence producing a wireless sensor network (WSN) [2]. These systems enable 
the reliable monitoring of a variety of environments for applications that include 
home security, machine failure diagnosis, chemical/biological detection, medical 
monitoring, habitat, weather monitoring and a variety of military applications [3-5]. 

To keep the cost and size of these sensors small, they are equipped with small bat-
teries that can store at most 1 Joule [6]. This puts significant constraints on the power 
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available for communications, thus limiting both the transmission range and the data 
rate. The cost of transmitting a bit is higher that a computation [7] and hence it may 
be advantageous to organize the sensors into clusters. Since the sensors are now 
communicating data over short distance in the clustered environment, the energy 
spent in the network will be much lower than energy spent when every sensor com-
municates directly to the information-processing center. Therefore, it is important to 
consider the balanced energy dissipation in WSN. In this paper, we propose a method 
for balancing the energy depletion by improving LEACH protocol with the applica-
tion of fuzzy logic system. 

The remainder of the paper is organized as follows. Section 2 gives a brief descrip-
tion of the LEACH and motivation of this work. Section 3 shows the details of the 
transmission relay using fuzzy logic. Section 4 reviews the simulation results and 
comparisons. Conclusions are made in Section5. 

2   Related Work and Motivation 

In general, routing in WSNs can be classified into three types. These are flat-based 
routing, clustering-based routing, and direct communication-based routing. In flat-
based routing the roles of all nodes are identical, whereas, that of clustering-based 
routing are different. In direct communication-based routing, a sensor node sends data 
directly to the Base Station (BS) [8]. The detailed explanation on these routing proto-
cols can be found in [9][10][11][12][13][14]. 

Clustering routing is an efficient way to lower energy consumption within a clus-
ter, performing data aggregation and fusion in order to decrease the number of trans-
mitted message to the BS [2]. 

2.1   LEACH 

LEACH is a clustering-based protocol that utilizes randomized rotation of the cluster-
heads (CHs) to evenly distribute the energy load among the sensor nodes in the net-
work. LEACH is organized into rounds, where each of them begins with a set-up 
phase, and is followed by a steady-state phase [8]. In the set-up phase, clusters are or-
ganized and CHs are selected. In the steady-state phase, the actual data transfer to the 
BS takes place. The duration of steady-state phase is longer than the duration of the 
set-up phase in order to minimize overhead. During the set-up phase, a predetermined 
fraction of nodes, p, elect themselves as CH as follows. A sensor node chooses a ran-
dom number, r, between 0 and 1. If this random number is less than threshold value, 
T(n), the node becomes a CH for the current round. The threshold value is calculated 
based on the equation (1) that incorporates the desired percentage to become a CH, 
the current round, and the set of nodes that have not been selected as a CH in the last 
(1/P) rounds, denoted G. It is given by  

( )
))/1mod((1 prp

p
nT

−
=  if n  G. (1) 
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G is the set of nodes that are involved in the CH election. All elected CHs broad-
cast an advertisement message to the rest of the nodes in the network that they are the 
new CHs. All the non-CH nodes, after receiving this advertisement, decide on the 
cluster to which they want to belong. This decision is base on the signal strength of 
the advertisement. The non-CH nodes inform the appropriate CHs that they will be a 
member of the cluster. After receiving the entire message from the nodes that would 
like to be included in the cluster, the CH node creates a TDMA schedule assign each 
node a time slot when it can transmit. This schedule is broadcast to all the nodes in 
the cluster [1][2]. 

During the steady-state phase, the sensor nodes can begin sensing and transmitting 
data to the CHs. The CH node, after receiving all data, aggregates it before sensing it 
to BS. After a certain time, which is determined a priori, the network goes back into 
the set-up phase again and enters another round of selecting new CHs. Each cluster 
communicates using different CDMA codes to reduce interference from nodes be-
longing to other clusters [15]. 

2.2   Motivation 

Radio model use in LEACH as followed [15]: 
For transmitting 
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Fig. 1. Energy histogram in LEACH 

 

Fig. 2. Ideal energy histogram 

Figure 1 present a LEACH energy consumption histogram at a certain point in 
time. Nodes, which are near by BS, have hardly been used, while others, which are far 
from BS, have almost completely drained their energy. The unbalance of energy de-
pletion is caused by different distance from BS [16]. If we assume that all the nodes  
 



 Transmission Relay Method for Balanced Energy Depletion 1001 

 

are equally important, no nodes should be more critical than other one. At each mo-
ment every node should, therefore, have used about the same amount of energy, 
which should also be minimized [17]. We improve the balanced energy depletion in 
LEACH as Figure 2. 

3   Transmission Relay Using Fuzzy Logic 

The transmission relay is designed by enhancing LEACH protocol with the applica-
tion of fuzzy logic which takes remaining energy level of RCH, average distance of 
CHs and number of alive nodes as inputs. Output of the fuzzy logic system is a 
threshold distance value for deciding whether to relay transmissions or not. 

The following subsections explain how the transmission relay is done and how to 
calculate the threshold distance value. 

3.1   Transmission Relay 

The sensor network being considered in this paper has the following properties: 

• The BS is located far from the sensors. 
• All nodes in the network are homogenous and energy-constrained. 
• Symmetric propagation channel is employed. 
• CH performs data compression. 
• All nodes have location information about themselves. 

Figure 3 shows a 100-node sensor network in a play field of size 100m x 100m. A 
typical application in a sensor network is gathering of sensed data at a distant BS [9]. 
We assume that all nodes have location information about themselves. The location of 
nodes may be available directly by communicating with a satellite using GPS if nodes 
are equipped with small low-power GPS receiver [18].  

 

Fig. 3. Random 100-node topology for 100m x 100m network. BS is located at (50, 200), 
which is at least 100m from the nearest nodes. 
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Based on equation (2) and (3), CH located at (40, 0) spends 8.1 mJ energy for a 
transmission, whereas, CH at (40, 100) spends 2.1 mJ energy for a transmission, 
hence, the cost to transmit a data will be four times that of CH at (40, 100). However, 
if a node located at (40, 100) relays transmission of CH that is located at (40, 0), the 
CH spends 2.1 mJ and the node spends 3.25 mJ which was included transmitting and 
receiving energy. Consequently, the consumption of transmission energy is balanced 
and the total energy spent is less for the relaying case. 

Figure 4 shows how data messages are transmitted from CHs to BS in LEACH 
protocol and the transmission relay method. In LEACH, two CHs located beyond the 
threshold value transmit collected data directly to BS as shown in dotted lines. In 
transmission relay method, the two CHs transmit collected data to RCH as shown in 
dashed lines and then RCH relays to BS. 

BS

Transmission from CH within threshold to BS

Transmission from CH beyond threshold to BS

Transmission from CH beyond threshold to RCH

BS

Transmission from CH within threshold to BS

Transmission from CH beyond threshold to BS

Transmission from CH beyond threshold to RCH

Transmission from CH within threshold to BS

Transmission from CH beyond threshold to BS

Transmission from CH beyond threshold to RCH

 

Fig. 4. RCH (shadowed circle) relays transmission of CH located at beyond the threshold dis-
tance value 

We divide network into two groups based on the distance from BS: RCH area and 
CH area. RCH area is from the nearest BS to position which was decided network op-
erator. If RCH area is very close to BS, nodes in RCH area are dying quickly. On the 
other hand, if RCH area is very far from BS, CH is dying quickly. This value depends 
on Y-coordinate of plot, sensing area and number of nodes. 

By equation (1), RCH and CH are elected. The election of RCH and CH are done 
from the nodes in RCH area and CH area respectively. CH acts as the same manner as 
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in LEACH. RCH relays transmission from CH to BS so that transmission energy of 
CH, which is far from BS, can be reduced. However, if RCH relays all of CH’s trans-
mission, nodes in RCH area are very quickly dying since RCH nodes spend a lot of en-
ergy in receiving transmissions. Thus, it doesn’t expect balanced energy depletion. 

3.2   Threshold Distance Value 

RCH decides whether to relay transmissions or not based on the threshold distance 
value. RCH relays transmission of CH beyond the threshold distance value. The 
threshold value is the distance from the node closest to BS to a certain position that is 
calculated by fuzzy application. When all elected CHs broadcast an advertisement 
message to the rest of the nodes in the network, the location information of each CH 
is included in the advertisement messages. RCH compares the location information of 
CH with threshold value so that RCH can decide weather relaying is needed or not. If 
CHs are located at beyond the threshold value, RCH reports its position to these CHs. 
Then the CHs transmit the collected data to RCH instead of BS. 

Since the CHs are elected from the various positions within CH area the threshold 
value should be dynamically decided for the balanced energy depletion as well as ex-
tending the lifetime of sensor nodes. In our method, RCH dynamically calculates the 
threshold value based on remaining energy level of RCH, average distance of CHs, 
number of alive nodes. 

Fuzzy input sets are the energy of RCH (represented by ENERGY), average dis-
tance of CHs (represented by DISTANCE) and number of alive nodes in RCH area 
(represented by ALIVE). Figures 5-7 illustrates the mapping of inputs of the fuzzy 
logic into some appropriate membership functions for the remaining energy of RCH, 
average distance of CHs and the number of nodes in RCH area, are presented in Fig-
ure 5-7, respectively. Where ENERGY = {VLOW, LOW, LMEDIUM, HMEDIUM, 
HIGH, VHIGH}, DISTANCE = {VSHORT, SHORT, NORMAL, LONG, VLOG}, 
ALIVE = {LOW, MEDIUM, HIGH}. The output parameter of the fuzzy logic 
THRESHOLD is defined as the dynamic threshold of our method. The fuzzy linguis-
tic variables for the output are ‘VSHORT’, ‘SHORT‘, ‘SNORMAL’, ‘LNORMAL’, 
‘LONG’, ‘VLONG’, which is represented by the membership functions as shown in 
Figure 8. The rules are created using the fuzzy system editor contained in the Matlab 
Fuzzy Toolbox. 

There are two different fuzzy logic applications for deciding dynamic threshold 
values. These are called as ED and EDA. ED considers ENERGY and DISTANCE. If 
ENERGY is HIGH and DISTANCE is NORMAL the threshold value is set to a value 
below the NORMAL value of DISTANCE, e.g. VSHORT, SHORT, SNORMAL. On 
the contrary, if ENERGY is LOW and DISTANCE is NORMAL the threshold value 
is set to the value above the NORMAL value of DISTANCE, e.g., LNORMAL, 
LONG, VLONG. Figure 9 illustrate control surface of ED based on fuzzy if-then 
rules. In the figure, ENERGY is the remaining energy of RCH and DISTANCE is the 
distance from BS to the average distance of CHs. If the energy level at RCH is low, 
i.e. below 0.1 J, the threshold distance is decided at its maximum allowed value for 
the most of CH’s average distance. 
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Fig. 5. Membership function for energy of 
RCH (ENERGY) 

 

Fig. 6. Membership function for average dis-
tance of CHs (DISTANCE) 

 

Fig. 7. Membership function for number of 
alive node (ALIVE) 

 

Fig. 8. Output membership function 

 

Fig. 9. Control surface for ED (Energy, Distance) fuzzy logic application to decide threshold 
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EDA considers one more variable than ED, which is ALIVE. If ENERGY is LOW 
and DISTANCE is NORMAL, the threshold value can take on a value below or above 
NORMAL value of DISTANCE depending on the value of ALIVE. Some of the ex-
ample rules are shown below. 

R22: IF ENERGY is LOW AND DISTANCE is NORMAL  

AND ALIVE is LOW THEN THRESHOLD is VLONG 

R24: IF ENERGY is LOW AND DISTANCE is NORMAL  

AND ALIVE is HIGH THEN THRESHOLD is LNORMAL 

R67: IF ENERGY is HIGH AND DISTANCE is NORMAL  

AND ALIVE is LOW THEN THRESHOLD is SNORMAL 

R69: IF ENERGY is HIGH AND DISTANCE is NORMAL  

AND ALIVE is HIGH THEN THRESHOLD is SHORT 

4   Simulation Results 

In our simulation, RCH area’s Y-coordinate ends at 15m from the beginning of the de-
ployment area and there are 100 nodes within the area. The area is 100x100 meters. 
Each node is equipped with an energy source whose total amount of energy accounts for 
0.25 J at the beginning of the simulation. 

We ran simulation for LEACH, ED and EDA. Figure 10 illustrates simulation results 
regarding the number of alive nodes in three different protocols. LEACH protocol is 
compared with our two fuzzy protocols. EDA is approximately two times better than 
LEACH in alive node counting at 450 rounds and increases the network lifetime by 
10% over LEACH. ED increases the number of alive nodes by 60% and the network 
lifetime by 15% over LEACH at 450 rounds. 

Figure 11 shows the number of initial nodes according to Y-coordinate in the net-
work. Figure 12 shows the distribution of alive nodes when 60 nodes are dead. In 
LEACH  protocol,  the nodes far from BS are almost dead and about half of the nodes  

 

Fig. 10. Simulation result of alive nodes / rounds 
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near by BS are alive. Whereas, the energy distribution is well balanced for ED and 
EDA case compared to LEACH. 

EDA shows similar results to ED in terms of balanced energy depletion. The speed 
of energy depletion in EDA, however, is faster than ED since EDA has to broadcast 
messages in order to find out the alive nodes within RCH area. 

 
Fig. 11. Initial nodes distribution in the net-
work 

 
Fig. 12. Distribution of alive nodes when 60 
nodes are dead 

5   Conclusions and Future Work 

Since the distances from BS to the sensor nodes are different the energy consumption 
among the nodes tends to be unbalanced, which decreases availability of the sensor 
network. We have proposed the transmission relay method between BS and CHs in 
order to enhance the balancing problem with the application fuzzy logic. Fuzzy logic 
decides the threshold distance value dynamically based on the energy level in each 
node, average distance from the BS to CHs, and number of alive nodes within RCH 
area. RCH decides whether to relay a specific transmission or not according to a 
threshold value and location information of CH. Simulation result shows that the pro-
posed method enhanced the balancing of the energy consumption and lengthened the 
average lifetime of the deployed nodes. 

The further improvement can be made with the consideration of density dependent 
clustering of the nodes so that CHs are elected within their clusters for efficient en-
ergy use. 
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Abstract. In this oppaper, camera calibration and video tracking technology are 
used to get the vehicle location information so as to calibrate the Gazis-
Herman-Rothery (GHR) model and fuzzy car-following model. The detail 
analyses about the models’ parameters and accuracy show that the fuzzy model 
is easy to understand and have better performance. 

1   Introduction 

Traffic flow theory is the foundation of traffic science and engineering. Car-following 
models, a part of traffic flow theory, are attributed to microscopic approaches, which 
are based on the assumption that each driver reacts to a stimulus from the cars ahead 
in a single-lane [1].  

There are several classical car-following models such as GHR model, safety dis-
tances model, fuzzy logic-based model and so on. The study of car-following model 
not only can help us understand traffic stream characteristic well, but also can play 
fundamental role in study of microscopic traffic flow simulation. In this paper, we use 
vehicle tracking and camera calibration technology to get the vehicle location data 
[2], so to calibrate fuzzy car-following model and compare it with other models.   

2   Microscopic Car-Following Models 

2.1   Gazis-Herman-Rothery Model 

GHR model is one of the most well known car-following models in late 50s and early 
60s in last century [3]. Its assumption is that the acceleration of vehicle is proportional 
to relative speed and distance with the one in front. At the same time the speed of 
itself will have impact on it. We can describe it in the following equation: 

                                                           
* This paper is supported by National Science Foundation China, Under Grant 50322283. 
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2.2   Fuzzy Logic Based Model 

In 2000, J.Wu proposed a microscopic fuzzy logic-based simulation model, which can 
well describe driver’s behavior during car-following [4]. The car-following model has 
two principal premise variables to the decision making process, which are relative 
speed (DV) and the distance divergence, DSSD (the ratio of vehicle separation, DS, to 
the driver’s desired following distance, SD). Each premise variable consists of several 
overlapping fuzzy sets. A triangular membership function has been assumed for all 
the fuzzy sets in the car-following model.  

3    Data Collection 

Traffic flow data were collected using digital video camera at the top of a four-lane 
expressway roadside building. The observed road section covered about 100m and 1 
hour of data was gotten for analysis. The output of the video processing software 
includes the positions of each vehicle at each one second sample time. We total got 
322 sets of location data of a pair of leading-following vehicles. We can easily get the 
speed and acceleration from location data according to (2) and (3). The computed data 
include the RD (relative distance), RS (relative speed), speed of FV(following vehi-
cles), speed of LV(leading vehicles) and the acceleration of FV. 
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4   Model Calibration 

4.1   Model Calibration for GHR Model 

Firstly, we use the data to match the simplest car-following model at m=0 and l=0, 
which is believed that the acceleration is proportional to the relative speed between two 
vehicles. Scatterplots and the regression line are depicted in Fig.1. Proportional coeffi-
cient c and some performance index of the regression function are reported in Table 1. 

Secondly, we use our data to match the m=0, l=1 model which describe the follow-
ing car’s acceleration is proportional to RS and RD between FL and FV, then (1) can 
be rewritten in (4). The validation results are illustrated in Fig.2, and the parameter c 
and performance index is reported in Table 2. 
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Fig. 1. Validation of GHR model at m=0 and l=0 

Table 1. The parameter and performance of GM model at m=0 and l=0 

C SSE R-square RMSE 
0.1595 782.8 0.01886 1.562 
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Fig. 2. Validation of GHR model at m=0 and l=1 

Table 2. The parameter and performance of GM model at m=0 and l=1 

C SSE R-square RMSE 
3.22 784.6 0.01661 1.563 

4.2   Fuzzy Logic-Based Model Calibration 

Wang-Mendel method [5] is used to calibrate this Fuzzy model proposed by Wu.  We 
use triangle MF (membership function) for every fuzzy set. There are total 15 fuzzy 
set, 25 fuzzy rules and 45 parameters in the fuzzy car following model. We total got 
22  fuzzy  rules,  which have some corresponding relationship with the common sense  

 

Fig. 3. The surface of fuzzy car-following model 
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when driving a car. For example, rule 1 means “if relative distance is much too close 
and relative speed is closing fast, then the acceleration is strong”. The fuzzy surface is 
illustrated in Fig.3. The SSE and RMSE of this fuzzy model is 403.1958 and 1.119 
respectively. 

5   Conclusions 

The model calibration results show that the fuzzy model is better than GHR model. 
The different kinds of GHR model show similar performance index, so maybe there is 
no more improvement room for GHR model. However, the fuzzy model is easy to 
understand and similar with the reasoning process of drivers. If adaptive technologies 
to adjust the parameters of MF are used, better results could be gotten. Because the 
number of samples is still few at present, so the statistic results are not very satisfied. 
In the future, we will use more data to validate more models to find which one is the 
best.  
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Abstract. In a production process, there are numerous systems that provide 
information/reports for various purposes. However, most of the knowledge for 
decision-making is kept in minds of experienced employees rather than exists in 
IT systems that can be managed systematically. Even experienced managers may 
make flaw/improper decisions due to the lack of must-known information, not to 
mention what those who are less experienced or have been urged by the pressure 
of time will probably do. In this paper, a fuzzy-logic-based functional center 
hierarchical model named Dynamic Master Logic (DML) is designed as an 
interview interface for representing engineers’ tacit knowledge and a 
self-learning model for tuning the knowledge base from historical cases. The 
DML representation itself can also be the inference engine in a manufacture 
process diagnoses expert system. A semiconductor Wafer Acceptance Test 
(WAT) root cause diagnostics which usually involves more than 40,000 
parameters in a 500-step production process is selected to examine the DML 
model. In this research, it has been proven to shorten the WAT diagnostics time 
from 72 hours to 15 minutes with 98.5% accuracy and to save the human 
resource form 2 senior engineers to one junior engineer. 

1   Introduction 

The major challenge for manufacture process diagnostics is to handle the complexity of 
abnormal variance. A complex production (e.g., a semiconductor manufacture) requires 
hundreds of steps to complete the final product. In each step, hundreds of parameters 
involved will cause thousands of different types of failure modes. In a modern production 
factory, there are numerous systems that provide information/ reports for various 
purposes, for instance, Engineering Data Analyses (EDA) system, Manufacturing 
Execution System (MES) …etc. However, most of the knowledge for decision-making is 
kept in minds of experienced employees rather than exists in IT systems that can be 
managed systematically. Even experienced managers may make flaw/improper decisions 
due to the lack of must-known information, not to mention what those who are less 
experienced or have been urged by the pressure of time will probably do. 
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One good example is the diagnostics of the Wafer Acceptance Test (WAT). At the 
end of a semiconductor wafer manufacture process, WAT will be performed to check 
the quality of wafers. If there is any critical failure measured, diagnostics will be 
performed by experts to identify the root causes. Current Engineering Data Analyses 
(EDA) system can detect abnormal parameters and hold lot in WAT step automatically, 
but engineer have to find out the abnormal process machine in working day manually 
based on his experience. However, as a roughly estimation, there are 100,000 rules 
involved in the WAT diagnostics for a given wafer discrepancy which could be caused 
by an incorrect recipe or operation related to 40,000 parameters in 500 processes. The 
diagnostics know-how exists in various engineers in different positions with different 
expertise. 

To develop the knowledge base of an expert system to support the decision making 
in the WAT diagnostics, there are various potential solutions. One potential solution is 
to design a mechanism to collect engineers’ tacit knowledge for WAT diagnostics. The 
knowledge collection model must allow engineers to focus on their own rules 
separately, and then to organize and to integrate them in a consistent representation. 
The other potential solution is to design a self-learning engine which could create 
diagnostics rules from the historical cases. The major challenge of this solution is the 
huge numbers of cases required to generate 100,000 rules. The verification and 
validation of the knowledge base (rules) is another major challenge in both solutions. 

In this paper, a fuzzy-logic-based functional center hierarchical model named 
Dynamic Master Logic (DML) [1]-[3] is introduced as an interview interface for 
representing engineers’ tacit knowledge and a self-learning model for tuning the 
knowledge base from historical cases. The DML representation itself can also be the 
inference engine in a manufacture process diagnoses expert system. In this research, it 
has been proven to shorten the WAT diagnostics time from 72 hours to 15 minutes with 
98.5% accuracy and to save the human resource form 2 senior engineers to one junior 
engineer.  

2   Dynamic Master Logic (DML) Diagram 

DML is a hierarchical knowledge representation with a top-down and outside-in logic 
structure (containing: elements, operators and relations). In this DML concept, logical 
and uncertain connectivity relationships are directly represented by time-dependent 
fuzzy logic [1]. Physical connectivity relationship is represented by fuzzy-logic-based 
interactions between various levels of a hierarchy. The degree of the fuzzy integration 
is governed by the physics laws which describe the integration. Accordingly, the 
logical relationships modeled in a DML are accompanied by corresponding physical 
relationships by fuzzifying such relationships. Combined the concept of 
Functional-Center Modeling, DML can represent a complex personal or enterprise 
knowledge from Goal/Condition, Event, Functional, Structural and Behavioral points 
of views. In this section, the DML concept is introduced briefly. For more discussions 
about specific applications of the DML, see papers of Hu and Modarres [1]-[3]. 
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2.1   Notations and Basic Structure 

When we talk about the DML representation, we are talking about a family of models 
(diagrams). That is, for representing a physical behavior, there is no unique DML model; 
rather, experts can come up with varieties of DML and different numbers of nodes and 
layers, fuzzy sets, and transition logic. However, these DML should yield approximately 
similar results. 

The basic notations of the DML are summarized in [1]. Four types of logic gates are 
designed to represent the fuzzy logic rules. Additionally, five different 
dependency-matrix nodes are used in DML to describe the probability and the degree of 
truth in relationships. To convert different numbers of modes in a node, the direction of 
fuzzification and defuzzification is indicated by the location of the name noted. Using 
these notations and symbols, we may organize a DML to represent different types of 
connectivity relations, time dependency and uncertainty as shown in Fig. 1. The basic 
structures in DML can be grouped into eight basic classes: static, uncertain (or priority) 
output, uncertain (or weighted) input, scheduled, time-lagged, auto-correlated, feedback, 
and comparison [2],[3]. A DML model (diagram) is assembled from these basic 
structures. 

 

Fig. 1. Examples for representing different types of connectivity relations, time dependency and 
uncertainty in DML 

One of the major advantages of the DML modeling is physical connectivity 
representation. Physics plays a fundamental role in most important fields of science and 
engineering. Since most of the known physical models can be represented by 
mathematical relations. A DML must be able to describe mathematic relations. Two 
major types of physical models are discussed in this section: solved model and row 
model. 

- Solved models are represented by functions in which the solution of the target 
variable can be computed straight forward, for example, polynomials. As shown in 
Fig. 2, for a known solution of solved model, critical points of the relation should be 
chosen as fuzzy modes. The states between modes will be approached by membership 
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functions automatically and linearly. To adapt the minor curve shape difference, 
membership functions can be relocated as Fig. 3. Optimization algorithm, such as 
Least Squares Method, can be applied to identify the best fuzzy-set family. 
Theoretically, by adjusting the number of fuzzy sets and the shape of membership 
function, one might approach a curve to any acceptable accuracy. However, because 
of the uncertain nature of fuzzy logic modeling, not all objects require such accuracy. 

- Row models are represented by unsolved equations in which the target variable (i.e., 
the supported DML node) cannot be computed straight forward. For example, 
connectivity includes linear/nonlinear equations, integration, differentiation, or 
differential equation. The DML and its estimations of a simple harmonic motion 
example are discussed in [3]. The known equation of row model is represented in a 
DML. Initial values are given to trigger the temporal behavior of the model.  

 

Fig. 2. DML as a representation of physical solved models 

2.2   Diagnostics Engine 

Because of its hierarchy, the DML of a complex system provides an excellent model to 
describe causal effects (downward and upward causations) in a complex system. Two 
important causal relations can be extracted from the DML. The first is to identify the 
ultimate effect of a disturbance (such as a failure), and the second is to determine the 
ways that a goal or function can be realized or structural organizations that would be 
needed.  

DML Diagnostics Engine is formed by a DML representation which contains 
inference logics for failure diagnostics. By tracing the elements, operators and relations 
in a DML, the root causes of specific symptom (i.e., WHY it happened) and the 
potential recovery paths (i.e., HOW to do) can be identified as shown in Fig. 3. 

Functional-Center Decomposition 

To show the complexity of systems from different point of views, a complete DML 
could be combined by, but not required to, goal, event, function, behavior and structure 
hierarchies. The details of DML functional-center model is discussed in [5].  
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Fig. 3. DML with time-dependent fuzzy logic could show the dynamic behavior of systems 

One simple but clear example to apply DML for representing the knowledge related to 
a door is introduced in this section. 

As shown Fig. 4, the goals of a door are for space connection, privacy, security … or 
esthetic. Such goals are achieved by the sub-functions of flow controlling, such as flow 
management, flow prevention …etc. The functions are performed by the physical 
structure of the door and the operating behaviors of users. Failure of functions will cause 
the happening of events. Such logic relations could be organized by the correlation 
lattice in the middle of the hierarchies. The interactive cause-impact behavior will be 
shown by failing the function, the physical structure or the operating procedures. 

Generally, a DML approach can improve the traditional hierarchical models in 
various thought. From state determining point of view, since DML applies fuzzy sets 
that have overlapped and full-scale membership functions, it allows floating threshold 
with fault tolerance and preventive warning. For connectivity relationship representing, 
DML can model not only full-scale physical and logical connectivity but also 
probabilistic, linguistic and resolutional uncertainty. Transition effects of a system 
(e.g., partial success/failure, auto-correlation, feedback, schedule and time-lagged 
dynamics) can also be well represented in a DML hierarchy. 

On one hand, since the DML estimation is based on logic, the speed of the estimation 
is much faster than a numerical simulator. On the other hand, DML provides full-scale 
logical reasoning information that cannot be concluded in the classical logic-based 
systems. As such, a DML-based expert system, which has capability of full-scale logical 
reasoning and rapid simulation, can be implemented efficiently and economically.  

3   Construction of the Diagnostics Knowledge Base 

The construction for a DML-based knowledge base is a multiple-step process. Firstly, 
the DML is applied as an interview interface to organize engineers’ tacit know-how as 
shown in Fig. 5. Secondly, historical cases are introduced to adapt the fuzzy relations 
and to cluster new fuzzy sets. Finally, the fuzzy relations are normalized to reduce the 
statistical impact as shown in Fig. 6. The details of the DML construction are discussed 
below. 
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Fig. 4. An example to apply DML for representing the knowledge related to a door 

STEP 1: DML Interview Processes 

As shown in Fig. 5(b), engineers will have the capability to organize the basic logic 
relations and decision-making flows by DML after a one-hour training. Since the 
know-how of the details connectivity (i.e. the dark block in the DML) is owned by 
different engineers in different positions with different expertise, Interviews are 
performed to different engineers to focus on different topics before reorganized the 
complete DML. Fig. 5(a) shows an example of the further decomposition of the 
connectivity in Fig. 5(b) with fuzzy sets and relations introduced. 

Based on the proven projects, the accuracy of the DML from interviews is only 
around 70%. To improve the usability of the DML as a diagnostics engine, historical 
cases are required to tune the fuzzy sets and fuzzy relations in a DML. 

STEP 2: Adapting Relations and Clustering Fuzzy Sets from Historical Cases 

Engineers’ interview can give a brief picture of the diagnostics logic. To enhance the 
accuracy, historical cases are introduced to tune the fuzzy sets and fuzzy relations in a 
DML. The tuning process is a simple statistical concept as shown in Fig. 6 and Fig.7. 
However, the major problem of this statistical concept is the degree of the fuzzy 
relation of rare cases will be small and be ignored. STEP 3 will fix this issue. Various 
researches have extensively proven to solving real-life optimization and control 
problems by applying neural networks and neuro-fuzzy systems [6]-[10]. 
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STEP 3: Relation Normalization for Significant Cases 
For rare historical cases, the degree of fuzzy relations will be small and be ignored 
based on the nature of statistical estimation. Thus, degree of fuzzy relations in the 
horizontal direction will be normalized. In other words, the fuzzy relation will become 
obvious even only one historical case existing in such normalization, if the scenario 
group is not a sub set of other scenario groups. 

 
(a) 

 
(b) 

Fig. 5. (a). DML is applied as an interview interface to organize the detail fuzzy relations of 
engineers’ tacit know-how. (b). DML is applied as an interview interface to organize the basic 
logic relations and decision-making flows of engineers’ tacit know-how. 
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4   Validation and Verification of the Diagnostics Knowledge Base 

As shown in Fig. 8, a case generation module is designed to create testing cases based 
on a target knowledge base. For each rule stored in the target knowledge base, a testing 
case could be created. The result knowledge base should be identical to the target 
knowledge base if the self-learning module and the diagnostics module are designed 
properly. The following characteristics are required and are confirmed in the DML 
V&V process: 

- Correctness and Completeness 
- Repeatability 
- Consistency 
- Converge 
- Learning Tolerance 
- Multiple Root Causes Learning Tolerance 

Fig. 9 shows an example of the V&V results of the Converge and the Learning 
Tolerance. On the left side of the Fig. 9, the difference spectrum is lighter after more 
testing cases feed. This result shows the self-learning module is converge. On the right 
side of the Fig. 9, the correct result will be approached after more testing cases feed 
even the initial relations are incorrect. This is an example test result for the Learning 
Tolerance proven. 

 

Fig. 6. historical cases are introduced to cluster the fuzzy sets and relations in a DML 

 

Fig. 7. Historical cases are introduced to cluster the fuzzy sets and relations in a DML 
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Fig. 8. The DML V&V module is a case generator based on a target knowledge base 

 

Fig. 9. An example result of DML V&V 

5   Conclusion 

In this research, a functional-center hierarchical model named DML is introduced to 
design a process diagnostics expert system. In this DML concept, logical and uncertain 
connectivity relationships are directly represented by time-dependent fuzzy logic. How 
to automatic check WAT test result by statistic control limit, find out the abnormal 
parameter, and correlate with relates process step to find out the suspect abnormal 
machines is applied to examine the DML algorithm. 

The WAT diagnostics expert system is characterized by: 

- Capable of diagnosing historical data with built-in intelligence to help users 
analyze and find out root causes 

- Capable of suggesting corrective actions to reduce the potential impact of latent 
problems and optimize the benefits of business operation flow 

- Detect potential problem actively instead of display status / information passively 
- Provide not only “What‘s Happened/Happening” but also “What to Do” 

information 
- Capable of integrating information kept in various systems 
- Use the “Dynamic Master Logic Diagram” theory by University of Maryland to 

build a knowledge inference engine 
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- Co-work with domain experts to extract their knowledge 
- Construct systematic knowledge framework for diagnostics 
- Develop system from execution level to decision-making level (bottom-up) 
- In proven projects, the DML-based diagnostics is proven to 
- Shorten the WAT root cause diagnostics time from 72 hours to 15 minutes with 

accuracy 98.5% and save the human resource form 2 senior engineers to one 
junior engineer  

- Accelerate the R&D SPICE QA speed to provide corrective actions for existing 
problems from 2 man months to 30 man minutes 

- Detect potential problems and reduce the latent impact to save cost and maximize 
the benefit in a Super Hot Lot 48-hour Rolling Monitoring System 

- Deliver environment and reusable components that can be integrated easily and 
meet fast-changed business environment/requirements (from 0.18-based to 
0.13-based in 3 months) 

References 

1. Hu, Yu-Shu and Modarres, M.: Time-dependent System Knowledge Representation Based 
on Dynamic MPLD, Control Engineering Practice J., Vol. 4, No 1, (1996) 89-98. 

2. Hu, Yu-Shu and Modarres, M.: Evaluating System Behavior through Dynamic Master 
Logic Diagram (DML) Modeling, Reliability Engineering and System Safety J., Vol. 64 
(1999) 241-269. 

3. Hu, Yu-Shu and Modarres, M.: Logic-Based Hierarchies for Modeling Behavior of 
Complex Dynaimc Systems with Applications, in: Fuzzy Logic Application in Nuclear 
Power Plant, Chapter 17, Physica-Verlag (2000) 

4. Chang, Y.-J., Hu, Y.-S. and Chang, S.-K.: Apply a Fuzzy Hierarchy Model for 
Semiconductor Fabrication Process Supervising, SEMI Technical Symposium, Zelenograd, 
Moscow, Russia (1999) 

5. Modarres, M.: Functional Modeling of Complex Systems (Editorial), Reliability 
Engineering and System Safety J., Vol 64 (1999) 

6. Jang, J. R.: ANFIS: Adaptive-network-based Fuzzy Inference System. IEEE Trans. Syst., 
Man, Cybern., 23 (1993) 665¨C685  

7. Frayman, Y., Wang, L.P.: Data Mining using Dynamically Constructed Recurrent Fuzzy 
Neural Networks. Proc. 2nd Pacific-Asia Conference on Knowledge Discovery and Data 
Mining, LNCS Vol. 1394 (1998) 122-131  

8. Wai, R.-J., Chen, P.-C.: Intelligent Tracking Control for Robot Manipulator Including 
Actuator Dynamics via TSK-type Fuzzy Neural Network. IEEE Trans. Fuzzy Systems 12 
(2004) 552-560  

9. Kiguchi, K., Tanaka, T., Fukuda, T.: Neuro-fuzzy Control of a Robotic Exoskeleton with 
EMG signals. IEEE Trans. Fuzzy Systems 12 (2004) 481-490  

10. Wang, L.P., Frayman, Y.: A Dynamically-generated Fuzzy Neural Network and its 
Application to Torsional Vibration Control of Tandem Cold Rolling Mill Spindles. 
Engineering Applications of Artificial Intelligence 15 (2003) 541-550 



 

L. Wang and Y. Jin (Eds.): FSKD 2005, LNAI 3614, pp. 1022 – 1026, 2005. 
© Springer-Verlag Berlin Heidelberg 2005 

Fuzzy Spatial Location Model and Its Application in 
Spatial Query* 

Yongjian Yang 1  and Chunling Cao 2  

1 College of Computer Science and Technology, Jilin University, ChangChun 130012 
yyj@jlu.edu.cn 

2 Mathmatics Department, Jilin University, ChangChun 130012 
caocl@jlu.edu.cn 

Abstract. To study the spatial relationships with the instability is becoming one 
of the hot spots and the difficulties in studying the spatial relationships. This 
paper express and apply the information of relationships among spatial objects 
in the real world in computer system from the cognitive view, study the fuzzy 
extension about description of spatial relationships at the base. Guided by the 
spatial query, we makes the model on the base of regular indefinite spatial in-
ferring, applies fuzzy theory and spatial relationship theory in the spatial query 
and solves the fuzzy location problems in applying GIS network resource  
management . 

1   Introduction 

We can use fuzzy reasoning to solve the fuzzy location problem in applying GIS.  The 
position information of the query point provided by the users is unlikely sufficiently 
definite when we want to inquiry data from the spatial database. The system will pro-
ceed on the description of the position and the evaluation of asserting degree to infer 
and assert the nicety position. 

Here, we solve the problem under the regular indefinite spatial inferring. For spe-
cialty in solving problems, the definition of the fact, the rule and the inference machine 
algorism are different from the traditional model[1].  

2   Definition 

Objects can be obtained from any facts related to spatial phenomena and processes, 
including the following six types: numerals, binary, monodromy, multivalue, ambiguity 
and expression. 

We define two facts. One is the description to location (Loc), the other is the aim 
point of location (Aim). 

Loc (Ref_ obj,Ori,Dis)Ref_obj referent objects; Ori(Ox,Oy) Orientation ; 
Aim(pos);pos: position; including coordinate information of location Pos.X, Pos.Y 

                                                           
* This work was supported by ZHSTPP PC200320001 of China 
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Generally speaking, in system the Following Action of inference machine is to in-
sert new facts. Following Action is various due to the specificity of problems. Four 
sorts of the Following Actions are defined as follows: 

Add fact [c]: Add fact, degree of belief is c 
Del fact [c]: Delete fact 
Update fact [c1]: update fact, degree of belief is c1 
Show Message : Show warning message to users 

During the operation of ADD and UPDATE, the degree of belief is not determined 
by the algorithm of inference machine but the rules. This is also the difference be-
tween the traditional inference machine and the current one. 

Fuzzy Type: 
Format DISTANCE (aim1, aim2 ). Aim1 and aim 2 are two aim points; the fuzzy 
item DISTANCE shows the degree of the distance between them. 

Fuzzy Operator: 
Membership Function of Degree of Distance Operator near, mid, far: 
Suppose the farthest distance is y, then membership functions of near, mid, far dis-
tance are: 
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Membership Function of Tone Operators: most, highly, very, relatively, some, 
little:  

Suppose λH is tone operator, λ
λ )]([))(H(

~~
xAxA = . When λ > 1, λH  is called 

centralized operator. When λ < 1, λH  is called diffused operator. Generally 4H  is 

most, 2H is highly, 25.1H  is very, 75.0H is relatively, 5.0H  is some, 25.0H  is  

little.  
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Membership Function of Fuzzy Operator app_ (approximately), pro_ (proba-
bly), abo_(about): 
A common form of fuzzy operator 
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     We have different δ  values due to the variety of fuzzy degree. Generally we get 

δ  of app_ (approximately) 0.9, δ  of pro_ (probably) 0.75, δ  of abo_(about) 0.5. 
Fuzzy item can be constituted by aspiration and conjunction of operators above.. 

Functions below are applied in the rules: 

1)  Calculate Position (ro,o,d) 
Return value  position coordinate Position(x,y) types 
Function  return the reference object of distance R_o(xro,yro) the orientation of geo-
metric center O(Ox, Oy) aim point coordinate with distance d.  
Condition 0d ≥  

22
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x
ro

oo
dOxx

+
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2) Dis(pos1,pos2) 
Return value  numerical type 
Function  return the geometric distance between pos1 and pos2  

22 )21()21( yposyposxposxposd −+−=  (8) 

3   Rule Sets and Inference Machine 

Rules are statements that represent the relationship between priori proposition and 
posteriori proposition [2][3]. There is a fuzzy or non-fuzzy deterministic factor, which 
marks the degree of belief of the rules for each rule. The previous action has one or 
several propositions which connected with AND or OR. The following action has 
only one proposition. 

{RULE name of rule 
IF (previous action)   THEN following action } 

 CERTAINTY is determined factor 
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Weight value and threshold value also can be added into rules in addition to fuzzy 
comparison. Rules together with weight value represent the importance degree of 
proposition. Weight value may be fuzzy value, users can add a language variable in a 
weight value bracketed with parentheses. Threshold value (system threshold value) 
can be defined in determining whether rules should be triggered or not. If the deter-
minacy of previous actions is greater than the threshold value, rules will be triggered. 
If we hope that a certain rule has its own threshold value, we can add it in previous 
matters marked with {}. Deterministic factors can also be added into rules to repre-
sent the determinacy of rules, in addition to weight value and threshold value. 
Rules Summary: 

(I) Rule no.1 to no.5 is the preprocessing to location description, which avoids obvi-
ous contradiction in it. 
(II) Rule no.6 to no.7 is to form aim points with location description. 
(III) Rule no.8 to no.11 is to adjust belief degree of aim points. 

At the beginning, the inference facts are completely facts of location. A normal re-
sult after inference is to produce an Aim fact with higher degree of belief, while oth-
ers are quite low. Otherwise inference is failed. Algorism of inference machine can be 
described as follows: 

(1) Apply rule no.1 to no.5 into all location facts until no suitable rules are available. 
(2) Apply rule no.6 and no.7 into all location facts until no suitable rules are available. 
(3) Apply rule no.8 to no.11 into all facts until no suitable rules are available. 
(4) Sequence degree of belief of all Aim facts in descending and forming an array 
Aims. 

If the degree of belief of Aims [0] is greater than 0.8 and that of Aims [1] is smaller 
than 0.5, algorism will be succeed and quit then output position information Aims [0]. 
Otherwise algorism fails and returns, and asks for users to input facts again. The de-
termination of belief degree of rules for previous actions can be sorted into two cases. 
One is actually a pattern matching with regard to factors such as Location (ro1, o1, 
d1) [c1] or Aim (pos) [c2]. Another one is that degree of belief is that of membership 
determined by fuzzy set in case of “DISTANCE(aim1,aim2) is near”. Conjunction of 
previous matters are “and” and “or”. Rules do not concern uncertainty, that is, the 
intensities of all rules are 1. Triggering threshold controls the trigger of rules. If the 
degree of belief of previous matters is greater than that of the following matters, fol-
lowing matters will be executed. Different with traditional inference machine, the 
degree of belief of following facts is determined by rules but not the belief degree of 
previous matters or intensities of rule [4][5]. 

4   Realization 

In order to realize the model above, we need to apply diverse technologies such as 
expert system, GIS, database management, and so on. Actually, it can also be re-
garded as a small space decision support system [6]. 
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The kernel of SDSS is constituted by facts base, rule base and inference machine. 
And it utilizes production rule as the basic knowledge expression mode.[7] Knowl-
edge base stores all knowledge from field experts that can be represented as rules, 
semantic net, frame or objects. Inference machine collects knowledge from knowl-
edge base to make inference. With regard to production system, inference machine 
determine which rules can be triggered according to the facts in global database. 
These rules are sequenced according to priority. We construct SDSS with expert sys-
tem shell and involve utilizing external communication mechanism to enlarge applied 
environment. So it is necessary to connect with database, GIS and mathematical cal-
culation programs. SDSS can meet the satisfaction and deal with uncertainty. 

Fuzzy spatial position model is an important part of the whole system. It can con-
nect well with other parts. When users input fuzzy query statements, system begins 
keywords match first. These keywords include location, distance, orientation and 
fuzzy operator. And then, system makes explanation and inference calculation 
through spatial decision support system to get users’ query demands. While system 
calls for corresponding fuzzy operator to make calculation and transforms them into 
precise query demands, puts them into data query module to visit spatial data base, 
pick up corresponding position data which meet demands. System returns result set 
finally.  

References 

1. Chun Liu, Dajie Liu. On the spot Study of GIS and its Application [J], Modern Mapping, 
Vol. 36 (2003) 

2. (American) Shashi Shekhar, SanjayChawla Kunqing Xie Xiujun Ma Dongqing Yang, 
etc translation.Spatial database[M]. Beijing: Engineering Industry Publishing Company 1( 
2004 

3. The Open GISTM Abstract Specification ,Version 4[J] ,Open GIS Consortium ,1999 
4. KangLin Xie, JinYou Fu  Nerve  Fuzzy Logical Control System Membership Function and 

Inferring Rule Assertion[J].Shanghai Traffic University Transaction  Vol. 8,31 (1997) 
5. Qiao Wang,JiTao Wu  Research the Standardization Problem in Spatial Decision Support 

System [J].Mapping Transaction Vol 2 (1999) 
6. Cohn AG, Hazarika SM. Qualitative Spatial Representation and Reasoning: An overview. 

Fundamental Informatics, 2001, 46 
7. Yu QY, Liu DY, Xie Q. A  Survey  of  Analysis Methods of Topological Relations between 

Spatial Regions. Journal of software, 2003, 14(4) 



Segmentation of Multimodality Osteosarcoma
MRI with Vectorial Fuzzy-Connectedness

Theory�

Jing Ma, Minglu Li, and Yongqiang Zhao

Department of Computer Science and Engineering,Shanghai Jiao Tong University
Shanghai, China

julery@sjtu.edu.cn

Abstract. This paper illustrates an algorithm for osteosarcoma seg-
mentation, using vectorial fuzzy-connectedness segmentation, and com-
ing up with a methodology which can be used to segment some distinct
tissues of osteosarcoma such as tumor, necrosis and parosteal sarcoma
from 3D vectorial images. However, fuzzy-connectedness segmentation
can be successfully used only in connected regions. In this paper, some
improvements have been made to segment the interested tissues which
are distributed in disconnected regions. And the paper speeds up the
process of segmentation by segmenting two osteosarcoma tissues simul-
taneously. The methology has been applied to a medical image analysis
system of osteosarcoma segmentation and 3D reconstruction, which has
been put into practical use in some hospitals.

1 Introduction

Osteosarcoma is a type of bone cancer that occurs most often in children, ado-
lescents, and young adults. It is a desperate disease endangering people’s life.
However, the biologic heterology brings on much diversity among patients both
in clinical symptoms and radiological features, so it is difficult to obtain a good
information extraction with normal segmentation methods like threshold and
edge detection. In the paper, the fuzzy-connectedness segmentation is taken into
consideration. Some improvements are proposed to reduce computational time
and to evaluate a better volume of disconnected regions. We have realized the
segmentation in an osteosarcoma image analysis system, and our experiments
have proven that it is an efficient method which can be applied practically.

2 Vectorial Fuzzy-Connectedness Image Segmentation

The fuzzy-connectedness segmentation aims at capturing the fuzzy notion via
a fuzzy topological notion which defines how the image elements hang together
� This research is supported by Dawning Program of Shanghai, China (grant �

02SG15).
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spatially in spite of their gradation of intensities. Jayaram K. Udupa and his
cooperators have done a great deal of research to apply the fuzzy digital topology
to image processing, and have constructed a self-contained theory[1].

The theory has been utilized in many medical applications and proved to be a
precise and efficient method. However, the process of segmentation is sometimes
time-consuming in practical applications, and some disconnected regions can
not be better extracted. In this paper some work has been done to address these
two problems. When segmenting two objects simultaneously, some changes of
conventional segmentation can be taken to reduce the computational time.

3 Methodology

The whole process of segmentation includes the following 7 steps:

Step1: Image data acquirement.
The data of 2-D images - MRI data of 10 patients with osteosarcoma were

provided by Tongji Hospital Affiliate to Tongji University.
Step2: Format unification.
Adjusting some parameters of T1WI, T2WI, STIR sequences to make the

format uniform.
Step3: Selection of interested region.
Constraining the region to be analyzed to limited areas, so the processing

time was considerably reduced (shown in Fig.1(c)).
Step4: Selection of seed points.
Step5: Information fusion of multimodality MRI.

f(x, y, z) = (f(T 1WI), f(T 2WI), f(STRI)). (1)

Step6: Segmentation of tumor and parosteal sarcoma tissues.
Before the process of segmentation, there are 3 important concepts need to

be specified. All the definitions are according to[2].
(1) Local relationship: The affinity between each pair of voxels.
(2) Global relationship: The strength of every path.
(3) Relative fuzzy connectedness of multiple objects:
The process of the two objects segmentation is a process of competition.

In this competition, every pair of voxels in the image will have a strength of
connectedness in each object.

The algorithm is essentially the same as the algorithm κVMRFOE presented
in [2] except the simultaneous extraction of the two tissues. In the algorithm, O1
represents tumor while O2 represents parosteal sarcoma. s1 is one of the seeds of
O1, and s2 is one of the seeds of O2. Each voxel of images is added a flag which
tags every voxel to identify which object it belongs to. All the flags are set to 0
at the beginning. If the voxels have the fuzzy affinity of s1, they will be regarded
as that they belong to O1, the flag of which will be set to 1. At the same time,
if the voxel belongs to O2, the flag of it will be set to 2. The usage of the flag is
to decrease the computation of the affinity value. If a voxel belongs to O1, it is
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unnecessary to compute the affinity value. The improvements will increase the
speed of computation if we use the algorithm to simultaneously segment the two
objects.

Step7: Detection of necrosis regions.
Necrosis is distributed as some spots in the region of osteosarcoma, so it is

hard to specify all the seeds for them. In this step, a method was come up with
to detect all potential necrosis spots would be detected automatically.

Suppose that there are k seed points for necrosis and the set of them are
defined as S = {s1, s2, · · · , sk}. Define s as the average intensity value of the set.
The object-feature-based component of affinity with the only feature considered
here is the voxel intensity itself. So the seed points can be specified by computing
μΦS (object-feature-based component of affinity) between the manually selected
seed point and each voxel. The new specified seeds would be added to S.

4 Result

The processes of segmentation were applied to the system mentioned above, and
some experiments were done with several series of MR images. Fig.1 (a), (b), (c)
are some slices respectively in T1, T2, and STIR sequences. Fig.2 (a),(b),(c) are
the segmented results. As shown in Fig.2 (b), the necrosis was clearly segmented

 (a) T1WI                      (b) T2WI                              (c) STIR

Fig. 1. MRI Squences

  (a) Tumor                (b) Necrosis                              (c) Parosteal sarcoma

Fig. 2. The Segmented Tissues
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from disconnected regions, proving that the improvement of the algorithm is
feasible and effective.

The system was run on a computer of Pentium IV 1.8G HZ CPU and 512
M RAM with Windows 2000. Two experiments are presented to illustrate the
efficiency of the algorithm. Table I shows the information of the image data and
the computational time of segmentation. In the first experiment, we choose the
information of T1WI sequences as the standard to adjust the size and spac-
ing of T2WI sequences. ”Sep Time” is an abbreviation for the computational
time which adds the time of separately segmenting tumor and parosteal sarcoma
tissues. ”Sim Time” is an abbreviation for the computational time of simultane-
ously segmenting the tissues. ”Total Time” is an abbreviation for the computa-
tional time of generating all the volumes with the improved fashion. As shown
in Table I, it is obvious that the method accelerates the speed of segmenting the
two tissues and saves the required time by 20%.

Table 1. Image Data Information and Computational Time of Segmentation

Experiment 1 2
Size 256×256×16 256×256×16

Spacing 1.289×1.289×5.492 1.563×1.563×6.499
Sep Time(m) 5.82 5.26
Sim Time(m) 4.03 3.49
Total Time(m) 5.64 5.02

5 Conclusion

This paper presents a methodology for osteosacoma segmentation with fuzzy-
connectedness theory. The input image data is vectorial and the output data
are three sets of binary 3-D images, which denote tumor, necrosis and parosteal
sarcoma tissues respectively. We mark every voxels to speed up the segmentation
and automatically identify the seeds of the disconnected region. The results show
that the improvements can speed up the segmentation and get a better estima-
tion of disconnected regions. The method may be used for routine segmentation
in the hospital.
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Abstract. Protein folds prediction is one of the most important problems in 
computational biology. In previous works, local optimization algorithms were 
used mostly. A new global optimization algorithm is presented in this paper. 
Compared with previous works, our algorithm obtains much lower energy states 
in all examples with a lower complexity. 

1   Introduction 

Predicting the structure of proteins, given their sequence of amino acid, is one of the 
core problems in computational biology. With the rapid advances in DNA analysis, 
the number of known amino acid sequences has increased enormously.  However, the 
progress in understanding their 3D structure and their functions has lagged behind 
owing to the difficulty of solving the folding problem. 

Since the problem is too difficult to be approached with fully realistic potentials, 
many researchers have studied it in various degrees of simplifications. By the simpli-
fications, protein fold prediction is converted to a combinatorial optimization prob-
lem. Its main target is to design algorithms which can find the lowest energy states of 
the amino acid sequences in three-dimensional space. The most popular model used in 
related works is HP model [1,2] which only consider two types of monomers, H (hy-
drophobic) and P (polar) ones.  Hydrophobic monomers tend to avoid water which 
can only attract mutually by themselves. All the monomers are connected like a chain. 
There are repulsive or attractive interactions among neighboring monometers. The 
energies are defined as HH= -1 , and HP= PP= 0.  

Many computational strategies have been used to analyze these problems, such as 
Monte Carlo simulations[3], chain growth algorithms[4], genetic algorithms[5], 
PERM and improved PERM[6], etc. Most models mentioned above are discrete. It’s 
possible that some potential solutions  are missed by the discrete models in 3D space. 
In reference 7, Huang devised a continuous model  for 3D protein structure predic-
tion. But the results from reference 7 had some errors owing to the defects  in algo-
rithm . Following the idea of Huang’s model, we present a continuous optimization 
algorithm in the paper.  

2   The Algorithm 

In HP model, all amino acid monomers are connected and form a n-monomer chain. 
It’s easy to understand that every monomer can be considered as a rigid ball. In order 
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to present more succinctly, hydrophobic monomers are denoted as H balls and polar 
monomers are denoted as P balls in the following sections. 

If the number of the balls in the chain is n and the radius of every ball is one, then 
protein folds prediction can be transformed into discovering the fit positions of these 
balls in 3D Euclidean space. It requires all the neighboring balls connected each other 
are tangent and all H balls are close as much as possible. 

More precisely, the algorithm wants to obtain a n-dimensional position vector 
P(P1,P2…Pn) in 3D Euclidean space satisfying the following  three conditions: 

2, ≥jid  (1) 

Where jid , is the distance between position Pi and Pj ,( njiji ...2,1,, =≠  )  

21, =+iid 1,...,2,1 −= ni  (2) 
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E is the gravitational energy of all balls. 
We can consider all the balls in the chain are connected by a spring. Thus there are 

three types of forces in the n-ball chain, the pull forces of spring between the adjacent 
balls, the repulsion forces between two embedded balls and the gravitational forces 
between two H balls (since HP= PP= 0).  

At any time, the external force that each ball received is the sum of forces that all 
the other balls in the same chain imposing on it. From the initial state, all the balls in 
the chain will be moved continuously driven by the external force. The n-ball system 
keeps moving until all the forces reach the equilibrium. During the process, the pull 
and repulsion forces drive the system to meet the requirements of equation (1) and 
(2), the gravitational forces among all H balls  pull them together as close as possible. 
In the equilibrium state, the position vector of all the balls P(P1,P2…Pn) represent a 
best fit approximation to 3D protein structure prediction. The value of P can be de-
termined according to equations (1) ,(2) and (3).  

Considering the pull forces that ball i put on ball j , 
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Where ir ( jr ) is the vector pointing to the position of ball i ( j ) from grid origin, 

ijd  is the distance between ball i and j , and pk is the elastic coefficient of the spring 

in the chain. It’s easy to understand that there is only one pull force to the first and the 
last ball in the n-ball chain. To the others, the pull forces will be produced by the 
previous and the following balls.   Obviously, the pull forces will be changed into 

push forces if 20 << ijd  according to equation (4).  
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To  the repulsion forces between ball i and j, 
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Where rk  is the repulsive coefficient of the balls in the case that two 

balls are embedded each other. To the gravitational forces between two H balls, 
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According to equations (4), (5) and (6), the force iF , which exerted to ball i at any 

time,  is the composition of the forces giving by the other balls in the chain. 
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Our algorithm can be described as following,  
Initially, all the balls in the chain are distributed orderly on the surface of 

a virtual sphere in the 3D Euclidean space as even as possible. Therefore every 
ball will be coequal in the initial state. In the next period, each ball is moved in a 
small distance by the composition of external forces. This process repeats continu-
ously until the n-ball system reaches the equilibrium. The positions of all the balls in 
the equilibrium state should be the solution to 3D protein structure prediction. 

The pseudocode of the algorithm  

Initialization.    
for (t=0;t<tMAX;t++)   
  for (i=0;i<n;i++) 
  { 

  iF =Compute_Force(i);//Computing the Force to ball i; 

   i
t

i
t

i Frr ×+=+ λ1 ; 
   }; 
    

Where maxt the upper bound of the periods, and  is is the movement coefficient in 

the iterative equation. 

3   Experimental Results 

Four 3D HP sequences with length N equals to 58,103,124 and 136 respectively were 
described in reference 6 as models of actual proteins. Using our algorithm, we re-
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calculated the four sequences and found much lower energy states for all these se-
quences. 

In our experiments, we set the maximal number of periods 9
max 100.3 ×=t , set 

the movement coefficient 7102 −×=λ . 
To the other coefficients used in the algorithm, 
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Table 1.   Experimental results  

N HH, 

HP, PP)
Sequence Emin

a Emin
b CPU 

timec 
CPU 
timed 

58 (-1,0,0) PHPH3PH3P2H2PHPH2PH3P
HPHPH2P2H3P2HPHP4HP2H
P2H2P2HP2H 

-63 -44 3.81 0.19 

103 (-1,0,0) P2H2P5H2P2H2PHP2HP7HP3H
2PH2P6HP2HPHP2HP5H3P4H2

PH2P5H2P4H4PHP8H5P2HP2 

-88 -54 10.39 3.12 

124 (-1,0,0) P3H3PHP4HP5H2P4H2P2H2P4

HP4HP2HP2H2P3H2PHPH3P4

H3P6H2P2HP2HPHP2HP7HP2

H3P4HP3H5P4H2PHPHPHPH 

-109 -71 24.25 12.3 

136 (-1,0,0) HP5HP4HPH2PH2P4HPH3P4H
PHPH4P11HP2HP3HPH2P3H2P
2HP2HPHPHP8HP3H6P3H2P2

H3P3H2PH5P9HP4HPHP4 

-117 -80 36.01 110 

aLowest energies found in present work 
bLowest energies found in reference 6 
cCPU times (hours) cost on 3.0 GHz Intel P4(results in our experiments)  
dCPU times (hours) cost on 667 MHz DEC ALPHA 21264 (results from reference 6) 
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Fig. 1.  The experimental results shown in 3D space 

Where t is the current period. 

Furthermore, the precision is set to 7101 −× in order to determine whether the two 
H balls are tangent or not. The details of the results are shown in table 1. 

Among all previous work, the growth algorithm in reference 6 provided the best 
results. Compared with the results from reference 6, our algorithm can find much 
lower energy states for all the four HP sequences. The big gap is mainly caused by the 
differences in algorithm.  

The growth algorithm used in reference 6 is a depth-first implementation of the “go-
with-the-winners” strategy. Actually, it can be regarded as a special type of greedy 
algorithm. It always takes the local optimal solution while resolving the problem. As 
we known, a winner of a battle may not be a winner of the whole war. The solutions 
found by the growth algorithm may not be the global optimal to the problems. 

On the contrary, the algorithm in present paper is a global optimization algorithm. 
All the monomers in the HP sequences have the same weights initially. The n-
monomer chain can move in many directions. After long-time iterations, many possi-
ble positions can be reached following our algorithm.  

For the shorter chains, our algorithm is more time consuming than growth algo-
rithm used in reference 6, but the situation inverses to the longest chain. Indeed, 
growth algorithm requires exponential time consuming with the increase of the 
chain’s length. Comparing the results, it is apparently that the times increase much 
slower in our experiments which demonstrate that our algorithm has better perform-
ance when applied to longer HP sequences. 
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4   Discussion 

In this paper we present a new continuous optimization algorithm for 3D protein 
structure prediction. The main idea of the algorithm is that all monomers share the 
same initial weight and will move in continuous three-dimensional space following 
certain physical theories.  As a global optimization algorithm, our algorithm can 
search many potential solutions to find the optimum solution to the problems.  

Comparing our results to the best results in previous works, we obtain lower en-
ergy states in all 3D cases. Moreover, our algorithm has lower time complexity than 
previous work. It will show more advantages to the proteins which have longer amino 
acid sequence.  

Following the way of previous work, we used HP model, an abstract model of pro-
tein folds prediction, to study the problem. Actually, our algorithm can be used for a 
much wider range of applications. We anticipate it can be applied to more realistic 
protein models. 

In the future work, we will try to add more information about the proteins into our 
algorithm, such as molectronics, experiential data, and examine the improvement on 
performance of the enhanced algorithm. 
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Abstract. SAGE data can be used to learn classification models to aid cancer 
classification. In this paper, maximum entropy models are built for SAGE data 
classification by estimating the conditional distribution of the class variable 
given the samples. In experiments we compare accuracy and precision to SVMs 
(one of the most effective classifiers in performing accurate cancer diagnosis 
from microarray gene expression data) and show that maximum entropy is 
better. The results indicate that maximum entropy is a promising technique for 
SAGE data classification. 

1   Introduction 

Cancer types classification is crucial to diagnosis, but traditional methods are based 
basically on morphological appearance of the tumor that provide limited and unreliable 
information about the disease. This fact makes very important a correct cancer 
classification. SAGE (Serial Analysis of Gene Expression) technology provides 
researchers with a new powerful tool to solve the problem [1]. The SAGE data can be 
used to learn classification models to aid cancer classification. Here we propose to use 
maximum entropy techniques for SAGE data classification. 

Several classification methods have been done on microarray gene expression data. 
These methods include decision trees, Fisher linear discriminant, Multi-Layer 
Perceptrons (MLP), Nearest-Neighbor classifiers, linear discriminant analysis, Parzen 
windows, Bayesian Network and Support Vector Machines (SVMs)[2,3,4]. However, to 
the best of our knowledge, no supervised classification analysis have been reported on 
SAGE data owing to a lack of appropriate statistical methods that consider the specific 
properties of SAGE data. 

2   Maximum Entropy Models for SAGE Data 

The basic idea behind maximum entropy is that one should prefer the most uniform 
models that also satisfy any given constraints [5]. For example, consider a three-class 
SAGE library classification task where we know advance that on average 60% of 



1038 J. Xin and R. Bie 

 

library with the tag CTCTAAGAAG in them are in the Astrocytoma class. Intuitively, 
when given a library with CTCTAAGAAG in it, we would say it has a 60% chance of 
being an Astrocytoma library, and a 20% chance for each of the other two classes. If a 
library does not have CTCTAAGAAG we may prefer the uniform class distribution of 
1/3 each. Calculating the model is easy in this example, but when there are many 
constraints to satisfy, rigorous techniques are needed to find the optimal solution. 

In general, the SAGE data classification problem can be described as follows. 
Taking into account that one library only belongs to one class (type of cancer), for a 
given library L with N tags we search for a class c that maximizes the posterior 
probability p(c | L) which is estimated by: 
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where fi (L,c) is a feature function with a real-value, { i}describes the feature weights 
vector to be estimated, and Z(L) is a normalizing factor, called the partition function, 
which is defined as follows: 
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Each i weight is selected so that the expectation of each feature equals its observed 
frequency in the training data. We estimate the expectation for the feature empirically 
with the training libraries T. 
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where c(L) is the correct classification of library L specified in the training set, and P is 
the probability calculated from the statistical model, and |T| is the number of instances 
in the training set. 

To apply maximum entropy to SAGE data classification, we use tag counts as the 
features to set the constraints. For each tag t and cancer class c combination we 
instantiate a feature f as the relative frequency of tag t in a library L: 
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where num(t, L) is the count of the tag t in the library L, and |L| is the number of 
different tags in the library L. we use real-value feature instead of binary feature that is 
used in most maximum entropy applications in order to improve classification.  

3   Experiments 

The experiments are based on 52 Hs SAGE libraries which were publicly available on 
the NCBI SAGE website. For multicategory classification, we used all of the 52 
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libraries, which fall in to four categories: Astrocytoma (12 libraries), Ependymoma (8 
libraries), Glioblastoma (8 libraries) and Medulloblastoma (24 libraries). For binary 
classification, we used Astrocytoma and Medulloblastoma. One problem with SAGE 
data is that each library has a too large volume of features we simply remove all but 
the top 3000 tags by selecting tags with highest information gains. 

Maximum entropy and SVMs experiments are performed with six trials of 
randomly selected train-test splits of the set of SAGE libraries. Half the samples in 
each class are held-out for training. Table 1 and 2 shows the average SAGE data 
classification performance results. Maximum entropy achieved a prediction accuracy 
of 98% for binary classification and 89% for multicategory classification. The 
corresponding results achieved by SVMs are 77% and 86%. 

Table 1. Performance for SAGE data Binary Classification. (M.E.=Maximum Entropy) 

Precision 
Method 

Astrocytoma Medulloblastoma 
Accuracy 

M.E. 97% 97% 98% 
SVMs 100% 64% 77% 

Table 2. Performance for SAGE data classification: Multicategory Classification. Astr. 
=Astrocytoma, Epen.=Ependymoma, Glio.=Glioblastoma, Med.=Medulloblastoma. 

Precision 
Method 

Astro. Epen. Glio. Med. 
Accuracy 

M.E. 85% 100% 58% 97% 89% 
SVMs 72% 96% 54% 100% 86% 

4   Conclusions 

In this paper, we proposed a maximum entropy method for SAGE data classification 
analysis and made comparisons with SVMs. We demonstrated that the method could 
classify cancer types accurately based on gene expression profiles produced by SAGE 
technique. 
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Abstract. Basically, one of the most important issues in identifying biological 
sequences is accuracy; however, since the exponential growth and excessive 
diversity of biological data, the requirement to compute within a considerably 
appropriate time span is usually in conflict with accuracy. We propose a novel 
approach for accurate identification of DNA sequences in shorter time by 
discovering sequence patterns -- signatures, which are sufficiently distinctive 
information for the identity of a sequence. The approach is to discover the 
signatures from the best combination of n-gram patterns and statistics-based 
models, which are regularly used in the research of Information Retrieval, and 
then use the signatures to create identifiers. We evaluate the performance of all 
identifiers on three different types of organisms and three different numbers of 
identification classes. The experimental results showed that the difference of 
organisms has no effect on the performance of the proposed model; whereas the 
different numbers of classes slightly affect the performance. The sole use of 
Information Gain is changed in a small range of n-grams since the use of its 
pattern absence brings the unbalanced class and pattern score distribution. 
However, several identifiers provide over 95% and up to 100% of accuracy, 
when they are constructed by signatures using the appropriate n-grams and 
statistics-based models. Our proposed model works well in identifying DNA 
sequences accurately, and it requires less processing time. 

1   Introduction 

The rapid growth of genomic and sequencing technologies during the past few 
decades has facilitated the incredibly large size of diverse genome data, such as DNA 
and protein sequences. However, most biological sequences contain very little known 
meaning. Therefore, more knowledge is waiting to be discovered. Techniques to 
acquire knowledge from biological sequences become more important in transforming 
unknowledgeable, diverse and huge data into useful, concise and compact 
information. These techniques generally consume long computation time; their 
accuracies usually depend on the data size; and there is no best-known solution in any 
particular circumstances. Many research projects on biological sequence processing 
still share some common stages in their experiments. An important research project of 
computational biology is sequence identification. 
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Ideally, the success of research in sequence identification depends on the method 
employed to find any short informative data (signatures) that can identify the type of 
the sequences. The recognition of a small, informative signature is useful to reduce 
the computation time, as data are more compact and more precise [4]. All the current 
techniques require long computation time as categorized into three groups, namely: 

Inductive Learning: this technique takes learning tools, such as Neural Network 
and Bayesians, to derive rules that are used to identify biological sequences. For 
instance, gene identification uses a neural network [14] to derive a rule that verifies 
whether or not a subsequence is a gene. The identification generally uses small 
contents, such as frequencies of two or three bases, instead of plain sequences as 
inputs of the learning process. Although the use of the rule derived from the learning 
process attains low processing time, the procedure used as a pre-process of the 
systems still needs too high computation time to finalize in the identification process. 

Sequence Alignment: the tools that use this technique, such as BLAST [7] and 
FASTA [10], align uncharacterized sequences with all existing sequences in genome 
database and then assign the uncharacterized sequences to the same class with one of 
the sequences in database that gets the best alignment score. The processing time of 
this alignment technique is much longer than other techniques since the process has to 
be performed directly on all the sequences in database, whose sizes are usually large. 

Consensus Search: this technique takes a multiple alignment [13] as a pre-process 
of systems for finding a “consensus” sequence, which is used to derive a rule. Then, 
the rule is used to identify sequences in uncharacterized biological sequences. The 
consensus sequence is nearly a signature, but it is created out of majority bases in the 
multiple alignments of a sequence collection. Because of its high computation on the 
multiple alignment, the consensus sequence is not widely used in biological tasks. 

Our approach constructs the identifiers on the same way as the pre-process in the 
inductive learning and the multiple alignments. However, the proposed approach 
requires much less pre-processing time than the learning technique and the multiple 
alignment technique. First, we apply an n-gram method to transform DNA sequences 
into a pattern set. Second, the signatures are discovered from the pattern set using 
statistics-based models. Third, identifiers are constructed using the signatures. Finally, 
the performances of the identifiers are estimated by testing on DNA sequences of 
three different organisms: Influenza A virus, Rotavirus and Hepatitis B virus. 

Our identification system and methods are described in Section 2. This section has 
details on transforming DNA sequences into pattern sets, employing statistics-based 
models to discover signatures, constructing identifiers from the signatures and 
evaluating the performances of identifiers. Our experiments on the three organisms 
are described in Section 3. Finally, we summarize the proposed approach in Section 4. 

2   System and Methods 

The identification is a challenging research in the field of Computational Biology 
since the biological sequences are zero-knowledge based data, unlike text data of the 
human language. Biological data are totally different from the text data which 
basically use words as their data representation; whereas we do not know any “words” 
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of the biological data. Therefore, a process for generating the data representation is 
needed. Our sequence identification framework [6] is depicted in Fig. 1: 

Step I: Pattern Generation is to transform training data into a pattern set as the data 
representation of DNA sequences. In this paper, we create training data from DNA 
sequences and then use them to generate all n-gram patterns as the n-gram model. 

Step II: Signature Discovery is a process of finding the signatures of DNA sequences. 
This process is divided into two consecutive parts: 1) Pattern Score Computation 
aims to measure the significance of each n-gram pattern, called “Scores”, using 
variously different Statistical Scoring Models; and 2) Pattern Subset Discrimination 
aims to select the best patterns as “Signatures”. 

Step III: Identifier Construction is a process of creating identifiers using the 
discovered signatures. This process formulates a similarity scoring function. If there is 
a query sequence, the function is used to detect whether it is the target sequence. 

Step IV: Performance Evaluation is to estimate the performances of identifiers using 
test data, sequences that are not members of the training data. The performance 
estimator compares a goodness of each identifier, generated by the different sets of 
signatures, to find the best one for accurate identification of unseen data, sequences 
that are not members of both training data and test data. 

 

Fig. 1. Common identification framework 

2.1   Pattern Generation 

Finding a data representation of DNA sequences is performed by a pattern generating 
process using training data. The data representation, called a pattern, is a substring of 
the DNA sequences. DNA sequences include four symbols {A, C, G, T}; therefore, the 
members of a pattern are also restricted to the four symbols. Let Y be a sequence 
y1y2…yM of length M over the four symbols of DNA. A substring t1t2…tn of length n is 
called an n-gram pattern [3]. The n-gram methodology generates n-gram patterns 
representing the DNA sequences with different n-values. There are M-n+1 patterns in 
a sequence of length M for generating the n-gram patterns, but there are only 4n 
possible patterns for any n-values. 

For example, let Y be a 9-base-long sequence CTCGATCGA. Then, the number of 
4-gram patterns generated from the sequence of length 9 is 6 (9-4+1): CTCG, TCGA, 
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CGAT, GATC, ATCG, TCGA. There are 256 (44) possible patterns; however, only 5 
patterns occur in this example: CTCG (1), TCGA (2), CGAT (1), GATC (1) and ATCG 
(1). From the five patterns, one pattern occurs twice. 

Our experiments found that the use of too long patterns (high n-values) produces 
poor identifiers. Notice that 1-gram patterns have 4 (41) possible patterns; whereas 24-
gram patterns have 2.8×1014 (424) possible patterns. The numbers of possible patterns 
obviously vary from 4 to 2.8×1014 (424) patterns. Too high n-values may not be 
necessary since each generated pattern does not occur repeatedly and statistics-based 
models cannot discover signatures from the set of n-gram patterns. However, in our 
experiments, the pattern sets are solely generated from 1- to 24-grams since the higher 
n-values do not yield any improvement of the performance. The discovery of the 
signatures from the pattern sets is discussed in the following section. 

2.2   Signature Discovery 

The signature discovery is a process of finding signatures from the n-gram patterns. 
We propose statistics-based models for evaluating the goodness of each n-gram 
pattern called a score to discover the signatures. The statistics-based models are 
described in Section 2.2.1. Section 2.2.2 describes the process of signature discovery. 

2.2.1   Statistics-Based Models 
The statistics-based models are well-known metrics in the research of Information 
Retrieval [12]. We evaluate six statistics-based models how statistically efficient they 
can discover signatures for identifying biological sequences. The six statistics-based 
models are roughly divided into two groups, namely 

Group I: Based on common patterns, such as Term Frequency (TF) [1] and 
Rocchio (TF-IDF) [5]. 

Group II: Based on class distribution, such as DIA association factor (Z) [11], 
Mutual Information (MI) [8], Cross Entropy (CE) [8] and Information Gain (IG) [11]. 

The models based on common patterns (Group I) are the simplest techniques in the 
computation of pattern score. They independently compute scores of patterns from the 
frequencies of each pattern; whereas the models based on class distribution (Group II) 
compute the scores of patterns from the frequencies of co-occurrences of patterns and 
classes. Each identification class comprises sequences which are unified to be of the 
same type. Most models based on class distribution consider only the presence (p) of 
pattern in a class, except the “Information Gain” that considers both the presence and 
absence ( p ) of a pattern in a class [9]. Like the models based on the common 
patterns, they independently compute the score of each pattern. 

Statistics-based models concentrated on pattern and class value are shown in Table 
1. Where Freq(p)  is the Term Frequency (the number of times pattern p occurred); 
IDF  is the Invert Document Frequency; )( pDF  is the Document Frequency (the 
number of sequences in which pattern p occurs at least once); D  is the total number 

of sequences; )( pP  is the probability that pattern p occurred; p  means that pattern p 

does not occur; )(C iP  is the probability of the ith class value; )|( pC iP  is the 
conditional probability of the ith class value given that pattern p occurred; and 

)|( C ipP  is the conditional probability of pattern occurrence given the ith class value. 
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Table 1. Mathematical forms of statistics-based models concentrated on pattern and class value 

Class Distribution 
Statistics-Based Models Common 

Patterns Pattern 
Presence 

Pattern 
Absence 
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2.2.2   Signature Discovery Process 
The signature discovery process is a process of finding any short informative data 
(signatures) that can identify types of DNA sequences efficiently. The process applies 
the statistics-based models to evaluate the significance of each n-gram pattern. Then, 
the best-score patterns are selected to be the signatures. 

The algorithm of signature discovery is given in Fig. 2. Firstly, it transforms all 
DNA sequences of each class into the set P of n-gram patterns of each class (step 1-4) 
using the n-gram model as discussed above. Secondly, the algorithm measures the 
significance of each n-gram pattern, called a score, using the statistics-based models 
(step 5-7). Thirdly, all n-gram patterns of each class are sorted in descendent order of 
the scores (step 8). Finally, the k highest-score patterns of each class are selected as 
the set S of signatures of each class (step 9-12). The signatures of each class are 
returned as the output of algorithm (step 13). 

 

Fig. 2. An algorithm of signature discovery based on statistics-based models 

Algorithm 1. Signature Discovery: Discovering the signatures in the set of n-gram patterns. 
Input: Training sequences which are separated into several classes as the same type of sequences. 
Output: Signatures of each class (S). 
1) P ∈ θ  
2) for all DNA sequences of each class do 
3)        P = generate_n-gram_pattern(DNA sequences) U P 
4) end for 
5) for each pattern p ∈ P do begin 
6)        score(p) = Compute the significance of each pattern p using a statistics-based model 
7) end for 
8) P = sort(P) as the descendent scores of every pattern p of each class 
9) j = 1 
10) while j <= k do begin (k is a defined value by heuristics) 
11)        S = insert(pj) 
12) end while 
13) Return S 
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The question is how many the highest-score patterns the model should select as 
signatures (or what value k is in the step 10). We use heuristics to select the optimal 
number of signatures. Following our previous experiments [6], the model gets the 
highest efficiency when the number of signatures is ten. 

2.3   Identifier Construction 

The identifier construction uses signatures to formulate a similarity scoring function. 
When there is a query sequence, the scoring function is used to estimate the 
significance of each identification class (SimScore). If the SimScore of any class is 
maximal, the query is identified as a member of the class. On the other hand, if 
SimScore of every class is zero; the query is not assigned to any classes. Assume that 
we pass a query through an identification system; the system is performed as follows: 

Step I: Set the SimScore of every identification class to zero. 

Step II: Generate patterns of the query sequence according to the n-gram method 
using the same n-value as the one used in the signature generation process. 

Step III: Match between patterns generated by the query sequence and signatures of 
every identification class. If a match occurs in any identification class; the SimScore 
of the class is added one point (the matching is accepted with one mutation). For 
example, a pattern ACGTC matches to a signature ACGAC, with one mutation at 
position 4 (T of the pattern and the second A of the signature). 

Step IV: Assign the query sequence to a class which has the highest SimScore, or not 
assign it to any classes, if the SimScore of every class is zero. 

For instance of measuring the SimScore, let X be a query sequence with cardinality 
m. Let 

dxxx ppp ...,
21

 be a set of d (m-n+1) n-gram patterns generated by the query 

sequence.  Let 
eyyy sss ...,

21
 be a set of e signatures in an identification class Y. Then, 

sim(px,sy) is a similarity score of a pattern px and a signature sy, where sim(px,sy) is 1, if 
px is similar to sy (with one mutation accepted), and sim(px,sy) is 0, if not similar. The 
similarity score of an identification class Y, denoted SimScore(X,Y), is a summation of 
similarity scores of every pattern px and every signature sy as 

.),(),(
1,1 ≤≤≤≤

=
ejdi

yx ji
spsimYXSimScore  

(1) 

2.4   Performance Evaluation 

Evaluation process is to assess the performances of identifiers over the set of test data. 
Our studies evaluate the performances of the identifiers by applying them to 
distinguish the diverse types of DNA sequences in the test data. We use a common 
strategy, Accuracy, for evaluating the identification system [12]. The Accuracy is the 
ratio of the number of sequences correctly identified to the total number of test 
sequences formulated as follows: 

100%.
SequencesTestofNumberTotal

IdentifiedCorrectlySequencesofNumber
Accuracy ×=  (2) 
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3   Experiments 

3.1   Datasets 

The datasets of our experiments are selected from the Genbank genome database of 
National Center for Biotechnology Information (NCBI) [2]. We use DNA sequences 
of three organisms, Influenza A virus, Rotavirus and Hepatitis B virus, as the datasets 
for evaluating the performances of the identifiers. There are three datasets of the 
experiments created by the three different organisms. A characteristic of these 
organisms are suitable for testing the performances, because each organism is 
distinctly divided into various segments which have different gene in each segment. 
The approximate length of each complete gene is between 500-2,400 bases. 

Dataset I composes of 960 (120*8) sequences which are randomly picked from 120 
sequences of eight inner genes of Influenza A virus. Dataset II comprises 240 (60*4) 
sequences which are randomly picked from 60 sequences of four inner genes of 
Rotavirus. Dataset III composes of 120 (60*2) sequences which are randomly 
selected from 60 sequences of two inner genes of Hepatitis B virus. That the numbers 
of sequences of Dataset II and III are less than the Dataset I is due to the lower actual 
data collection in the Genbank genome database. 

Each dataset is separated into two groups: training set and test set. One-third of 
each dataset is generally used for the test set and the rest for the training set. Our 
identification system discovers signatures and constructs the identifiers using the 
training set only and then evaluates the performances of identifiers in the test set. 

3.2   Results and Discussion 

In our experiments, we compare the performances of the identifiers by distinguishing 
the inner genes of three organisms. Each identifier is produced by different sets of 
signatures which each set derives from the use of one n-value of n-gram and one 
statistics-based model. The n-values used in experiments are ranged from 1 to 24 and 
there are six statistics-based models. First, we evaluate the performances of identifiers 
on the Dataset I of Influenza A virus. The experimental results as illustrated in Fig. 3 
show that the identifiers are averagely reliable with 95% accuracy, when n-values of 
n-gram is between 5 and 14 in almost all models, except the Information Gain. For 
shorter than 5-gram, the accuracy varies and is poor in every model; whereas in the 
case of longer than 14-gram, the accuracy is 10% less than the one used in the 5- to 
14-gram signatures in every model, nevertheless they are quite stable and good. 
Additionally, the peak accuracy provided is up to 100% at 11-gram in several models. 

Following the experimental results, the models solely based on the frequencies of 
patterns, such as TF and TF-IDF, achieve good results; whereas the ones based on 
class distribution depend on the length of n-gram signatures and the criteria used in 
the models. The models using only the pattern presence produce good identifiers, 
while the model based on the pattern absence, such as IG, produces identifiers which 
provide lower performance than the other models, when the lengths of signatures are 
ranged from 1- to 14-grams; those which are longer than the 14-gram, the IG model 
gets the same performance as the others. Comparing the significance of every pattern, 
generated by the 1- to 14-grams, uses frequencies of both pattern presence (p) and 
pattern absence ( p ) which bring about unbalanced class and pattern score 
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distribution, while those which are longer than 14-gram, the comparison mainly uses 
frequencies of the pattern presence only since the frequencies of pattern absence of all 
the patterns are similar that are very high, because of too high pattern distribution. 
The high pattern distribution in long patterns (>14-gram) occurs from the large 
number of possible patterns (>414 possible patterns) and the low probability of the 
same pattern occurrence. Hence, the performance of model using pattern absence in 
the long signatures is comparable with the performance of the other models based on 
class distribution owing to depending on the same only pattern presence. 
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Fig. 3. The performances of identifiers constructed by signatures using diverse n-grams and six 
statistics-based models on distinguishing the eight inner genes of Influenza A virus 

The statistical analysis of signature discovery works well to identify the eight 
inner genes of Influenza A virus. The interesting question is whether the performance 
changes for arbitrarily chosen DNA sequences or the different numbers of classes of 
identification or not. Next, we test our model on the Dataset II of Rotavirus which is 
four-class identification. The experimental results are depicted in Fig. 4. The results 
show that our model succeeds in the same way as tested on the Influenza sequences. 
The identifiers, constructed by 5- to 9-gram signatures, are achievable with 
approximately 95% accuracy in almost all models, except the Information Gain. 
Moreover, the peak accuracy rises up to 100% at 7-gram in several models. For 
shorter than 5-gram, the accuracy varies and is poor in every model; while for longer 
than 9-gram, the accuracy is less than the 5- to 9-grams, but it is still stable and 
good. 

Notice that, following the results of Rotavirus, the use of IG model gets the same 
performance as the use of the other models, when the signatures are longer than 9-
gram, while in the Influenza virus, IG model is comparable with the other models, 
when the signatures are longer than 14-gram. As discussed above, that the IG gets 
the same performance as other models is due to the too high pattern distribution. Too 
high pattern distribution occurs from the low probability of the same pattern 
occurrence. We found that the less the number of classes is, the lower the same 
pattern occurrence gets. Hence, the pattern distribution of four-class identification of 
Rotavirus is higher than the pattern distribution of eight-class identification of 
Influenza virus at the same n-gram and too high since 10-gram. That is why the 
performance of use of IG model in the Rotavirus is comparable with the use of the 
other models since the 10-gram. 
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Fig. 4. The performances of identifiers constructed by signatures using diverse n-grams and six 
statistics-based models on distinguishing the four inner genes of Rotavirus 
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Fig. 5. The performances of identifiers constructed by signatures using diverse n-grams and six 
statistics-based models on distinguishing the two inner genes of Hepatitis B virus 

Finally, we test our model on two-class identification of Hepatitis B virus in the 
Dataset III. The experiments also succeed in the same way as two previous 
organisms as illustrated in Fig. 5. The identifiers, constructed from 5- to 14-gram 
signatures, are achievable with approximately 95% accuracy in most statistics-based 
models, except the Information Gain owing to the previous reason. In addition, the 
accuracy provides up to 100% between 7- to 14-grams in several models. For shorter 
than 5-gram, the accuracy varies and is poor in every model; while longer than 14-
gram, the accuracy is less than the use of the 5- to 14-grams, nevertheless it is also 
stable and good. 

From all the experiments, the difference of organisms has no effect to the 
performances of identifiers; while the different numbers of classes slightly affect. 
Solely the use of IG is changed in a small range of n-grams. Our model works well on 
the diverse DNA sequences and the different numbers of identification classes. 

Additionally, we compare our model with BLAST [7], the most well-known tool 
using an alignment technique. We use 640 training sequences for identifier 
construction and then distinguish 2,000 test sequences of inner genes of Influenza 
virus. The results showed that an accuracy of BLAST is 2% higher than our model; 
however its processing time is obviously higher, 87.96 seconds. The total time of our 
model is only 4.53 seconds, pre-processing time (1.28 seconds) and processing time 
(3.25 seconds). The speedup of our model is 27 times as fast as the BLAST. 
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4   Conclusion 

The acquisition of an intelligent and low computation method is one of the most 
significant tasks of identification since the existing research projects apply a high 
computation method for accomplishing in the target concept of identification, such as 
projects based on alignments. We hereby propose a new model for accurately 
identifying DNA sequences in shorter time. The model applies an n-gram method and 
statistics-based models to discover one of the intelligent data in biological sequences, 
called “Signatures”, as inputs of the identification system. The signatures derive from 
the best combination of the n-grams and the statistics-based models. The experimental 
results showed that several identifiers provide accuracy over 95% and up to 100%, 
when they are constructed by signatures using the appropriate n-grams and statistics-
based models. Moreover, the identifiers work well on various organisms and the 
different numbers of identification classes, and also require low computation time. 
The proposed model is accomplished in the construction of powerful identifiers. 
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Abstract. It is difficult to build a gene regulatory network directly. So
the main interest focuses on the gene-gene regulation relationship mining,
which reveals an active or repressive action from one gene to another.
The previous methods, such as Event Method,Edge Detection Method,q-
cluster method, didn’t solve the gene regulatory relationship with a great
succeed. In this paper, we propose a new method by introducing several
more relational techniques. The results demonstrate the complete and
detailed information between the genes.The data set and software will
be available upon request.

1 Introduction

With the explosively rapid development of DNA microarray technologies in re-
cent years, biologists have been able to attain the expression levels of thousands
of genes simultaneously during biological processes, which contain information
to facilitate the study of genome. In order to build an integrated and compre-
hensive gene regulatory network, we need to know the regulatory relationship
between genes by a manual experimental method in the earlier times or the
widely used DNA microarray method contrasted much more efficient than the
former. A genetic regulatory network is a system in which proteins and genes
bind to each other to form regulators, and affect the expression levels of the reg-
ulated genes by binding to their promoters. The regulations are mainly divided
into two types: activation and inhibition. In an activation process, the increase
of certain genes’ expression level will increase some other down-stream genes’
expression level in a certain biological process, while in an inhibition process, an
increase of some genes’ expression level will result in a decrease in the expression
level of some other genes. Intuitively, there exists a time lag in the previous two
regulatory processes, but a co-regulatory mechanism also works widely, in which
some genes express simultaneously with an increase or decrease, and an obvious
time lag may not exist.
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There have been a number of approaches for extracting regulation informa-
tion from microarray data.The Cross-Correlation Function method [1] makes
modification of the traditional Pearson Correlation Coefficient Method for time
factors, but this method can only give the global similarity between gene vari-
ables, not sometime the local similarity. The Bayesian Network [2] tries to di-
rectly build a gene regulatory network, but its high computational cost make it
impractical. The Edge Detection Method [3] tries to find the main changing in
expression level (edge) and gives a score by comparing between two genes, which
will lose information when two edges are far apart. Another method is Domi-
nant Spectral Component Method [4], which decomposes the time series data into
frequency components and attains the correlation by summing all the scaled sub-
correlation. The Event method [5] discretizes time series expression level into a
string of discrete events—- R(Rising), F (Falling) & C(No changing), and gives
each gene pair a score by applying Needleman-Wunsch alignment algorithm,
which can lose useful information when discretizing and only give the global
similarity score. And the last method is called q-clusters method [6], by using a
similar discretizing method inEvent Method, which puts all genes to all accept-
able gene clusters, predefined by event pattern, to form the q-clusters. Genes in
the same q-cluster will share a local event pattern. But this method will generate
too much redundant information for a small fixed-length event pattern.

Our work tries to give a better method to mine gene regulatory relationship
information. In order to consider both the global and local regulation possibility
and time series factor, we will give a matrix to mine the regulation pattern, which
can find the regulation pattern as long as possible, ranging from the minimum
length to the global length. And this method is based on the introduction of
a new standard to discretize the gene expression level data for preventing the
lost of information, from which we define a match matrix for later matching.
And in fact, by applying our method on the microarray data, we get a good
experiment result and the analysis will be presented in detail. Compared with
the q-clusters method and the event method, our method can produce all the
gene regulatory information they generated, and beat them when comparing
the results with the known gene regulatory information attained by manual
biological experiments.

2 Methods to Mine Gene Regulatory Relationships

In this section we will present our method in detail. We will introduce the data
source and some techniques to preprocess the given microarray data in the first
subsection. In the following subsection, we will transform the original data by
the new standard. After that, we will perform the matching between genes, and
at last, the method will generate the required information.

2.1 Data Source

We use the earliest gene expression data which is accessible at Paul T. Spell-
man’s website [7]. The data are mainly attained by three independent experi-
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ments for synchronized reasons: factor arrest, elutriation and arrest of a cdc15
temperature-sensitive mutant, which consists of all the 6178Yeast ORFs. By us-
ing the Fourier algorithm and the co-relation function we get 800 target genes’
expression level data involved in cell-cycle. With additional 9 genes reported by
other papers but not found here, we have a DNA microarray data consisting
of 809 genes with 73 condition points totally for 4 independent synchronized
biological experiments to run our method.

2.2 Data Transformation

The preprocessing of the data is to deal with the NaN value, generated for
reasons of sampling, experiments or other noises. We will discard the genes with
too much NaN and fill the genes with the number ofNaN less than a customized
MaxNaNNumber. We can fill a NaN with a randomized value in a range, or
calculate a local average value for it which takes the nearby neighboring values
into account, or a regression method will works better but costs high. Here we
apply the local average value method, which will calculate a local average to fill
the NaN and relatively is more rational.

We denote the gene expression level data to be matrix Gm×n with float
point values, and each row of G is the expression level data of a gene, which has
n condition points. Our aim is to transform Gm×n to be matrix Em×(n−1). E
stands for the changing tendency matrix with symbol values.

The first step of transformation is to discretization. We define the set of
changing tendencies, denoted by 1, 0,−1, P,N ; 1 means an increase of gene ex-
pression level between two neighboring condition points, 0 means no change, −1
means a decrease.And compared with methods in previous papers, we define two
more changing tendency classes:the P means a increase but not strong, and N
means a decrease but weak. Such that we can deal with the noisy signal and
preserve valuable information. There is another reason to support such an in-
troduction. For example, if the expression of gene i at condition t is as high as
1, and at condition t + 1 is 1.9, then by equation (1) which is used to calculate
the changing tendency by comparing the result with the thresholds. the result
(1.9-1)/1=0.9 is smaller than the threshold 1(usually 1 for positive result and -1
for negative result), no changing will be assigned, but obviously it is an increase,
so here we think a P will be more rational.

Tendency =
Gi,j+1 −Gi,j

|Gi,j |
(1)

It is the same reason for the introduction of N . The results of our method at
the end of this paper also show that it is reasonable to introduce such a fuzzy
concept to deal data discretizaion.

The second step is applying the rules in (2) on matrix G and attain the
temporary matrix E′ and the last step is applying (3) on the matrix E′ and
finally get the matrix E.(t in (3) is an empirically assigned value, and usually
set 1.0.)
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E′
i,j =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
1, if Gi,j = 0 & Gi,j+1 > 0,
−1, if Gi,j = 0 & Gi,j+1 < 0,
0, if Gi,j = 0 & Gi,j+1 = 0,
Gi,j+1−Gi,j

|Gi,j| , if Gi,j <> 0.

(2)

Ei,j =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

1, ifE′
i,j >= t,

−1, if E′
i,j <= −t,

0, if E′
i,j == 0

P, if 0 < E′
i,j < t,

N, if −t < E′
i,j < 0.

(3)

A simple example explains the operation of the data transformation as follows.
The first row of Tab.1 is the conditions of the gene expression level, and here
means different time points. The first column of Tab.1 list two genes AAC3 and
ABF1 from previously described Yeast gene expression level data with the first
11 condition points for editing reasons. And the value in the table represents
gene expression level of corresponding gene in corresponding time point. And in
Tab.2 we get the transformed matrix.

Table 1. Original Matrix G

C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11

AAC3 -0.01 -0.41 0.08 0.09 0.41 -0.1 0.43 -0.71 0.22 0.27 -0.08
ABF1 -0.99 -0.47 -0.13 0.42 -0.08 0.57 -0.01 0.26 -0.2 0.24 -0.38

Table 2. Transformed Matrix E

C1,2 C2,3 C3,4 C4,5 C5,6 C6,7 C7,8 C8,9 C9,10 C10,11

AAC3 -1 1 P 1 -1 1 -1 1 P -1
ABF1 P P 1 -1 1 -1 1 -1 1 -1

2.3 Pattern Matching

In order to find the regulation relationship between genes, we need to compare
the genes in the transformed matrix E, so that we can get the local or global
matching information and mine the regulation relationship. We call our method
to be matching matrix method, because we’ll mine the regulation information by
using a matching matrix.We define the pattern matching matrix in Tab.3 which
will be used later.

Here we give a brief explanation, that the first column and the first row of
Tab.3 are the five kinds changing tendency. And we define the Ti,j in Tab.3 to be
the corresponding matching result between the ith changing tendency in the first
column and the jth changing tendency in the first row. The matching results
form a set +,−, S,D, 0, here + means a exact positive match and − means a
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Table 3. Matching Table

1 -1 P N 0
1 + - S D 0
-1 - + D S 0
P S D S D S
N D S D S D
0 0 0 S D +

Table 4. An example of pattern matching

-1 1 P 1 -1 1 -1 1 P -1
P D S + D S D S D S D
P D S S D S D S D S N
1 - + S + - + - + S -
-1 + - D - + - + - D +
1 - + S + - + - + S -
-1 + - D - + - + - D +
1 - + S + - + - + S -
-1 + - D - + - + - D +
1 - + S + - + - + S -
-1 + - D - + - + - D +

exact negative match, S means a fuzzy positive a match while D means a fuzzy
negative match, and the 0 means no match. Our aim is to build a matching
matrix for each pair of genes. Tab.4 gives an example of the usage of Tab.3. The
first row is the gene AAC3 and the first column is gene ABF1.

2.4 Regulation Relationship Mining

In this section we will mine the regulation relationship between two genes. By
using Tab.3, we can get a matching table of each gene pair, as Tab.4. We define
two languages: L1 = {+, S}∗ and L2 = {−, D}∗, and our aim is to find all
possible pattern p belonging to L1 or L2. The length of p is the number of
symbols, noted by |p|, which must satisfy a customized minimum. For example,
p1 = {+++++SS+++} belongs to L1, and p2 = {DDD−−−−−DD−−−}
belongs to L2, here |p1| = 10 and |p2| = 13. If we find that a pattern p belongs to
L1 or L2, the two genes may have a potential regulation relationship. Usually 6
is the shortest requirement for an acceptable pattern[8], because a pattern with
length lessen than 6 has a high random probability between two genes, which
may result a high imprecise.

Using a table like Tab.4, we can mine all possible regulation information.
Denote Tab.4 to be Rm×m, here m=11 and the index is based on 0. We check
all the cells on all slope lines of the matrix parallelized to the diagonal from
R[0, 0] to R[10, 10] separately. For example we find two p1 =′′ SS+++++′′, p1
belonging to L1 and |p1| = 7; the cells are bolded in Tab.4. And we can further
mine some useful information about regulation such as the start position of the
genes and the original pattern. Taking p1for example, R[1, 2] =′ S′, we can infer
the start position of the two genes are 1 and 2 respectively. Because the pattern
length is 7, so the original pattern of the two genes are ′′PP1(−1)1(−1)1′′ and
′′1P1(−1)1(−1)1′′ respectively. And we can put all the genes sharing a common
pattern together to form a gene cluster for further analysis.

Because we use symbols S and D here, which means a potential match or
potential opposite match respectively. Consider such a pattern ′′SSSS+SS+′′,
which contains too much S and causes a doubt about its precise. A brute method
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to distinguish a ”good” or a ”bad” pattern is to constrain the number of ′S′ or
′D′ in the pattern, if the number exceed a customized threshold, drop it out.
Another method is to calculate a confidence degree for each found pattern by
scoring differently. We assign 1 to each ′+′ and ′−′, and 0.5 ′S′ and ′D′, such that
a pattern’s confidence degree is calculated as follows:first we score the pattern we
found and then divide it by the length of the pattern.For example, the pattern
p is ′′ + + + +SSS + + + +′′, then the score is 1× 8 + 0.5× 3=9.5, while |p| is
11, such that the confidence is 9.5/11 ≈ 0.86. We can set a confidence threshold
to skip some results you don’t need.

3 Experiment Results

The method can find potential co-regulatory gene pairs. The co-regulatory gene
pairs usually have a series of common changing tendencies, globally or locally,
which have the same start condition point and a similar changing tendency fol-
lows at each corresponding point. If there are some genes having a co-regulatory
gene relationship with the same start condition point and length of common
pattern, we can put them into the same gene cluster, such that we can infer
these genes involving in the same biological process with the similar biologi-
cal functions. Fig.1 demonstrates that the three genes—— ADH2, ASN2 and
ERG10—— are co-regulated all with start condition point 1 and last 18 points
with their original expression level, scaling from -1 to 1. The common pattern
between ADH2 and ASN2 is + + S + + + SS + + +S + ++, while the common
pattern between ADH2 and ERG10 is + + +S + +SS + S + S + + + ++, such
that a gene cluster with a same expression profile, globally or locally, will be
naturally founded.

The method can find potential activation and inhibition regulation types, and
also give the time lag between the regulator and the regulated or the inhibitor
and the inhibited. The potential activation regulation relationship between gene
pairs must have a matching result only containing symbols ′+′ and ′S′ and

Fig. 1. Gene co-regulation sample
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Table 5

GeneName Start Length Matched Pattern
ADH2 1
HNM1 3

15 + + + + + + SS + SSS + ++

Fig. 2. Gene activating regulation sample

satisfying a minimum matching length, while a potential inhibition regulation
relationship means a matching pattern only consisting of ′−′ and ′D′. And usu-
ally the gene with the smaller start regulatory point should be the activator and
the gene with bigger start time corresponds to the activated, and it is the same
with the inhibition regulation relationship. Tab.5 records the matching result of
gene ADH2 and HNM1. Obviously, this is the activating regulation with the
activator being gene ADH2, which has a smaller start condition point compared
with the activated, and there is a 2 time unit delay between the genes.

The upper of the Fig.2 is the matching result of the locally matched pattern
with the length 15 and the bottom is the whole expression profile of the two
genes.

Tab.6 records the matching result between gene HIS5 and gene RIM101. The
matched pattern show that it’s an inhibitory regulation, with the inhibitor gene
being RIM101 and the inhibited HIS5, and the time lag is 1 because the start
point of gene RIM101 is 1 time unit earlier than the start point of gene HIS5.

The plot of the two genes’ expression profile and regulatory pattern is showed
in Fig.3. The upper of Fig.3 is the locally matched pattern of the two genes, which
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Table 6

GeneName Start Length Matched Pattern
HIS5 2

RIM101 1
16 DD − − − D − − − −DD − D − −

Fig. 3. Gene inhibitory regulation sample

is a inhibitory regulation with regulatory length 16, while at the bottom is the
whole expression level profile of the two genes. And the start regulation point
of gene RIM101 is condition point 1, while the start regulation point of gene
HIS5 is 2.

The method can use the microarray data more efficient by introducing a
more detailed discretized standard compared with traditional approaches only
with 1, -1, & 0 used in the paper [6] or the three Event kinds R, F , C used in [5],
where the three event kinds correspond to the 1, -1 and 0 respectively. And also
our method can concurrently gain the global and local regulation information,
without a fixed length pattern compared with other methods, for example in
[6]the pattern length is fixed to 7 and in [5] the detection is applied to the
whole expression level. We specially apply our method to the alpha data set
which includes 288 genes and 18 condition points with the minimum pattern
length being 6 and no ′S′ and ′D′ restriction, and there are totally 439 proved
regulation relationships by biologist, including 343 positive regulations and 96
negative regulations[8]. The results shows we can find more than 70% of these
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Type Regulator  Regulated Start1 Start2  Pattern             Type Inhibitor Inhibited Start1 Start2 Pattern

’+’ ’GCN4’    ’ADE4’   8      8   PPPP1P1P1P       ’-’ ’ACC1’    ’PHO5’   1      1    NNNNNNNN

’+’ ’GCN4’    ’ARG1’   1      8   PPP1PP11         ’-’ ’CBF1’    ’CYC1’   8     11    N------

’+’ ’GCN4’    ’ARG2’   3      8   1111PP           ’-’ ’CBF1’    ’CYT1’   7     8     NN--N---

’+’ ’GCN4’    ’ARG3’   4      4   11111PP          ’-’ ’CBF1’    ’MET17’  7     10    NNNNNNN-

’+’ ’GCN4’    ’ARG4’   11     11  PPP1P1P          ’-’ ’CBF1’    ’QCR8’   6     9     NNNN-NNN-

’+’ ’GCN4’    ’ARO3’   1      8   11111111P        ’-’ ’FUS3’    ’CDC28’  3      6     NNN---NN

’+’ ’GCN4’    ’ARO4’   1      6   111PPPP1         ’-’ ’GCN3’    ’GCD1’   6     9     N----N--N

’+’ ’GCN4’    ’ARO7’   3      3   1PPP111          ’-’ ’MIG1’    ’CAT8’   1     5     NN-N--N

’+’ ’GCN4’    ’ASN2’   1      8   11111111         ’-’ ’RAS2’    ’TRX2’   3     1     N----N

’+’ ’GCN4’    ’GCV3’   1      12  11111P           ’-’ ’RGR1’    ’IME1’   7     2     N------NN

’+’ ’GCN4’    ’GLN1’   2      5   P11PPP           ’-’ ’SIN4’    ’IME1’   1     2     N------N

’+’ ’GCN4’    ’GLT1’   3      7   11P111           ’-’ ’TUP1’    ’CYC1’   2     10    N-----N

’+’ ’GCN4’    ’HIS3’   10     10  P11PPPP          ’-’ ’TUP1’    ’HXT4’   3     3     -N---N-

’+’ ’GCN4’    ’HIS4’   1      2   PP111P           ’-’ ’TUP1’    ’ROX1’   1     11    NN-----

Fig. 4. Some mined regulation samples

regulations, and a less than 30% miss. It is similar when use the method to
the cdc28 data set, consisting of 352 genes and 17 condition points. But for the
q-cluster method in [6] and the Event Method in [5], this is not the case, and the
results show that they may find nothing. The reason is that the found patterns
always include S and D, so that it is not suitable for these methods to mine
these information by a rigid discretization method and the results also prove our
theoretical analysis.

Fig.4 shows some picked regulation between genes which have been proved
and found by our methods. Each row of the Fig.4 represents a regulation between
two genes except the first row. And in the first row, the symbols ′+′ and ′−′ in the
′Type′ column mean activating regulation and inhibitory regulation respectively.
The following two columns stand for the regulator and the regulated or the
inhibitor and the inhibited for the negative regulation. Then follow the two start
regulation points of the regulator and the regulated respectively. And the last
column is the corresponding matched pattern.

4 Discussion

In this paper, we have proposed a new method to mine the gene regulation
relationship to serve for the building of a genetic regulation network, which can
systematicly explain some biological process and help people comprehend the
function of certain genes. Compared with the previous methods, we improve the
precise of the discretization of the gene expression level values by introducing
a new classifying standard to gain more information between gene pairs, as
well as focus our method on the local expression profile without a fixed length
pattern but satisfying a minimum threshold, for it is time series data and a
regulatory pattern’s varies among a range. And we have run experiments on the
Y east gene expression level data set and compared the result with the known
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regulation types attained by biologists’ manual experiments. The results show
our approach delivers useful results and gives a competitive tool that facilitates
the further study of gene network.
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Abstract. This paper proposes a method of detecting shot transitions by com-
pensating for motions contained in video sequences. The proposed method de-
tects shot transitions including cuts, fades, and dissolves after compensating for 
global motions (camera motions) and eliminating local motions (moving ob-
jects), so that our approach prevents false positives caused by those motions. 
Experimental results show that our method works as a promising solution. 

1   Introduction 

For the automatic content analysis and efficient browsing of video, it is necessary to 
split the video sequences into more manageable segments. A camera shot may be a 
good candidate for such segmentation. To detect the shot transitions automatically, 
various computer vision techniques have recently received increasing attention [1]. 

Multimedia researchers, working on shot transition detection, proposed different 
detection techniques [2-4]. The histogram-based method computes gray or color his-
tograms of consecutive frames to detect shot transitions [2]. The edge-based method 
detects various shot transitions by looking at the relative values of entering and exit-
ing edge percentages [3]. In the method using motion vectors, the motion compensa-
tion error provides a distance measure between two successive frames for detecting 
shot transitions [4]. However, most of the existing techniques work in restricted situa-
tions and lack robustness, since they do not consider motions included in video. These 
motions make chromatic changes between two consecutive frames and they do not 
mean shot transitions. However, many existing detection methods regard them as shot 
transitions. Therefore, we may have false positives if we do not compensate for those 
motions before detecting shot transitions. 

To deal with these limitations, we propose a motion-compensated approach for de-
tecting shot transitions in video sequences. The proposed method detects and classifies 
shot transitions including cuts, fades, and dissolves after compensating for global mo-
tions and eliminating local motions. Our algorithm has three main modules: a motion 
estimation module, a feature extraction module, and a shot transition detection module. 

2   Feature Extraction 

To estimate global and local motions, we first extract motion vectors with the size-
variable block matching [5], and the extracted motion vectors are then applied to the 
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adaptive robust estimation method [6]. After estimating motions from images, we 
extract image features. We use the HSI color model to represent a color in terms of 
hue, saturation, and intensity. Our feature set includes three different types of meas-
ures on frame differencing and changes in color attributes, and one coherency meas-
ure on camera motions. The first feature is the correlation measure of hues and inten-
sities between two consecutive frames as in (1). If two consecutive frames are similar 
in terms of the distribution of hues and intensities, it is very likely that they belong to 
a same scene. In (1), the α and β are weights that control the importance of related 
terms. We assign a higher weight to α, as hues are less sensitive to illumination than 
intensities are. Block Hue Mean (BHM) denotes the average of block hues and Image 
Hue Mean (IHM) denotes the average of image hues, respectively. 

corrcorrcorr IHF ×+×= βα                          (1) 
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value of the starting position of the i-th block. n denotes the size of a block, N denotes 
the total number of blocks, and wi denotes the weight of the i-th block that was com-
puted in the adaptive robust estimation. The weight of non-outlier blocks has a value 
of 1, and the weight of outlier blocks has a value of 0. ui and vi denote the horizontal 
and vertical components of the motion vector of the i-th block, which are to compen-
sate camera motions. Icorr is defined in the similar way. 
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The second feature is used to evaluate how intensities of successive frames vary in 
the course of time. During  fade, frames have their intensities multiplied by some 
value of δ. A fade in forces δ to increase from 0 to 1, while a fade out forces δ to 
decrease from 1 to 0. In other words, overall intensities of frames transit toward a 
constant. The speed with which δ changes controls the fade rate. To detect such a 
variation, we define a ratio of overall intensity variations as in (3). 
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In (3), Imax denotes the maximum value of intensity. The Fratio ranges from –1 to 1, 
revealing whether frames become bright or dark. It has negative values during a fade 
out and positive values during a fade in, while the magnitude of the values approaches 
to 1. On the other hand, the ratio remains unvaried during a normal situation. 

The third feature is used to evaluate the differences of hues, intensities and satura-
tions between two consecutive frames. A dissolve occurs when one scene fades out 
and another scene fades in. During a dissolve, hues, intensities and saturations change 
very slowly. To detect such a variation, we define a sum of differences of HIS color 
components as in (4). 

AdiffAdiffAdiffdiff SIHF ⋅+⋅+⋅= γβα            (4) 
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In (4), ),( yxBS i
t  denotes the saturation value of the starting position of the i-th 

block, and Smax denotes the maximum value of saturation. Fdiff has a value between 0 
and 1. If it is close to 1, the probability of a dissolve gets high. On the other hand, if it 
is close to 0, the probability of a dissolve gets low. IAdiff and SAdiff are defined in the 
similar to HAdiff . 

The fourth feature is used to evaluate the coherency of motion vectors obtained be-
tween two consecutive frames. In general, motion vectors from images containing 
camera motions show regular patterns. On the other hand, if images contain shot tran-
sitions, their motion vectors show irregular patterns. To reflect such a situation, we 
define a coherency measure of camera motions as in (5). For that measure, we use the 
error of camera motion parameters estimated in the adaptive robust estimation. 

[ ]
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−⋅=
N
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iiiicamera yxyywF

1

2' ),,( a            (5) 

In (5), Fcamera has a value greater than or equal to 0. The probability of a shot tran-
sition occurrence gets high when Fcamera’s value is large. 
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3   Shot Transition Inference 

In this section, we present a technique to infer shot transitions by using rules contain-
ing certain factors. The certainty factor was pioneered in the MYCIN system, which 
attempts to recommend appropriate therapies for patients with bacterial infections [7]. 
We first set five types of hypotheses as shown in the following: 

(1) H1: Shot transitions do not occur  [STAY] 
(2) H2: A cut occurs    [CUT] 
(3) H3: A fade in occurs   [FADE IN] 
(4) H4: A fade out occurs   [FADE OUT] 
(5) H5: A dissolve occurs   [DISSOLVE] 

We then define the certainty factor of each feature to generate rules on shot transi-
tions. We use a heuristic method to define them. Certainty factors of Fcorr, Fdissolve and 
Fcamera are defined with two levels, low and high, and those of Ffade are defined with 
three levels, low, medium, and high. 

We generate the rules on each shot transition using certainty factors as in (6) 

IF High(Fcorr) AND Low(Fcamera) THEN STAY  CF = 0.8          (6) 

IF High(Fcorr) AND Low(Fdiff) THEN STAY   CF = 0.5 

IF Low(Fcorr) AND High(Fcamera) THEN CUT  CF = 0.8 

IF High(Fcorr) AND Low(Fratio) THEN FADE IN  CF = 0.95 

IF High(Fcorr) AND Low(Fratio) THEN FADE OUT  CF = 0.95 

IF High(Fcorr) AND High(Fdiff) THEN DISSOLVE  CF = 0.8 

IF High(Fdiff) AND High(Fcamera) THEN DISSOLVE  CF = 0.5 

In (6), we do not consider the coherency feature of camera motions in generating 
the rules on fades, since the feature shows an irregular pattern when a fade occurs. 
The certainty factor of each rule is also defined through a heuristic method. We com-
pute certainty factors on all the rules and select the hypothesis of the rule that has the 
maximum probability of occurrence as the final shot transition. 

4   Experimental Results and Conclusions 

To verify the performance of the proposed method, a number of experiments had been 
carried out with various video data including music videos, documentaries, movies, 
news, cartoons, advertisements, and so on. We selected a number of mpeg files that 
contained shot transitions with camera motions and moving object motions, then 
concatenated them into one mpeg file. It includes 65 cuts, 8 fades, and 8 dissolves. 

We compared the performance of our suggested approach with the approaches 
based on the histogram-based method [2], the edge-based method [3], and the motion 
vector-based method [4]. Table 1 summarizes the comparison in terms of accuracy, 
where Nc denotes the number of shot transitions that are detected correctly, Nm de-
notes the number of misses, and Nf denotes the number of false positives. The ex-
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periment results showed that the proposed method performed better than others. We 
attribute excellent image features extracted from motion-compensated image se-
quences as the main reason for the better performance. 

Table 1. Accuracy of shot transition detection 

Cut Fade in(out) Dissolve 
Method 

Nc Nm Nf Nc Nm Nf Nc Nm Nf 

Histogram-based 61 4 7 4(4) 4(4) 3(2) 2 6 2 

Edge-based 62 3 6 7(7) 1(1) 2(3) 5 3 2 

MV-based 62 3 4 5(6) 3(2) 4(3) 4 4 3 

Proposed method 64 1 3 8(8) 0(0) 0(0) 7 1 1 

 

Fig. 1. Compensating camera motions 

Fig. 1 shows one example of compensating camera motions. Fig. 1 (a) and (b) are 
two consecutive images including camera tilting operation. We can clearly see that  
the positions of the person’s chin in Fig. 1 (a) and (b) are not the same, but they be-
come the same in Fig. 1 (c) and (d), where we compensated the image t by the camera 
tilting motion obtained with the adaptive robust estimation. With the help of such 
motion compensation, our detection method prevents false positives.  
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We proposed a shot transition detection method that compensates motions included 
in video. We first extracted motion vectors from two consecutive frames by using 
the size-variable block matching and then applied them to the adaptive robust esti-
mation method to estimate the global motions and eliminate local motions. We 
extracted image features after compensating input images by using the estimated 
global motion, and then inferred shot transitions using certainty factors. 

To sum up, our proposed approach is a promising solution for detecting shot 
transitions, although results can vary depending on the involved features. In the 
future, we plan to generate the certainty factors of features and the rules on each 
shot transition automatically. 
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Abstract. In this paper, we investigate how the seemingly chaotic be-
havior of stock markets could be well represented using neural network,
TS fuzzy system and hierarchical TS fuzzy techniques. To demonstrate
the different techniques, we considered Nasdaq−100 index of Nasdaq
Stock MarketSM and the S&P CNX NIFTY stock index. We analyzed 7
year’s Nasdaq 100 main index values and 4 year’s NIFTY index values.
The parameters of the different techniques are optimized by the parti-
cle swarm optimization algorithm. This paper briefly explains how the
different learning paradigms could be formulated using various meth-
ods and then investigates whether they can provide the required level
of performance, which are sufficiently good and robust so as to provide
a reliable forecast model for stock market indices. Experiment results
reveal that all the models considered could represent the stock indices
behavior very accurately.

1 Introduction

During the last decade, stocks and futures traders have come to rely upon various
types of intelligent systems to make trading decisions [1]. Several intelligent sys-
tems have in recent years been developed for modelling expertise, decision sup-
port and complicated automation tasks etc[2][3]. In this paper, we analyzed the
seemingly chaotic behavior of two well-known stock indices namely Nasdaq−100
index of NasdaqSM [4] and the S&P CNX NIFTY stock index [5]. The Nasdaq-
100 index reflects Nasdaq’s largest companies across major industry groups, in-
cluding computer hardware and software, telecommunications, retail/wholesale
trade and biotechnology [4]. The Nasdaq-100 index is a modified capitalization-
weighted index, which is designed to limit domination of the Index by a few
large stocks while generally retaining the capitalization ranking of companies.
Through an investment in Nasdaq-100 index tracking stock, investors can partic-
ipate in the collective performance of many of the Nasdaq stocks that are often
in the news or have become household names. Similarly, S&P CNX NIFTY is
a well-diversified 50 stock index accounting for 25 sectors of the economy [5].
It is used for a variety of purposes such as benchmarking fund portfolios, index
based derivatives and index funds. The CNX Indices are computed using market
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Fig. 1. Left: An example of possible hierarchical TS-FS model with 4 inputs and 3 hier-
archical ayers, Right: the tree structural representation of the corresponding hierarchical
TS-FS model, where the used instruction set is I = {+2, +3, x1, x2, x3, x4}

capitalization weighted method, wherein the level of the Index reflects the total
market value of all the stocks in the index relative to a particular base period.

Our research is to investigate the performance analysis of neural network, TS
Fuzzy system and hierarchical fuzzy system [6] for modelling the Nasdaq−100
and NIFTY stock market indices. We analyzed the Nasdaq−100 index value from
11 January 1995 to 11 January 2002 [4] and the NIFTY index from 01 January
1998 to 03 December 2001 [5]. For both the indices, we divided the entire data
into almost two equal parts. No special rules were used to select the training set
other than ensuring a reasonable representation of the parameter space of the
problem domain [1].

2 Hierarchical TS-FS

A Hierarchical TS Fuzzy Systems (H-TS-FS) not only provide a more complex
and flexible architecture for modelling nonlinear systems, but can also reduce the
size of rule base to some extend. In this paper, finding a proper hierarchical TS-
FS model can be posed as a search problem in the structure and parameter space.
Fig.1(left) shows an example of possible hierarchical TS-FS models with 4 input
variables and 3 hierarchical layers. A hybrid automatic approach has been pro-
posed to optimize the hierarchical TS-FS with a Ant Programming (AP) and PSO
algorithms [6]. In this research, a modified tree-structure based GP-like evolution-
ary algorithm was employed to find a optimal architecture of the H-TS-FS. A tree-
structural based encoding method with specific instruction set is selected for rep-
resenting a hierarchical TS-FS in this research. The output of each non-leaf node
is calculated as a single TS fuzzy sub-model. For this reason the non-leaf node +2
is also called a two-inputs TS fuzzy instruction/operator. Fig.1(right) shows the
corresponding tree structural representation of the hierarchical TS-FS model.

It should be noted that in order to calculate the output of each TS-FS sub-
model (non-leaf node), parameters in the antecedent parts and consequent parts
of the TS-FS submodel should be encoded into the tree. The output of a hi-
erarchical TS-FS tree can be calculated in a recursive way. In this work, the
fitness function used for GP-like evolutionary algorithm and PSO is given by
Root Mean Square Error.

The proposed method interleaves both optimizations. Starting with random
structures and rules’ parameters, it first tries to improve the hierarchical struc-
ture and then as soon as an improved structure is found, it fine tunes its rules’
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Table 1. Empirical comparison of RMSE results for three learning methods

Train Test
NN-PSO Fuzzy-TS H-TS-FS NN-PSO Fuzzy-TS H-TS-FS

Nasdaq 0.02573 0.02634 0.02498 0.01864 0.01924 0.01782
NIFTY 0.01729 0.01895 0.01702 0.01326 0.01468 0.01328

Table 2. Statistical analysis of three learning methods (test data)

Nasdaq NIFTY
NN-PSO Fuzzy-TS H-TS-FS NN-PSO Fuzzy-TS H-TS-FS

CC 0.997704 0.997538 0.997698 0.997079 0.997581 0.0997685
MAP 141.363 156.464 138.736 27.257 30.432 27.087
MAPE 6.528 6.543 6.205 3.092 3.328 3.046

parameters. It then goes back to improving the structure again and, provided
it finds a better structure, it again fine tunes the rules’ parameters. This loop
continues until a satisfactory solution is found or a time limit is reached.

3 Experiments

We considered 7 year’s stock data for Nasdaq-100 Index and 4 year’s for NIFTY
index. Our target is to develop efficient forecast models that could predict the in-
dex value of the following trade day based on the opening, closing and maximum
values of the same on a given day. We used the same training and test data sets
to evaluate the fuzzy TS and hierarchical TS fuzzy models. The assessment of
the prediction performance of the different soft computing paradigms were done
by quantifying the prediction obtained on an independent data set. The Root
Mean Squared Error (RMSE), Maximum Absolute Percentage Error (MAP)
and Mean Absolute Percentage Error (MAPE) and Correlation Coefficient (CC)
were used to study the performance of the trained forecasting model for the test
data. We used instruction sets I = {+2,+3, +4, x0, x1,x2} and I = {+2,+3, . . . ,
+6, x0, x1,x2, x3, x4} for modeling the Nasdaq-100 index and the NIFTY index,
respectively. We used two NN models with network architecture {3-12-1} and
{5-12-1} for modeling the Nasdaq-100 index and the NIFTY index, respectively.
Table 1 summarizes the training and test results achieved for the two stock in-
dices using the three different approaches. The performance analysis is shown in
Table 2. Figures 2 depicts the test results for the one day ahead prediction of
Nasdaq-100 index and NIFTY index respectively.

4 Conclusions

In this paper, we have demonstrated how the chaotic behavior of stock indices
could be well represented by different hybrid learning paradigms. Empirical re-
sults on the two data sets using three different learning models clearly reveal the
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Fig. 2. Test results show the performance of the different methods for modeling
Nasdaq-100 index (left) and the NIFTY index (right)

efficiency of the proposed techniques. A low MAP value is a crucial indicator
for evaluating the stability of a market under unforeseen fluctuations. In the
present example, the predictability assures the fact that the decrease in trade is
only a temporary cyclic variation that is perfectly under control. Our research
was to predict the share price for the following trade day based on the opening,
closing and maximum values of the same on a given day. Our experiment results
indicate that the most prominent parameters that affect share prices are their
immediate opening and closing values. The fluctuations in the share market are
chaotic in the sense that they heavily depend on the values of their immediate
forerunning fluctuations. Long-term trends exist, but are slow variations and
this information is useful for long-term investment strategies. Our study focus
on short term, on floor trades, in which the risk is higher. However, the results
of our study show that even in the seemingly random fluctuations, there is an
underlying deterministic feature that is directly enciphered in the opening, clos-
ing and maximum values of the index of any day making predictability possible.
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Abstract. A purpose of web information service in government agencies and 
public institutions is to provide various kinds of public information to support 
good decision-making of people. However, people, the users of web 
information system of government agencies and public institutions, have 
different information access environments, ability to understand the served 
information and information pursuit desire, and so on. We present a desirable 
web information system of government agency and public institution for 
providing the class of information weakness, disadvantaged users, with the 
personalized web information that make a more profits in their economic 
behaviors.  

1   Introduction 

The website construction of government agencies and public institutions is actively 
propelled because of the e-government implementation. It offers civilians various 
information and service and plays the most important means in the collecting of 
public opinion. According as electronic public information service are expanded, 
government agencies and public institutions should provide public information so that 
all people can easily access electronic administration and public information service 
and take advantage of necessary information regardless of the economical, physically 
handicap and region difference. However, in case the universality of access, use and 
benefit about this public information service is not secured, the information gap is 
happened. It is mainly considered that the causes of information gap are the 
differences of information access environment, ability to understand information and 
information pursuit desire, and so on, which come from the economical, education 
level, physically handicap and regional difference. 

When the contents provided in the website are hard to understand and not utilized 
beneficently, more serious information gap can be produced by combining with those 
causes such as the differences of information access environment, ability to 
understand information and information pursuit desire. In order to remove that 
possibility, various and useful web contents should be designed and managed so that 
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the disadvantaged users can understand easily and utilize beneficently. This paper 
discusses the desirable web information service system of government agency and 
public institution based on web mining tools for providing the disadvantaged users 
with the requisite web contents that support their successful use.  

2   Literature Reviews 

A purpose of the access to information services of the categories is to provide various 
kinds of public information to support decision-making of various users such as 
researchers, public servants in a web service government agency and other government 
agency, citizens and so on. Because various users having different education level, 
information pursuit desire, etc, government agencies should collect various data, 
transform them into various kinds of information, and deliver the information to them. 

Marchionini G. and M. Levi suggested design issues in their BLS (the Bureau of 
Labor Statistics) project [1]. They emphasized a web design method that can contain 
maximum information in minimum pages and cover various different types of 
information to understand for various users. 

A personalization can give benefit for reducing searching time of information to 
users. However, pubic-sector such as government agency and public institute don't 
apply the technology to their web service system because of legal restrictions regarding 
the use of personal information and privacy. Increasing the user demands can overcome 
the legal restrictions and make the technology to apply to their system [2], [3]. 
Therefore, the public-sector's information system must deliver the beneficial 
information considering user level, so that user will make the more profits by referring 
the information to his/her decision-making and trust the public-sector system. 

3   Intelligent Web Information System (IWIS) 

Identifying key summarization schema and decision variable module (IKSSDVM) 
The value of information can be different according to the user's power of 
understanding. IKSSDVM evaluates user's behavior in market after referring to the 
information to measure the value of information. IKSSDVM transforms user's 
behavior data into the total profit (TP), probability for profit (PFP) and probability for 
loss (PFL) metrics. IKSSDVM segments all users into several clusters having similar 
features through the use of SOM (Self-Organizing Map), which is one of the 
clustering methods [4].  

Table 1. Summary of cluster characteristics 

Cluster TP PFP PFL Evaluation 
1 38,725 0.86 0.04 Advantaged Users 
2 7,082 0.63 0.33 Advantaged Users 
3 -25,213 0.63 0.39 Disadvantaged Users 
4 -33,404 0.33 0.94 Disadvantaged Users 
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As shown in table 1, we can see that the users belonging to cluster 1 and 2 make 
more total profits than the users belonging to cluster 3 ands 4. Especially, the users 
belonging to cluster 1 have very higher probability for profit per transaction than the 
others, and consequently cluster 1 is the best advantaged cluster. On the other hand, the 
users belonging to cluster 4 have very lower probability of profit per transaction and 
total profits. These differences among clusters are caused by user's power of 
understanding to understand information and kinds of utilizing information for his/her 
decision-making. So, we must find the web pages that they mainly used and their 
summarization schema and decision variables.  

IKSSDVM identify differences of web usage patterns between advantaged group 
and disadvantaged group. The difference is the kinds of web page accessed for 
decision-making and the level of understanding information. The following sub-steps 
identify the difference of web pages accessed between two groups. 

1) It calculates an access count of user to web page by analyzing web-log data. The 
access count is transformed into one of the five levels: High(H), Low(L), Average(A), 
Above Average(AA), and Below Average(BA). Table 2 shows the calculated access 
count of user to web page. 

2) It identifies the important web pages which can distinguish two groups. We use 
the C4.5 which is one of classification methods [5]. We defined input data of the 
C4.5 as a level of access frequency of all web pages and output as the number of 
group. 

Table 2. Access count of user to web page 

 Web page 01 Web page 02 …… Web page l Group  
User 1 H (5) L (1)  BA (2) Cluster1 
User 2 H (5) L (1)  L (1) Cluster1 
… … … … … … 
User k-1 L (1) H (5)  AA (3) Cluster 4 
User k L (1) H (5)  H (5) Cluster 4 

IKSSDVM analyzes the structure of the web pages which each group mainly 
accesses. It decomposes the important web pages of each group into decision-
variables and summarization schema. The decomposition process is needed to 
understand decision-variables which advantaged people consider for decision-making 
and a schema by which the decision-variables are summarized. The schema is defined 
as a cuboid, a combination of dimensions, and concept levels of dimensions, summary 
level of a dimension in a cuboid, of the cuboid [6]. 

Fig. 1 shows the structure of web pages. The web page web-05 is made by 
summarizing transaction data according to two decision variables of price and quantity 
and two dimensions of time and market. 
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Fig. 1. Schema and decision variables of which web pages consist 

Table 3 shows the schema and the decision-variables of which the important web 
pages of each group consist. The cluster 1 has an ability to understand information 
summarized with four kinds of dimensions and consider the two decision variables 
of quantities and its trend. The values of the decision variables are summarized into 
average values per a week. In the other hand, the cluster 4 has an ability to 
understand information summarized with three kinds of dimensions. So, if we 
delivery  information summarized according to four kinds of dimensions or  more  
to the cluster 4, the group may not understand means of the information and may be  

Table 3. Summary of the schema and decision variables (DV) of each group 

 No. of Schema 
(Degree of 
reference) 

Description  Characteristics  

A04 
( > AA) 

Cubiod : week, 
market, and item 
DV : price and quality 

Cluster1 

A15 
( > A) 

Cubiod : week, market,
supplier, item 
DV : quantities and 
its trend 

Maximum degree of dimension : 4  
Key summarization : 
1) Summarizing data of quantities 
and its trend according to week, 
market, supplier and item 
2) Summarizing data of price and 
quality according to week, market, 
and item 

Cluster4 A01 
( > AA) 

Cubiod : daily, item,
market 
DV : price and quality 

Maximum degree of dimension : 3 
Key summarization : 
Summarizing data of price and 
quality according to daily, market 
and item 
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misled to error in decision-making. Therefore, if the users of cluster 4 refer the 
information comparing with the other suppliers’ quantity and its trend by week 
importantly, they may improve total profit and probability for profit. We need to 
redesign the information to a type of information which they can understand. 

Redesigning web-pages Module(RWM) 
The RWM redesigns the web information. RWM finds the best web page among all 
web pages for the best advantaged users’ decision-making, which are generated by 
the feasible value of summarization schema of best advantaged cluster. In order to 
find the best web page, RWM calculates the total values for all web pages generated 
by the feasible value of summarization schema of best advantaged cluster, which 
are calculated from the linear weighting model [5] as following: 

TVi = Wi1 * μi1 + Wi2 * μi2 + …… + Wij * μij 

where TV means total value, i is the label of generated web page, j is decision 
variable, Wij is the weight value of decision variable j in the web page i, and μij is 
the average value of decision variable j in the web page i 

RWM compares the total values of all web pages and chooses the web page with 
the highest total value, which is the best web page. By the same way, RWM also finds 
the best web page among all web pages generated by the feasible value of 
summarization schema of each cluster except the best advantaged cluster. And then 
RWM converts the information of best web page into the information summarized by 
the summarization schema of best advantaged cluster. 

The web page in the Fig. 2 (a) is the best web page to which the users belonging to 
the best advantaged cluster refer for their decision-makings, which has the 
information summarized by the two decision variables, quantity and its trend, and the 
schema having four dimensions, item, market, week and supplier. 

The left web page of Fig. 2 (b) is the best web page to which the users of 
disadvantaged cluster (i.e., cluster 4) refer, which has the information summarized by 
the two decision variables, price and quantity and the schema having three 
dimensions, daily, item, and market. The disadvantaged users can not understand the 
best web page that the best advantaged users used in their decision-makings because it 
has the schema having four dimensions, item, market, week and supplier. As shown in 
table 3, the disadvantaged users can understand the information summarized by three 
kinds of dimensions. 

The right web page of Fig. 2 (b) shows the redesigned web page of 2(a) for the 
disadvantaged users cluster, which has their understandable type of web information 
summarized by the decision variables and schema of the best advantaged cluster. The 
redesigned web page has the type of information summarized by three dimensions, 
item, market, and week and one fixed dimension, supplier. 

Monitoring the change of market environment Module (MCMEM) 
The environment variables of market are changed over the period in time. However, 
users may not be aware of the change of market environment and consider the same 
kinds of information that were used for their decision-makings in the previous time 
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period. It is why they suffer great losses and have lower probability for profit per 
transaction. Therefore, the MCMEM can monitor market environment and inform the 
change of environment variables to users. MCMEM finds the important variables of 
market environment from main customers’ behaviors in market and compares them 
with the important variables of previous market environment.  

 

Fig. 2. Redesigning a web-page (Some Korean words were translated into English for readers’ 
understanding) 

4   Validation Study 

To evaluate the validation of proposed system, we used three evaluation measures, 
total profit, and probability for profit and for loss. We randomly selected twenty users 
from the users of the disadvantaged cluster. And then we divide them into two equal 
groups: ‘control’ group and ‘treatment’ group. The proposed system redesigned the 
web information, web pages, summarized by the schema and decision variables of the 
best advantaged cluster. The web information has the type of information that the 
users of treatment group can easily understand. The proposed system served the 
information to the users of treatment group.  

After monitoring the profit performance of all groups during ten weeks, we 
obtained the following results. As shown in Fig. 3 (a), the users of the best 
advantaged cluster had the higher profits than the two groups during almost all 
periods. The users of treatment group didn’t have any difference of profit with the 
control group in the first period but they had the higher profits than the control group  
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During the rest periods. In the point of total profit, the total profits of treatment group 
were sharply improved (refer to Fig. 3 (b)). In the point of probability for profit and 
loss, the probability for profit of treatment group was increased and the probability for 
loss of treatment group was decreased (refer to Fig. 3 (c)). From these results, we 
could see that the difference of user’s ability to understand information and 
information used for his/her decision-making have an effect on the success/failure of 
his/her economic behavior in market.  

 

Fig. 3. Results of validation study 

5   Conclusion  

We proposed an intelligent web information system of government for helping 
disadvantaged users make more profit in their economic behaviors. The proposed 
system collects users’ transaction data in markets, evaluates users’ decision-makings 
in the profit/loss aspect and then classifies users into two user groups: advantaged and 
disadvantaged user group. It also identifies the difference of web information used 
between the two groups, redesigns the web information to help disadvantaged users 
make good decision-makings for their profit improvement.  

From the validation study, we could see that the difference of user’s ability to 
understand information and information used for his/her decision-making have an 
effect on the success/failure of his/her economic behavior. If a web information 
system of government can help disadvantaged users understand the information that 
the best advantaged users make good use of their decision-makings, it may be 
trusted to all users including disadvantaged users because they can make a more 
profits.  
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Abstract. The main objective of this paper is to use the auto segmen-
tation with morphological technique to find out predictable region of
interest (ROI), especially the center and margin area of the tumor. The
proposed method has employed moving average method for detecting
edge of tumor after estimating the corresponding center using the aid of
medical domain knowledge. In our re-search, after computing distance
between center and edge of tumor we get factual and numerical data
of tumor to calculate multi-deviation and circularity test. It is useful to
construct tumor profiling by splitting up the lesion into 4 divisions with
the mean of multi-standard deviation (benign: 13.7, malignancies: 38.32)
and 8 divisions with the mean of multi-standard deviation (benign: 3.36,
malignancies: 15.29) with equal segments. We used K-means algorithm
to make classification between benign and malignance tumor. This tech-
nique has been fully validated by using more than 100 ultrasound images
of the patients and found to be accurate with 90% degree of confidence.
This study will help the physicians and radiologist to improve the effi-
ciency in accurate detection of the image and appropriate diagnosis of
the cancer tumor.

1 Introduction

According to recent surveys, there has been a sudden increase in cases of breast
cancer diagnosis. This proliferation has given rise to advanced research in breast
cancer treatment. So far, there has been a lot of research in the area of mammog-
raphy; however,there is a considerable need to conduct research in ultrasound
diagnosis as well. Recent statistics show that breast cancer is the leading cause
of cancer disease among women. In Korea, the incidence of breast cancer is esca-
lating over the years and accounted as the prime cause of the women cancer [1].
According to the National Health Institute report in 1997, cervical cancer was
the highest proportion (22.8%), followed by stomach cancer (15.2%) and breast
cancer. However, in 2001, within the span of 4 years National Health Institute
declares the breast cancer has been the high-est rated (16.1%) cancer among
women followed by stomach cancer (15.3%) and cervical cancer [2]. Mammogra-
phy has been shown to be effective in screening asymptomatic women to detect
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occult breast cancers. This positive benefit resulted in US government recom-
mending that all women every year or every second year to be screened using
mammography. On the contrary, it was difficult for a radiologist to interpret
screening mammography in large numbers. Sometimes the radiologist failed to
detect the cancer that was evident retrospectively. These sorts of incidents hap-
pened due to the lack of numerical reference data. Diagnosis with X-rays has
many associated problems like radiation risks, and cancer risks from breast com-
pression etc. Alternatively, detection and diagnosis using ultrasound is less risk
prone than mammography. However, it was quite difficult to get the understand-
able image by using ultrasound due to sensitivity to noise while transferring to
computers. To overcome this insufficiency of data and reduce the risk of mam-
mography, we have approached a novel method of Computer Aided Diagnosis
system with ultrasound. The main objective of this method is to use the auto
segmentation with morphological technique to find out estimated region of in-
terest (ROI), especially the center and margin area of the tumor. The proposed
method has employed moving average method for detecting edge of tumor after
estimating the corresponding center using the aid of medical domain knowledge.
After computing distance between center and edge of tumor we get factual and
numerical data of tumor to calculate multi-deviation and circularity test. It is
useful to construct tumor profiling by splitting up the lesion into 4 divisions
with the mean of multi-standard deviation (benign: 13.7, malignancies: 38.32)
and 8 divisions with the mean of multi-standard deviation (benign: 3.36, ma-
lignancies: 15.29) with equal segments. We have applied K-means algorithm to
make classification between benign and malignance tumor. Our paper is based
on the preliminary work done by Karla Horsch [11] and E. Tohno [18], related to
detecting breast cancer with ultrasonic image using image processing technique,
and B. Sahiner [17], Sheng - Fang, Ruey-Feng Woo Kyung Moon’s research [19]
related to breast cancer diagnosis. This paper has been arranged as per order,
section 2 gives a detailed description of the material and methods used to de-
sign the framework and image processing techniques, section 3 describes about
the comparative paradigm and finally concluded with future perspective of the
system with conclusion.

2 Proposed Method

Our database consists of 100 consecutive ultrasound cases, being represented
by 200 images. These images were obtained during diagnostic breast exams at
the several breast cancer surgery Hospitals. Most of the cases were collected
retrospectively and had been either biopsy or aspirated. Out of the images of
100 cases, 50 were benign lesions; the other 50 were malignant lesions which
have been chosen for the purpose of testing. The size of the tumors were between
1.5 ∼ 2.5cm.

In this section, we describe the various methods of detecting, segmenting and
enhancing the quality of sonogram images. In this process we are using the CAD
(Computer Aided Diagnosis), it is made up of the following two processes:
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1. Detection process is the act of sensing doubtful tumor or detection of breast
cancer lesions.

2. Diagnosis process is the act of analysis and diagnosis, using domain knowl-
edge with circularity of tumor and multi standard deviation. In this section
we explained about the automatic lesion segmentation algorithm. It involves
the following steps:
(a) Image pixel acquisition from original image
(b) Preprocessing for ROI (region of interest) and estimate of tumor area

using morphology,
(c) Stepwise segmentation based on one of domain knowledge
(d) Determine the tumor centre and identify shape of tumor type,
(e) Analysis of the tumor using circulation rate and standard

deviation
(f) Diagnosis using K-Means using the factors.

Detail descriptions of the steps are as follows:

Step 1: Image pixel acquisition
In each original image (Fig. 3-a), level of pixel value information are reveal

by the use of matrix (Fig. 3-b)

Step 2: Pre-Processing
This process consists of 4 steps, which are as follows:

1. First step is to remove some spot in the image with a 10 by 10 median
filtering

2. Second step is calculating of image histogram for making threshold value
(Fig. 3-c)

3. Third step is to remove most of noise from threshold value
4. Fourth step is negative transformation. (Fig. 3-d)

I(x,y):original gray scale image; T: threshold Value
B(x,y): Blank matrix(row*column)

[row, column] = size(I) (1)
If I(x,y) ≤ T,B(x, y) = 0, else, B(x, y) = I(x, y), end
I(x,y) = -I + 255 : image negative transformation

Step 3:Estimation of tumor area with morphology
We approached morphological combination of dilation and erosion technique.

Dilation can be said to add pixels to an object, or to make it bigger, and erosion
will make an image smaller. In the simplest case, binary erosion will remove the
outer layer of pixels from an object. An image Dilation is using a structuring
element.

Dilation Process
The origin of the structuring element is placed over the first black pixel

in the image, and the pixels in the structuring element are copied into their
corresponding positions in the result image. Then the structuring element is
placed over the next black pixel in the image and the process is repeated. This
is done for every black pixel in the image.
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A⊗B = {x : B + x < A} (2)

Erosion Process
The structuring element is translated to the position of a black pixel in

the image. In this case all members of the structuring element correspond to
black image pixels so the result is a black pixel. Now the structuring element is
translated to the next black pixel in the image, and there is one pixel that does
not match. The result is a white pixel. The remaining image pixels are white
and could not match the origin of the structuring element; they need not be
considered.

A⊕B = [Ac − (Bc)]c (3)

(a) (b)

Fig. 1. Erosion and Dilation Example

Combination of Dilation and Erosion
Dilation and erosion are often used in combination to implement image pro-

cessing operations with the same structuring element for removal some small size
of noise. However, in this time we have been creating large ball type structuring
element 15 by 15 for removal large scale of noise.

Step 4: Estimation of tumor center area
Detecting the ROI center of the tumor area is very important. Due to the

irregular shape of the tumor, it was very difficult to find the tumor area com-
pletely. Therefore, we tried to find the estimated area of with the combination
of dilation and erosion image and then find out approximate center of tumor.
We computed the sum of pixels row and column of each matrix, then maximize
the matrix row and column. After that we found out the maximum position.

[valuex, indexx] = max(sum(Im, row))

[valuey, indexy] = max(sum(Im, col)) (4)

CT (r, c) : centeroftumor

Step 5: Image segmentation
The proposed segmentation algorithmś first approach was to detect the coarse

edge of tumor. The moving average is employed to distinguish tumor from back-
ground objects with the aid of medical domain knowledge. The algorithm in-
cludes two steps; first step is to identify the approximate center and second step
is to detect fine edge of the tumor described as follows.
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1. Identify center of the tumor CT (r, c) : centeroftumor pixel value, S = Start
point value

2. Setup the mask size is 3 by 3, M = mask, MCT = Mask center
3. Set cut off boundaries

(a) Gap between start point value (S) and mask center (MCT)
(b) difference boundary upper and lower boundary value each mask center

4. Scanning of the tumor area from inside to outside for computing of mov-
ing average Compare the MMVt to S and MCT. If the value is inside of
boundary, it can do scan-ning continue, otherwise break
n=3
Mean of mask value (MMVt) =

(MAt− 1 +At− 2 + ...At− n)/n. (5)

If (lowerbound ≤MMV ≤ upperbound)
Blank matrix (I ,J) = 255 (the brightest)
Else , Blank matrix (I ,J) = 0 (the darkest)

5. Edge detection with ’Sobel’ algorithm for detection coarse tumor shape
(Fig. 3-g) The ’Sobel’ method finds edges using the Sobel approximation
to the derivative. It returns edges at those points where the gradient of I is
maximum.

sobel apporximation to derivate =

⎛⎝−1 −2 −1
0 0 0
1 2 1

⎞⎠
6. Changing coordinate from rectangular to polar for gathering angle and dis-

tance CT (r, c) : center of tumor,X = I(i, 1), Y = I(i, 2), I(X,Y ) : rectangu-
lar coordinate

angle = tan−1(I(c, 2)− CT (1, 2)/I(r, 1)− CT (1, 1) (6)

distance=
√

(I(i, 1− CT (1, 1))2 + (I(i, 2)− CT (1, 2))2)
7. Scanning of the tumor area from 0 angles to 360 to use moving average

Fig. 2. Scanning example

8. Edge detection with ’Sobel’ algorithm for detection of fine tumor shape
(Fig. 3-h) Fig. 3 represents detection steps to find out tumor shape from
original ultrasound image (Fig. 3-a)
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Fig. 3. Detection of the Tumor

Step 6: Analysis of the tumor shape
We want to obtain numerical data of the shape because a shape is one of

the important factors based on domain knowledge. Therefore we computed the
tumor’s distance from center to edge with Euclid method as follows:

distance =
√

(((y − yy)2 + (x− xx)2) (7)

This calculated value can be plotted to the graph (Fig. 4(a-c)). If the curve
looks like Fig. 4(b), then it will be a benign, or if the plotted line seems to be
like in Fig. 4(c), it will be a cancer tumor. X-axis is angle and Y-axis is deviation

d) Original Image e) Segment Image

f) Distance between tumor center to segment line 

g) Distance between tumor center 
to segment line (each 90)

h) Distance between tumor cent
to segment line (each 45)

Fig. 4. Analysis of the Typical Tumor

Furthermore, we split the lesion into 4 and 8 divisions for analysis, which
will more clearly enumerate and identify the deviation. This approach is based
on one of the malignance factor, which is called distortion. Fig. 4(d-h) right
side described distance from the tumor center to outline of tumor by original
ultrasound image but there is some difference in each of them. Graph Fig. 4(f)
shows better identification of the tumor type. In addition Fig. 4(g) and Fig. 4(h)
are used to acquire close examination from different angles (Fig. 4(g) used 90
and Fig. 4(h) used 45 degree of angles)
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Step 7: Analysis of the tumor circularity.
Circularity is one of the important factors for the diagnosis. If shape of the

tumor is similar to a circle, it can be a benign but if the shape is irregular, it
can be a malignance. Hence, we computed the tumor circularity for analysis. In
our paper we have tried to analyze the tumor circularity(C) (eqn. 8) as well as
compute standard deviation (eqn. 9) for more detail study of the image. As per
computation, If C is closed to zero that means there is the chances or possibility
that the tumor is benign. According to Fig. 5, it shows important boundary
between benign and malignance circularity and standard deviation are numerical
analysis of image information, if circularity and standard deviation is small, the
tumor would seem to be benign otherwise if it is bigger than 20 that means it
will be acute tumor or malignance

C=Circularuty; P=Perimeter; A=Area

C = P 2/4 ∗A (8)

σ =
√

1/(N − 1) ∗ΣN
k=1(distancei − distanceaverage) (9)
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Fig. 5. Analysis of the typical Tumor

3 Discussion

It was quite difficult to get an understandable image by using ultrasound due
to sensitivity to noise while transferring to computers. Ultrasound creates a lot
of noise for getting ROI(region of interest) image to detect auto segmentation,
but it is almost same as anatomical feature image. The image is extremely im-
portant for a surgical operation of breast cancer. However, it is really difficult
to find out region of interest area due to much noise generated with automatic
segmentation. In this paper, we presented auto segmentation with morphological
technique to find out the estimated central area of the tumor. Sometimes it is
difficult to differentiate between background color and tumor color, so we can
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Table 1. Diagnosis Table

Table 1. diagnosis  result

10%80%42.0620%90%9.308

18%80%45.4520%82%16.784

ErrorHitstandardErrorHitstandardDivision

Discriminate of cancerDiscriminate of benign

Analysis with K-Means

15.293.368

38.3213.704

Sum of Multi standard DeviationSum of Multi standard Deviationdivision

CancerBenign

Sum of Multi standard Deviation (Distortion)

Table 1. diagnosis  result

10%80%42.0620%90%9.308

18%80%45.4520%82%16.784

ErrorHitstandardErrorHitstandardDivision

Discriminate of cancerDiscriminate of benign

Analysis with K-Means

15.293.368

38.3213.704

Sum of Multi standard DeviationSum of Multi standard Deviationdivision

CancerBenign

Sum of Multi standard Deviation (Distortion)

detect the edge of tumor with moving average based on domain knowledge ac-
quired from the tumor center. This method will help us to discriminate between
tumor and other objects. The algorithm includes domain knowledge of margin,
density and shape and they are the helpful factors for diagnosis of the image.
Previous work based on domain knowledge, which computed tumor speculation
on ultrasound Sheng-Fang Huang, Ruey-Feng Chang ([19]), described one plot
so it was kind of rough plotting. Furthermore we analyzed classification using
circularity and shape by K-means be-tween benign and malignance (benign: hit
90% error 10%, malignance hit 80% error 20%) as follow table 1. Even though
we were using small sample size, if we simulate a lot of cases and analyze more
data, it will form reliable information for diagnosis people, such as medical doc-
tor and radiologist. Sheng-Fang Huang with 4 people approached diagnosis to
use image enhancement then threshold making binary mode, next to selected
region. Fig. 6 and Fig. 7 describe the method and the result after processing.
Fig. 6 shows the flowchart of the process. Notably, the lesion must be identified
by a physician, and then the 3-D US volume that contains the lesion is analyzed
using a computer. Histogram equalization compensates for the non-uniform lu-
minance and the contrast of the original image. Consequently, the lesion and
dense adipose tissue can be highlighted. An adaptive threshold-ing method (N.
Otsu[20]) is then applied to obtain a binary image to separate the tumor from
its background.

Fig. 9 Detection of the tumor image Other related work has been done by
Karla Horsch([12])work by using segmentation approach. The algorithm begins

Fig. 6. The flowchart of detection of the location of tumor
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Fig. 7. Detection of the tumor image

with the preprocessing of median filtering and then select ROI area manually.
They used 10 by 10 median filter then Gaussian, Laplacian method for image
segmentation. This research seems to be an extension of the previous work (K.
Horsch [12]), but our methodology is completely different from them in that we
can find the estimated ROI area and center of tumor with morphology rather
than scanning from the middle of the tumor to out of the threshold value or mar-
gin area. In addition, it is possible to analyze about tumor using multi-standard
deviation and circulatory analysis. It can also identify distorted area by distance
plotting and numerical data obtained from multi-standard deviation and cir-
culatory analysis, which can be good information about malignance to medical
doctor. Comparatively, our approach is good for segmentation and supportive
to medical doctor for meticulous analysis.

4 Conclusions

Recently, it has been observed that ultrasound could be utilized for breast can-
cer diagnosis. It can be better conducted by using ultrasound technology with
computer aided diagnosis. The main objective of this paper is to use the auto
segmentation with morphological technique to find out predictable region of in-
terest (ROI), especially the center and margin area of the tumor. In our approach
we have used the moving average method for detecting edge of tumor after es-
timating the corresponding center using the domain knowledge obtained from
tumor center. After computing distance between center and edge of tumor we get
factual and numerical data of tumor to calculate multi-deviation and circularity
test. It is useful to construct tumor profiling by splitting up the lesion into 4
divisions with the mean of multi-standard deviation (benign: 13.7, malignancies:
38.32) and 8 divisions with the mean of multi standard deviation (benign: 3.36,
malignancies: 15.29) with equal segments. We have used the K-means algorithm
to make classification between benign and malignance tumor to get the more
reliable results. This study will help the physicians and radiologist to improve
the efficiency in accurate detection of the image and appropriate diagnosis of
the cancer tumor. Our future endeavor is to develop all the technique and tools,
which can originate high reliable CAD system. We are looking into malignant
factors like tumor shadow-ing, distortion style, elasticity mapping and elasticity
image. Elasticity image will be effective information to diagnose difficult cases
in the near future.
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Abstract. To realize the automatic and on-demand integration of web services, 
it is necessary to resolve such issues as the high-level task decomposing and the 
goal planning at the concept level.  We propose a process ontology model by 
adopting an inheritance mechanism with overriding declaration and monotonic 
inheritance. The inherited relation among processes implies a layered structure 
of task decomposing. A framework of automatic composition of web services at 
knowledge level is proposed. 

1   Introduction 

Due to their support of flexible connection, and high agility, web services are increas-
ingly becoming a prevailing technology for the integration of distributed and heteroge-
neous applications [1]. However, the more challenging problem is how to dynamically 
integrate web services on demand, and especially how to compose them to meet some 
requirements automatically that are not realized by the existing services. This is the 
research content of semantic web services [2-6]. 

The Semantic Web is an extension of the current web in which information is given a 
well-defined meaning; better enabling computers and people to work in cooperation [7]. 
Currently, the popular markup language for semantic web is DAML+OIL [8]. Its revi-
sion now has been accepted by W3C as an international standard, namely, OWL (Web 
Ontology Language). The sub-language of OWL, OWL-S [3], is used to describe the 
semantics of web services, i.e., the semantic web services, which support automated 
service discovery, invocation and composition. 

In OWL-S, the gap between the notions used by human and the data interpreted by 
machines has not been bridged completely. The reason is that RDF and OIL, based on 
by OWL, adopt a monotonic inheritance mechanism without the ability of overriding 
declaration. In addition, every class defined in RDF and OIL can be instantiated to get 
individuals, while the virtual class similar to an object-oriented method does not exist. 

Focusing on the shortcomings mentioned above, we have established a process on-
tology model by adopting an inheritance mechanism with overriding declaration and 
monotonic inheritance. This model is the extension of OWL-S. On the basis of this 
model, we set up a framework for the composition of semantic web services at the 
knowledge level to further facilitate the automatic composition and invocation of  
web services. 
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2   Process Ontology Model with Monotonic Inheritance 

Commonly, we define ontology as follows: 

Definition 1. An ontology is a quadruple (C, I, P, R), and 

C — a set of classes, which consists of Cr and Cv. Cr denotes common classes that 
can be instantiated, while Cv denotes virtual classes that can’t be instantiated. Each 
class has a globally unique identifier; 

I — a set of individuals. Each individual has an individual identifier; 
P — a set of properties. The properties are independent of classes. Each property 

has a property identifier; 
R — a set of relations, R ⊂ (C I P)×(C I P). The main relations include 

subClassOf, sameClass, hasPropertyOf, sameIndividual, Itype, Ptype, hasValue etc. 
Process ontology used a declaration method to described correlative process model 

of domain, and it provided sharing knowledge about bussiness process for finding, 
running and composing of Web Service.  

Definition 2.   Process ontology is a 4-tuple (pC, pI, pP, pR), where 

pC — a set of classes of business processes; 
PI — a set of process instances;  
pP — a set of process properties, including purposes, tasks, categories and per-

formances of a process.  
pR — a set of relations, including inheritance relationships between process 

classes, instances of processes, and belonging relationships between process classes. 

Definition 3. Suppose that c1,c2 are process classes if(c1 subClassOf c2) and 

( ∃ p.((c1 hasProperty p) ¬ (c2 hasProperty p))), p∈subprocs trans then we call 
c1 inherits from c2 in the form of process increment, denoted as c1 pAsubClassOf c2. 
This definition means that c1 contains not only all the properties of c2, but also the 
sub-processes or the transitions that do not exist in c2. 

It means c1 not only has all the properties of c2, it also contain some sub-process 
or transformation that c2 does not have. In such situation, derivation class is a proper 
subset of super class, and it means c1 ⊂ c2.  

Precondition of process port, input parameters, output parameters effects and trans-
formation condition also can adopt other domain’s ontology.  

Definition 4. Suppose c1 c2∈ pC, c3 c4∈ C If(c1 subClassOf c2)and(( ∃ p.(c2 
hasProperty p)) (c1.p Ptype c3) (c2.p Ptype c4)) p ∈ inputs outs pres 

effects c3 subClassOf c4, then we call c1 inherits from c2 in the form of parameter 
extension denoted as c1 pEsubClassOf c2. 

Definition 5. Suppose c1 c2 c3 c4 ∈  pC if(c1 subClassOf c2)and(( ∃ p.(c2 
hasProperty p)) (c1.p Ptype c3) (c2.p Ptype c4)) then we call c1 inherits from c2 
in the form of sub-process extension, denoted as c1 sEsubClassOf c2, where p∈sub-
procs c3 is a complex process c4 is a simple process, and c3 is extended from c4.  

Definition 4 described that derivation process class changed abstract parameter and 
variable type, which adopted by super process, to concrete behavior; definition 5 
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explained that derivation process extended simple process, which is contain in the 
super process, to the behavior of composition process. But at the same time, these two 
kinds of inheritance is an overriding declaration of sub process, which is not sup-
ported by OWL-S, OWL-S only supports the inheritance form of process increment. 
Different from common inheritance overriding declaration, the property of derivation 
class will not contradict with the mark property of super class, between them there is 

a compatible relation. And this means c1 ⊆ c2 in subClassOf c2’s semantic still can 
be satisfied. As a result, this is a kind of monotonic inheritance.   

3   Ontology-Based Integration Framework of Web Services  

To realize the automatic, on-demand integration of web services, it is necessary to 
resolve such issues as the high-level task decomposition and the goal planning at the 
concept level.  Our process ontology model is oriented to problem solutions, so it is 
adaptable to the cross-domain process reuse and the high-level task decomposition. 
Based on our ontology model, we propose an integration framework for web services 
as shown in Figure 1. 

 

Fig. 1. Integration framework for web services 

In this figure, user’s applications describe these problems and tasks that the user 
needs to resolve. The Process ontology describes how the user’s task is decomposed 
into a series of activities, and how a process forms through the transitions among 
activities. It is oriented to users and problems for high-level goal planning and task 
decomposing. The solution of the user’s task may be cross-domain, so process ontol-
ogy should be able to express the abstract, application-independent solving process of 
problems. In order to reduce the complexity of task decomposing, a layered structure 
is adopted. Meanwhile, the description of a process is independent of web services. 
The process ontology model mentioned in the section 2 can meet this need.  

The Data type ontology contains the basic data types of the concept properties of 
other ontologies, such as integer, numerical value, and string etc. The domain ontol-
ogy defines entities of a specific application domain, and the relationships among 
them. Domain ontology describes the special vocabulary and the classification archi-
tecture of a specific application domain. The multi-domain ontology defines a classi-
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fication for the value types of parameters in an abstract process. It depends on the 
existence of the process ontology, and is on the basis of various domain ontologies. 
From the perspective of process, the multi-domain ontology links several domain 
ontologies together.  

OWL-S ontology describes the semantics of web services by using OWL-S, and 
establishes a classification of web services. During of the process of solving a task, 
the simple process can be mapped to the port operation of web services. A series of 
web services perform this task according to the process control flow and the data 
flow. In the lowest layer, there are industry standards of web services, including 
SOAP, WSDL, and UDDI.  

4   Conclusions 

Our method presented in this paper enables the service integration at the knowledge 
level, with a formal theoretical basis and an explicit hierarchy, and is understandable 
and highly automatic. Currently, we have developed a prototype system to test  
the integration framework and the methods proposed in this paper. Our future re-
searches will be done on continually improving the ontology model described in this 
paper, especially on its reasoning mechanism, the theory of semantic inconsistency 
checking. 
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Abstract. XML queries are often expanded based on ontology for broad and in-
depth search. But, queries generated from ontology itself are not specific to tar-
get documents. Accordingly, the overall search efficiency will deteriorate with 
those superfluous queries that are not succinct to the target. We suggest an on-
tology reduction algorithm where the target DTD is matched to ontology such 
that queries can be minimally expanded. The matched and reduced ontology is 
successively reusable for the document of a kind. This target-fitted query ex-
pansion method is expected to be more efficient than conventional methods in 
query processing. 

1   Introduction 

The structural variety of XML documents makes query to them difficult: [1],[2],[3]. If 
XML query is expanded based on ontology, the expanded ones may tolerate the struc-
tural variance to some extent: [4],[5]. Since W3C and others are making ontology 
standards on application areas, we can assume that necessary ontology will be soon 
available: [6]. Even though necessary ontology is at hand and queries are expanded 
based on it, there occurs an efficiency problem. When queries are independently ex-
panded without considering target document structures, only a few of the expanded 
ones will fit to the documents while the rest will not. This will cause a low hit-ratio in 
query process and the overall search efficiency will deteriorate. 

One way to remedy this inefficiency is to make query-expansion specific to target 
documents. Unfortunately, matching ontology and DTD is difficult since the two 
entities are not homogeneous. That is, a DTD is essentially a structural entity while 
ontology is a graph having relational entity and inheritance characteristics. We pro-
pose an ontology-DTD matching algorithm that results in a reduced ontology, with 
which queries are expanded specific to target documents. 

If a web site provides information which interests one, one tends to keep on search-
ing the site in regular fashion. A DTD of a web site usually remains unchanged for a 
period of time and so dose the document structure, while the documents may fre-
quently change. Once a matching is done, the reduced ontology can be quickly  
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referenced whenever one tries to access the same site without any further matching, 
because the reduced ontology is successively reusable for the documents of a kind. 
Consequently, XML search efficiency can be improved by target-succinct queries 
through a single matching step. 

We implement an XML search system consisting of ontology-DTD match, query-
expansion and a query engine as shown in fig. 1. Ontology concepts and DTD ele-
ments are matched and the missing concepts are eliminated or deactivated. Then, 
ontology attributes are matched with DTD and unnecessary attributes are removed. 
After the two matches, ontology shrinks in scale. Finally, queries are minimally ex-
panded with the reduced ontology and the expanded ones are applied to the target 
documents. We experiment the efficiency and effectiveness of this system with a set 
of sample XML documents. 

XML Query
Expansion

Concept-Match
Attribute-Match

Query 
Results

Target-Fitted
Queries XML Query 

Engine

Reduced
Ontology

XML
Query
XML
Query

Ontology DTD DTDDTD
Project

title chief Member

Professor Engineer Student

DTDDTD
Project

title chief Member

Professor Engineer Student

Project

title chief Member

Professor Engineer Student

XML Documents

 

Fig. 1. Target-Dependent XML Queries by Ontology-DTD Match 

2   Ontology-DTD Matching Algorithm 

Expanding XML query may enable broader and in depth search on XML documents. 
However, such expanded queries are superfluous because they lack target document 
dependency: [7]. We suggest an algorithm that matches ontology and a target DTD. 
Since the matched ontology enables query-expansion succinct to target documents, 
we can minimize useless search with these queries. 

Our matching algorithm consists of two steps. The first step matches ontology con-
cepts and target DTD elements and the subsequent step matches ontology attributes 
with DTD. When there are ontology concepts that do not correspond to DTD ele-
ments, such concepts are removed or deactivated depending on their inheritance char-
acteristics. This match results in a conceptually-reduced ontology. Since attributes of 
a concept are inherited to its sub-concepts, matching attributes needs a special atten-
tion on their inheritance characteristics. The above conceptually-reduced ontology is 
again reduced by removing those attributes that do not match a target DTD and the 
matched attributes are associated to the corresponding concepts.  

After the two-step matching, the finally reduced ontology can be used in minimal 
query expansion. The matching algorithm is depicted in fig. 2. Two algorithms are 
elaborated in successive sections using ontology “College-Research-Center” of fig. 3 
and a DTD of fig. 4. Fig. 3(a) is a concept hierarchy, and fig. 3(b) is the attributes of 
each concept and their relations between attributes. Fig. 4 shows an example DTD. 
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Fig. 2.  Ontology-DTD Match Diagram 
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(a)  Concept Hierarchy                            (b) Attributes of Concepts 

Fig. 3. ‘College-Research-Center’ Ontology 
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Fig. 4. Example DTD Structure 

2.1   Concept Matching Algorithm 

Using ontology in fig. 3, query //Project [title=“XML”] is expanded to the six que-
ries, //(Project | Product | Paper | Patent | Journal | Conference)[title="XML"]. When 
the six queries are applied to the XML documents having DTD of fig. 4, only the 
query for Project is valid and the rest five queries are vain due to the discrepancy of 
ontology and the DTD. To minimize such unnecessary queries, we want to reduce 
ontology such that only the minimal concepts are preserved. Selecting and remov-
ing concepts in ontology that are not part of the DTD is a simple matter. But,  
removal of a concept out of ontology not only disconnects the concept hierarchy but 
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also eliminates its attributes that must be inherited to its sub-concepts. Leaf  
concepts may be simply removed, while intermediate concepts need to be made 
inactive. Note that inactive concepts can only be used for query-expansion purpose 
only because they are in fact removed. Concept matching algorithm is summarized 
in table 1. 

Table 1. Concept Matching Algorithm 

For all the ontology concepts, select a concept. 
      Compare the concept with elements of DTD. 
            If the concept is not part of the DTD, 
                  If the concept is a leaf concept,  

Remove the concept and its attributes from ontology. 
                  Otherwise, make the concept inactive. 

For ontology of fig. 3 and DTD of fig. 4, mismatched concepts Journal, Confer-
ence, Products, Paper, and Patent are successively removed. On the other hand, mis-
matched concepts Person and Student are made inactive. Fig. 5 is the reduced ontol-
ogy after concept-element match. 
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(a) Reduced Ontology Hierarchy                       (b) Attributes of Concepts 

Fig. 5.  Conceptually Reduced "College-Research-Center" Ontology 

2.2   Attribute Matching Algorithm 

The reduced ontology by section 2.1 is certainly helpful in minimizing unnecessary 
queries. However, it is not sufficient since discrepancy between ontology attributes 
and DTD elements/attributes still exists. Since a concept has its own attributes plus its 
ancestors, matching them to DTD is not trivial. For example, concepts Student, 
PhDStudent and MasterStudent in fig. 3 are interrelated as sub-concepts, while ele-
ments PhDStudent and MasterStudent are siblings in fig. 4. When the attributes of 
concept MasterStudent are matched to those of element MasterStudent, removal of 
missing attributes of concept MasterStudent will prevent its attributes from being 
inherited to all its sub-concepts.  

Ontology attribute matching algorithm is the following. Given the reduced ontology 
by section 2.1 such as fig. 5, suppose ontology concept A and its corresponding DTD 
element B. If attribute P of concept A is an element or a sub-attribute of element B, set 
association between attribute P and concept A. Otherwise, consider a case where at-
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tribute or sub-element Q of element B is not contained in concept A. If Q is included in 
the attributes of ancestor concept C of concept A, set association between concept C’s 
attribute Q and concept A. This association is made for every attribute and sub-element 
of element B. Repeat this process for all the ontology concepts in bottom-up fashion. 
When this matching process is completed, the attributes that do not have any associa-
tion are removed from ontology. Since the attributes that have any association indicate 
the DTD dependency, they can be used for adequate query-expansion. 

Ontology attribute matching further reduces the ontology and this fully reduced on-
tology can optimize query-expansion. Ontology attribute matching algorithm is in 
table 2 and the matched result for fig. 5 is shown in fig. 6. 

Table 2. Attribute Matching Algorithm 

For all the ontology concepts in bottom-up order,  
      For ontology concept A and its corresponding DTD element B, 
          1. If attribute P of concept A is an attribute or a sub-element of element B,  
                  Set association between attribute P and concept A. 
          2. If  attribute or sub-element Q of element B is not contained in concept A, 
                  For each ancestor concept C of concept A, 
                       If Q is included in concept C’s attributes, 
                             Set association between C’s attribute Q and concept  A. 
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PhDStudent, MasterStudent, Professor
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Studentmember

Project
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Project 
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(a) Concept Hierarchy                                       (b) Attributes of Concepts 

Fig. 6. Attribute-Reduced "College-Research-Center" Ontology 

3   Minimal Query-Expansion with Reduced Ontology  

Raw queries themselves are not enough to retrieve semantic information from XML 
documents: [8]. Therefore, queries are expanded either by explicit conceptual inheri-
tance or implicit conceptual association or both. Furthermore, for the expanded que-
ries to be specific to target documents, we minimally expand queries using the re-
duced ontology in chapter 2. 

Structural variations of documents can be tolerated by considering explicit inheri-
tances by the algorithm in table 3. By analyzing the reduced concept hierarchy, the 
algorithm finds out all the corresponding sub-concepts of the given query. For example, 
query for concept Person in fig. 6 is expanded to all the sub-concepts, Professor, Mas-
terStudent and PhDStudent, excluding Person and Student which are inactive concepts.  
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Table 3. Conceptual Inheritance Expansion Algorithm 

1. If a query contains no attribute at all,  
For all the concepts of a query, 

1.1 Select a concept. 
1.2 Search for all its descendant concepts. 
1.3 If the selected concept and its descendant concepts are active,  

Add the descendant concepts to a query set. 
2. If a query contains any attribute, 

For all the concepts associated with the selected attribute, 
If a concept is a descendant of the concepts in a query set, add the concept to a query set.

We inferred association between related concepts by special attention to the ontol-
ogy attributes as in table 4 algorithm. These inferred associations are expressed as 
rules and they are used as a quick reference in query-expansion. 

Table 4. Association Rule Inferring Algorithm 

For all the ontology concepts, 
1. Select a concept A. 
2. For all the attributes of concept A, select an attribute B. 
3. Search concept C that matches attribute B. 
4. Set association between concepts A and C. 

In fig. 5, through implicit association, two associations are established between 
concepts Student and Project and concepts Professor and Project. These associations 
generate the below inference rules. The former rule states that project of Student and 
member of Project is semantically identical.  

FORALL Pers1, Proj1    Proj1 : Project[member ->> Pers1] <-> Pers1:Student[project ->> Proj1]  
FORALL Prof1, Proj1    Proj1 : Project[chief ->> Prof1] <-> Prof1 : Professor[project ->> Proj1]  

With the inferred rules, a query can be semantically expanded. For example, since 
query //Student[project] is associated with //Project[member], query //Student[project] 
is expanded to concept Project and all its descendant concepts. Table 5 is a query 
expansion algorithm using the inferred association rules.  

Table 5. Query Expansion Algorithm using Inferred Association Rules 

For all the concepts in a query set, select a concept, 
For the selected concept,  

If an association rule exists, add the associated concept to a query set recursively. 
Expand a query set using table 3 algorithm. 

4   Experiments 

Query expansion by ontology-DTD match is experimented by the DTD samples in 
fig. 7(a), 8(a), 9(a) and 10(a). Even though the four DTDs seem structurally different, 
they convey similar information. Ontology-DTD matching algorithm of chapter 2 
successfully reduces ontology of fig. 3 to fig. 7(b), 8(b), 9(b) and 10(b) respectively. 
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(a) Example DTD1                                                    (b) DTD1-Reduced Ontology 

Fig. 7. Ontology-DTD1 Match 
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(a) Example DTD2                                                     (b) DTD2-Reduced Ontology 

Fig. 8. Ontology-DTD2 Match 

STRINGskill

STRINGemail

STRINGname

PersonPerson

STRINGsphere

STRINGproject

Engineer

STRINGassistant

MasterStudentMasterStudent

STRINGattendLecture

PhDStudentPhDStudent

PhDStudent

PhDStudent, MasterStudent, Engineer

PhDStudent, MasterStudent, Engineer, Student 

Engineer 

MasterStudent
ResearchCenter

Object

Person

Student

MasterStudent

PhDStudent

Engineer

STRINGproject

takeLecture

StudentStudent

STRING

PhDStudent, MasterStudent, Engineer, Student 

Engineer 

PhDStudent, MasterStudent, Student

PhDStudent, MasterStudent

STRINGskill

STRINGemail

STRINGname

PersonPerson

STRINGsphere

STRINGproject

Engineer

STRINGassistant

MasterStudentMasterStudent

STRINGattendLecture

PhDStudentPhDStudent

PhDStudent

PhDStudent, MasterStudent, Engineer

PhDStudent, MasterStudent, Engineer, Student 

Engineer 

MasterStudent
ResearchCenter

Object

Person

Student

MasterStudent

PhDStudent

Engineer

ResearchCenter

Object

Person

Student

MasterStudent

PhDStudent

Engineer

STRINGproject

takeLecture

StudentStudent

STRING

PhDStudent, MasterStudent, Engineer, Student 

Engineer 

PhDStudent, MasterStudent, Student

PhDStudent, MasterStudent

 
(a) Example DTD3                                                     (b) DTD3-Reduced Ontology 

Fig. 9. Ontology-DTD3 Match 

Using both original ontology of fig. 3 and the reduced ontology of fig. 7(b), 8(b), 
9(b) and 10(b), three sample queries are separately expanded. Original ontology ex-
pands query //Project[member] into 36 queries, while the reduced ontology generates 
only 8 queries as in table 6. Original ontology produces 24 and 28 queries for queries 
//Person[skill] and //Project[chief], but each of the reduced ontology generates only 
11 and 4 queries as in table 7 and table 8 respectively. Note also that the associated 
rules are used in query expansion of //Project[member] and //Project[chief] as in table 
6 and table 8. 
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(a) Example DTD4                                          (b) DTD4-Reduced Ontology 

Fig. 10. Ontology-DTD4 Match 

Table 6. Query //Project[member] Expansion  

Associated Rule,  //Project[member]  <==> //Student[project], is used Query 

DTD By Original Ontology By Reduced Ontology 

DTD1 
 //Project[member]   //Product[member]             //Paper[member] 
 //Patent[member]    //Journal[member]              //Conference[member] 
 //Student[project]    //MasterStudent[project]   //PhDStudent[project] 

//Project[member] 

DTD2 
 //Project[member]   //Product[member]             //Paper[member] 
 //Patent[member]    //Journal[member]              //Conference[member] 
 //Student[project]    //MasterStudent[project]   //PhDStudent[project] 

//Project[member] 
//MasterStudent[project] 
//PhDStudent[project] 

DTD3 
 //Project[member]   //Product[member]             //Paper[member] 
 //Patent[member]    //Journal[member]              //Conference[member] 
 //Student[project]    //MasterStudent[project]   //PhDStudent[project] 

//MasterStudent[project] 
//PhDStudent[project] 

DTD4 
 //Project[member]   //Product[member]             //Paper[member] 
 //Patent[member]    //Journal[member]              //Conference[member] 
 //Student[project]    //MasterStudent[project]   //PhDStudent[project] 

//Project[member] 
//Student[project] 

Total Queries 36 8 

Table 7. Query //Person[skill] Expansion  

No Association Rule is used Query

DTD  By Original Ontology By Reduced Ontology 

DTD1 
 //Person[skill]                 //Professor[skill]              
 //Engineer[skill]             //Student[skill]      
 //MasterStudent[skill]    //PhDStudent[skill] 

//MasterStudent[skill] 
//PhDStudent[skill] 

DTD2 
 //Person[skill]                 //Professor[skill]              
 //Engineer[skill]             //Student[skill]      
 //MasterStudent[skill]    //PhDStudent[skill] 

//Student[skill]       //Professor[skill] 
//MasterStudent[skill]   
//PhDStudent[skill] 

DTD3 
 //Person[skill]                 //Professor[skill]              
 //Engineer[skill]             //Student[skill]      
 //MasterStudent[skill]    //PhDStudent[skill] 

//Student[skill]        //Engineer[skill] 
//MasterStudent[skill]   
//PhDStudent[skill] 

DTD4 
 //Person[skill]                 //Professor[skill]              
 //Engineer[skill]             //Student[skill]      
 //MasterStudent[skill]    //PhDStudent[skill] 

No query 

Total Queries 24 10 
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Table 8. Query //Project[chief] Expansion  

Associated Rule, //Project[chief] <==> //Professor[project], is used Query

DTD By Original Ontology By Reduced Ontology 

DTD1 //Project[chief]      //Product[chief]          //Paper[chief]            //Patent[chief]
//Journal[chief]      //Conference[chief]    //Professor[project] 

//Project[chief] 

DTD2 //Project[chief]      //Product[chief]          //Paper[chief]            //Patent[chief] 
//Journal[chief]      //Conference[chief]    //Professor[project] 

//Project[chief] 
//Professor[project] 

DTD3 //Project[chief]      //Product[chief]          //Paper[chief]            //Patent[chief] 
//Journal[chief]      //Conference[chief]    //Professor[project]] No query 

DTD4 //Project[chief]      //Product[chief]          //Paper[chief]            //Patent[chief]   
//Journal[chief]      //Conference[chief]    //Professor[project] //Professor[project] 

Total Queries 28 4 

Table 9. Hit Ratio Comparison Summary between Original and Reduced Ontology 

Hit Ratio (hit queries / total queries) 

//Project[member] //Person[skill] //Project[chief] 

Queries 
 
 
DTD 

Original 
Ontology 

Reduced 
Ontology 

Original 
Ontology 

Reduced 
Ontology 

Original 
Ontology 

Reduced 
Ontology 

DTD1 1/9 1/1 2/6 2/3 1/7 1/1 

DTD2 2/9 2/3 2/6 2/4 2/7 2/2 

DTD3 1/9 1/2 4/6 4/4 0/7 0/0 

DTD4 1/9 1/2 0/6 0/0 1/7 1/1 

Hit Ratio 5/36 (14%) 5/8 (63%) 8/24 (33%) 8/10 (80%) 4/28 (14%) 4/4 (100%) 

Original Ontology 17/88 (19%) 
Ave. 

Reduced Ontology 17/22 (77%) 

Table 9 summarizes the three query expansion by ontology of fig. 3 and the corre-
spondingly reduced ones. As a result, the hit ratio substantially increases from 19% to 
77% through ontology-DTD match  

Our experiments confirm that ontology-DTD matching algorithm effectively reduces 
ontology such that the reduced ontology enables queries to be minimally expanded 
specific to target documents. 

5   Conclusions 

Since XML query is difficult due to the variety of their structures and attributes, queries 
are often expanded based on ontology for broad and in-depth search. But, expansion 
solely with ontology generates excessive queries since it dose not consider target struc-
tures. These superfluous queries will deteriorate the overall search efficiency. 

Search efficiency can be substantially improved if queries are expanded succinct 
and specific to target documents. Matching ontology and target DTD is not trivial 
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since the two entities are essentially different in structure, attribute, and inheritance. 
We propose an ontology-DTD matching algorithm that considers target document 
characteristics. Our method consists of two steps. The first step matches ontology 
concepts and DTD elements and the subsequent step matches ontology attributes with 
DTD. Each step reduces ontology and the final ontology can be used in minimal 
query expansion. Moreover, the matched and reduced ontology are successively reus-
able for the document of a kind. 

By implementing ontology-DTD matching algorithm, query-expansion algorithm, 
and an XML query engine, we experiment the proposed method on various sample 
XML documents. The results show that our method effectively reduces ontology and 
generates succinct queries fitted to target documents, which is more efficient than con-
ventional methods in query processing. 
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Abstract. The research work in this paper focuses on solving the critical prob-
lems in Web Service discovery such as how to locate functionality-desired Web 
Services and how to select the best one from large numbers of functionality-
similar Web Services. The semantic description and quality description of Web 
Service based on ontology proposed in this paper, provides a consistent descrip-
tion of different kinds of Web Service, which is used as the basis of service 
matching. Then the matching model of Web Service is discussed in detail, 
which consists of semantic similarity matching according to functionality of 
Web Service, and semantic filtering according to quality of Web Service. Using 
the descriptions and matching approach, the performance of Web Service dis-
covery can be improved by increasing the precision and recall of Web Service 
searching. 

1   Introduction 

With the rapid growing number of the services that can be obtained, people have to 
select a proper service from thousands of Web Service groups to construct the appli-
cation. Therefore the capability of the Web Service discovery becomes more impor-
tant. There are two key problems to be solved in the research of service discovery. 
One is how to give out the semantic description of services, and the other is how to 
match the search conditions with the service descriptions. 

After analyzing different kinds of service description language and take the Web 
Service Ontology OWL-S as reference [1], this paper presents the Semantics of Web 
Service Description ontology (SWSD) and the Quality of Web Service description 
Ontology (QoWSO).  The semantic description of primary information, functional 
information, and other non-functional information of Web Services provided by the 
SWSD, and the quality description of Web Services provided by the QoWSO, present 
a standard form for the providers and requestors to describe Web Services and support 
the exact location of Web Services. 

The service matching model introduced in this paper is constructed on the descrip-
tion of SWSD and QoWSO. It mainly depends on the function-based semantic simi-
                                                           
*  The research work in this paper is supported by the project of National 863 High Technology 

Planning of China (No. 2003AA413320), and the project of Science and Technology Plan-
ning of Zhejiang Province (No. 2004C31099). 
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larity matching for Web Services, and also takes the filtering result of service quality 
as reference. By extracting the potential semantics in Web Services to do semantic 
similarity matching for the input and output of service functionality, it can improve 
the precision and recall of Web Service searching. Applying the filtering of service 
quality, best service will be found from a lot of functionally similar services. 

2   Semantic Descriptions of Web Services 

In the Web Service Semantics Description Ontology (SWSD), the semantics of Web 
Service is described by relating the input and output of services to the concepts in 
ontology. And the attribute certifiedID of the service description in SWSD is used to 
relate to the Quality of Web Service Description Ontology (QoWSO), to support the 
service quality description. SWSD is defined in ontology language OWL.  

The information for service discovery provided by SWSD is consisted of the fol-
lowing four types: 

− Primary Information and Provider Information: Primary information tells name and 
brief description of the service, Provider Information contains the contact informa-
tion of the entity that provides the service. 

− Functional Description: It expresses the conversion of the information as the con-
tent of the service’s functionality. The conversion of the information is represented 
by input and output.  

− Quality Description: It is described by attribute certifiedID relating to QoWSO. 

− Other Attributes Description: It is described by the elements as the category that 
the service belonging to and other extensible attributes. 
This paper also defines a Quality of Web Service Description Ontology (QoWSO) 

to construct the consistent description of service quality, which takes both the histori-
cal statistical information and the up-to-minute information of Web Service quality 
into consideration [2]. QoWSO is described by the class QoWSProfile, while class 
QoWSProfile is described by five quality parameters. QoWSO is also defined in 
ontology language OWL. 

The definitions of five quality parameters are as follows:   

− Stability: difference in response time of calling the same service at different mo-
ment.   

− ResponseTime: time from the moment that service requestor sends the request to 
the moment that he receives the response.  

− Reliability: possibility that Web Service can work in order when the user requests.  

− AcessedTimes: times that Web Services are invoked.  

− Grade: evaluation from the users to the Web Services that they invoke. 
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3   Publication of Web Services 

Finishing the description of service, the next work is the publication of service on the 
web in order to implement sharing. This paper applies the method of mapping WSDL 
service description to UDDI Registry to implement the registration of semantic de-
scription in UDDI Registry [3].  It first extends the types of tModel in UDDI to pro-
vide type swsdSpec and qowsSpec, which are similar as type wsdlSpec. And type 
swsdSpec and qowsSpec are corresponding to the services defined using SWSD and 
QoWSO respectively. 

Having the definition of type swsdSpec and qowsSpec tModel, the detail semantic 
service description of SWSD and QoWSO can be registered in UDDI Registry as 
tModel.  

Take the mapping from DAML-S Profile to UDDI as reference [4], which is used 
in the registration of WSDL in UDDI Registry, the mapping from SWSD to UDDI 
includes: the mapping from Provider Information in SWSD to Contacts of Business 
Entity in UDDI, the mapping from Primary Information as serviceName and textDe-
scription in SWSD to name and description in Business Service, the mapping from 
SWSD service semantic description to tModel, and the mapping from service quality 
description to tModel.  

4   Service Matching on Semantics 

Applying the SWSD service semantic description ontology, service matching on se-
mantics uses matching the content of service description in tModel, to improve the 
service matching ability. In the service finding, the tModels in which SWSD semantic 
description registered are listed according to the type swsdSpec, then service matching 
are done based on the service functionality, after that the matched Web Services are 
searched in UDDI. At last the best service is chosen from the found Web Services 
using the semantic filtering based on QoWSO.  This approach may have higher effi-
ciency since the number of Web Services to be processed is relatively smaller. It is 
because that the search work is first done based on the functions of service, and then 
the detailed matching is performed on the traversal.  

4.1   Function-Based Semantic Similarity Matching of Web Service 

Function-based semantic similarity matching of Web Service includes the semantic 
similarity matching of input and output, which is called IO matching for short. As-
sume that the input set and output set of service request are RI and RO respectively, 
and the input set and output set of advertisement service are AI and AO respectively, 
therefore if RO ⊆ AO, which means that advertisement service can provide all the out-
puts required by the service request, then output matching is successful; and if AI ⊆ RI, 
which means that service request can provide all the inputs needed by the advertise-
ment service, then input matching is successful. Obviously, the IO matching can be 
regarded as the containing problem in Set. 

Since the input parameter and output parameter of service, which represent the ser-
vice functionality, is described with class in domain ontology defined by OWL, “a=b” 
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can be explained as that the class related to a is the same as the class related to b. But 
in the function-based semantic similarity matching, the definition that a and b belong 
to the same class is not suitable. The semantic similarity between the class related to a 
and the class related to b is used to determine the matching of a and b. And the func-
tional semantic similarity can be obtained through the computation of class similarity 
[5] and set similarity. 

4.2   Semantic Filtering on Quality of Web Service 

Semantic filtering on Quality of Web Service (QoWS) is proposed to find the best 
service in a lot of functional similar Web Services.  The key in Semantic filtering on 
QoWS is to compare the measured value of five service quality parameters in the 
QoWSO between different services. 

According the meaning of measurement, the five service quality parameters de-
scribed in section 2.2 are classified as two kinds: one is that the bigger measured 
value means the better quality parameter, such as Reliability, AcessedTimes and 
Grade; the other is the smaller measured value means the better quality parameter, 
such as ResponseTime and Stability. 

The performance of quality parameter for the two services can simply be obtained 
by comparison with the two measured value of the quality parameter. 
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Abstract. This paper proposes a non-deterministic event correlation technique 
for diagnosis problem of end-to-end service in network, which uses an event –
fault model based on path domain of events. The technique utilizes a refined 
heuristic approach to create and update fault hypotheses that can explain these 
events received by system, and computes these hypotheses’ belief by C-F 
model method. The result of event correlation is the hypothesis with maximum 
belief. Simulation shows this approach can get a high accuracy even in the case 
of low observability events ratio.  

1   Introduction 

Event correlation, a central aspect of network fault diagnosis, is a process of 
analyzing alarms received to isolate possible root cause responsible for network’s 
symptoms occurrences. Because failures in large network are unavoidable, an 
effective correlation can make network system more robust, more reliable, and 
ultimately increasing the level of confidence in the services they provide. So far, a 
number of event correlation techniques[1-10] have been proposed. These techniques 
mainly focus on the following aspects: (1) Model of event-fault relationship (EFM): 
Many EFMs have been proposed, such as causality graph model[9], dependence 
graph model[1], context-free grammar model[1], etc. These models have been applied 
into several network fault management applications, and have a better performance. 
However, they need to be built in advance. It depresses system’s flexibility and 
adaptability, especially in an ever-variable situation. To overcome this difficulty, we 
extend an EFM based on event path domain[10] through introducing “logic node” and 
“logic link” in this paper. (2) Event correlation algorithm: Event correlation algorithm 
can be divided into deterministic and non-deterministic. The deterministic techniques 
mainly focused on diagnosing problems related to network connection, and on low-
level network protocols. Deterministic techniques are sufficient for diagnosis related 
to the availability of services offered by lower layers, but they are difficult to 
diagnosis problems related to service performance. To improve the accuracy of 
diagnosis on troubles related to network performance, several non-deterministic 
algorithms have been proposed in [1, 4, 6-8, 11]. On the whole, we considered that 
                                                           
*  This research was supported part by Huawei Technologies. 
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IHU technique is the best one among these techniques. Simulation shows that the 
algorithm has a good performance on accuracy and performance. Whereas, this 
algorithm has the following disadvantages: (a) When network event loss ration is 
high, the confidence factor of the positive events which are taken into account by this 
approach will become low, (b) This approach need to obtain system’s events loss 
ratio, but it is difficult in real-life network.  

In this paper, we presented a new non-deterministic event correlation technique. 
This technique improves the EFM based on path domain of events and IHU 
algorithm, including: (a) Extending the EFM by introducing “logic node” and “logic 
link”. (b) Improving the IHU algorithm through adding a constraint to maximum fault 
number of the system. (c) Improving the robustness of algorithm by revising the range 
of positive events. We compute the belief of fault hypotheses with C-F model, and 
choose the hypothesis with maximum belief as the result of event correlation. 

The rest of this paper is organized as follows. In section 2, we describe the 
extension to EFM based on event’s path domain. In section 3, we introduce the basic 
concept of certainty factor model. In section 4, we propose our improvement on IHU 
and our event correlation approach using C-F model in detail. In section 5, we 
evaluate our techniques through simulation study and compare it with IHU algorithm. 
Finally, in section 6, we conclude our work and present the direction for future 
research in this area. 

2   Refined EPM Model  

An EFM based on path domain of events has been proposed in literature[10]. The 
model assumes that a unique path can be determined according to event’s source and 
destination, and the faulty NE must be included in this path domain, where the term 
“path domain” represents the set of nodes and links in the faulty path. By this way, 
system’s EFM can be established during run time. An example is shown as follows. 
In Fig.1, node D emitted an event E1 that indicated that node D fails to visit node E, 
and node A reported an event E1 which implies that node A fails to visit with node C. 
According to event E1, we can ascertain the unique path PME1, which consists of node 
D, link D-B, node B, link B-E and node E. According to event E2, we can ascertain 
path PME2 which is composed of node A, link A-B, node B, link B-C and node C. By 
synthesizing the path of these events, a real-time and partial EFM can be built. (Fig.2) 

A

D

E

B C

     

S1

B E A-BD-BD A B-C CB-E

S2

 

Fig. 1. A simple tree-shaped network              Fig. 2. An EPM based-on path domain 

For tree-shaped and other networks in which there is a unique path between two 
nodes, the model is simple and high efficient for implement. But the limitation makes 
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its application scope narrow. To overcome this difficulty, we extend this method 
through introducing “logic node” and “logic link”. This extension replaces these 
“multi-path” parts in the network with logic node, and stores these links between 
nodes in the “multi-path” with a logic link table related to the logic node. After the 
multi-path parts replaced by logic node, the EFM is built as follows: First we get the 
un-extended path domain model; Then look up the corresponding logic link in the 
logic link table according to the conjoint node, and replace the part related to the logic 
node in the original path with the corresponding logic link. An example is shown as 
following figures. 

A

C

E

B

F

D G

          

A

F

GB

E

DB’

 

Fig. 3. An example that network exists 
multiple paths between nodes  

Fig. 4. The network after replacing the 
“multi-path” part by logic node B’ 

Table 1. Nodes and logic links table of  logic node B’ 

Conjoint nodes Logic links 
B E (B-E )’  
B D (B-D)’  
D E (D-E)’  

In Fig.3, when node A fails to visit node F, the simple path domain model method 
cannot be taken for solving the problem because the constraint that there is a unique 
path between network nodes is not fulfilled. After using logic node and link, this 
requirement has been meet (Fig. 4). The path includes node A, link A-B, node B, link 
B-B’, node B’, link B’-E, node E, link E-F, and node F. According to conjoint node B 
and node E with logic node B’, logic link (B-E)’ is get from the table of logic node B’ 
to replace the part related to logic node B’ in the original path. At last the path solved is 
composed of node A, link A-B, node B, link (B-E)’, node E, link E-F and node F. 

Our EPM can also be used to perform non-deterministic event correlation by 
assigning the prior fault probability and the conditional probability that faulty NEs lead 
to the corresponding path fail. The prior fault probability can be computed according to 
the reliability and runtime of NE. The conditional probability can be gained from the 
history data of this kind of equipment. Compared with other EPM, the EPM can be 
established based on the topology configuration and equipment data even without the 
history fault data of itself. 
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3   C-F Model Basic 

Certainty factor (C-F) theory was proposed by Shortliffle and Buchannen etc. when 
they developed MYCIN system[12]. Now it has been an important technique for 
uncertainty reasoning. We introduce C-F model in brief in this section. 

(1) Representing Uncertain Rules 
In the C-F theory, CF values can be attached to rules to represent the uncertain 
relationship between the evidence E given in the rule’s premise and the hypothesis H 
given in the rule’s conclusion. The basic structure of a rule used in the certainty 
model is as: IF E THEN H CF(H,E), where: CF(H,E) is the level of belief of H when 
given E and is called certainty factor. This number provides a range of –1(definitely 
false) to +1(definitely true). A positive value represents a degree of belief, while a 
negative value indicates a degree of disbelief.  

In this theory, CF(H,E) value is computed from MB and MD values by way of the 
following equation: CF(H,E)=MB(H,E)-MD(H,E). where MB called measure of 
belief, it reflects the measure of increased belief in hypothesis H based on evidence E. 
MD called measure of disbelief, it reflects the measure of increased disbelief in 
hypothesis H based on evidence E. 

The MB is defined as the following equations. 

1
( ) 1

( , ) max{ ( | ), ( )} ( )
1 ( )

if P H
MB H E P H E P H P H

else
P H

=
= −

−
 (1) 

The MD is defined as the following equations. 

1
( ) 0

( , ) min{ ( | ), ( )} ( )
( )

if P H
MD H E P H E P H P H

else
P H

=
= −

−
 (2) 

CF values can be computed by way of the following equation. 

( | ) ( )
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( , ) 0 ( | ) ( )

( ) ( | ) ( | ) ( )
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( )

P H E P H
MB H E

if P H E P HP H

CF H E if P H E P H

P H P H E f P H E P H
MD H E

P H

−− =
>−

= =
− <− = −

 (3) 

where: P(H) is prior probability of H, P(H|E) is probability that H is true given 
evidence E. 

(2) Representing Uncertain Evidence 
In the C-F theory, a CF value is assigned to the uncertain evidence, which indicates 
the belief in evidence E. If evidence E is definitely true, the CF(E) value is +1. If 
evidence E is definitely false, on the contrary, the CF(E) value is –1. And if evidence 
E is unknown, the CF(E) value is 0. If evidence E is true probably, the CF(E) value is 
in the range of 0 to +1. Otherwise, the CF(E) value is in the range of -1 to 0. 

(3) Certainty for Combining of Multiple Evidences 
For conjunctive rules, i.e. the rule like “If E=E1 AND E2 AND … En”, the approach 
used in the certainty model is as follows: 
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1 2( )  min{ ( ),  ( ),  ...,  ( )}nCF E CF E CF E CF E=  (4) 

For disjunctive rules, i.e. the rule like “If E=E1 OR E2 OR … En”, the approach 
taken to determine belief is as follows: 

1 2( )  max{ ( ),  ( ),  ...,  ( )}nCF E CF E CF E CF E=  (5) 

(4) Certainty Propagation for Premise Rules 
Certainty factor propagation is concerned with establishing the level of belief in a 
rule’s conclusion when the available evidence contained in rule’s premise is 
uncertain. CF(H) value is computed by way of the following equation: 

( ) ( , ) *  max{0, ( )}CF H CF H E CF E=  (6) 

(5) Certainty Propagation for Similarly Concluded Rules 
For a hypothesis concluded by more than one rule, the various CF values are 
combined using a technique called “incrementally acquired evidence”. This technique 
can be divided into two steps. First step: to compute CF(H) according to each rule. 
Second step: to compute the combined CF(H) value by way of the following 
equation: 

1 2 1 2

1 2
1,2

1 2

1 2 1 2

( ) ( ) ( ) ( ) 0

( ) ( )
( ) 0

1 min{| ( ) |,| ( ) |}

( ) ( ) ( ) ( ) 0

CF H CF H CF H CF H both

CF H CF H
CF H one

CF H CF H

CF H CF H CF H CF H both

+ − >
+= >

−
+ + <

 (7) 

4   Event Correlation Using C-F Model 

Section 2 has explained how to expand the simple EFM model based on path domain 
so that it can be applied to the network in which multiple paths exist between nodes. 
This section introduces a new event correlation algorithm, which uses a refined 
heuristics approach to create and update possible fault hypothesis, then compares the 
possibilities of fault hypotheses according to their belief. The algorithm can be briefly 
stated as follows. 

When an event Ei is received, firstly, the algorithm generates the path domain PMEi 
of the event according to the event’s source and destination, and then adds the NEs of 
PMEi into fault NEs set . Then, the algorithm computes the increased fault belief of 
NEs to update the fault belief of NEs, and creates a set of fault hypothesis FHSi in 
which each hypothesis can explain event E1,…,Ei, by updating FHSi-1 with a NE in 
the path domain of event Ei. After dealing with all events, the algorithm chooses the 
hypothesis hk with the highest belief value as a result of event correlation. In the 
following parts, we discuss the event correlation algorithm in detail. 

4.1   The Refined Heuristic Approach for Creating the Fault Hypothesis Set 

Fault hypothesis set is a set of hypothesis in which each hypothesis is a subset of  that 
explains all events in EO. The meaning that hypothesis hk can explain event Ei EO is 
hypothesis hk includes at least one NE which faults can lead to the event iE  occurrence. 
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At the worst case, there may be 2| | fault hypothesis can responsible for fault event EO, 
so fault hypothesis set don’t contain all subsets that can explain event EO. To limit the 
number of fault hypothesis, a heuristic approach is presented in literate[8]. But when 
network become large, number of hypothesis still grows rapidly. So, we improved this 
heuristic approach by constraining maximum number of faulty NE. 

When event Ei is received, this algorithm creates a set of fault hypothesis FHSi by 
updating FHSi-1 with an explanation of event Ei. The way for appending the 
explanation of event Ei is that: To analyze each fault hypothesis hk of FHSi-1, if hk can 
explain event Ei, hk can be appended into fault hypothesis FHSi, otherwise, hk need to 
be extended with a NE in path domain PMEi. As discussed above, the greedy 
algorithm will result in fast growth of fault hypothesis set’s size then lead to the 
computational complexity of event correlation algorithm is unacceptable. So literature 
[8] proposed a heuristics approach which uses a function u(l) to determinate whether 
NE l PMEi can be added into hypothesis hk FHSi-1. NE l PMEi can be appended 
into hk FHSi-1. only if the size of hk, |hk|, is smaller than u(l), where function u(l) is 
defined as the minimal size of a hypothesis in FHSi-1 that contains NE l and explains 
event Ei. The usage of this heuristic comes from the following assumption: In most 
event correlation problems, the probability of multiple simultaneous faults is smaller 
than the probability of any single fault. Thus, in these hypotheses containing NE l, the 
fewest size of hypothesis is the one most likely to be the optimal event explanation. 
The heuristic approach reduces the number of hypothesis during the event correlation 
to a great extent. However, while the network’s size is large, the size of fault 
hypothesis created by this approach is still very large. Therefore, we refined the 
heuristic approach with a constraint fmax, where fmax is defined as the maximum fault 
NE’s number occurred in the network. Since in most of event correlation problems, 
the number of fault NE is usually small, and the number of fault simultaneous beyond 
a certain value is also very small. So this limitation is reasonable to make the size of 
fault hypothesis in an acceptable range even the network’s size is large. 

4.2   The Influence of Events on Fault Belief of NE 

When a fault event Ei is received, the event will produce an increment of fault belief 
to these NEs in path domain PMEi. Below, we discuss the impacts of negative event 
and positive event respectively. In this paper, negative event is defined as the event 
that reports fault in end-to-end network service; and positive event is defined as the 
event that indicates end-to-end network service in good condition. 

If these prior fault probabilities of NEs in path PM are known, the fault probability 
of path PM is computed as following equation. 

2

1 2 1 2
0

( 0) ( , ,..., ) ( 0 | , ,..., )
n

n n
i

P PM P S S S P PM S S S
=

= = =  (8) 

It is difficult to get the condition probability in real-life communication network. 
So the calculation of P(PM=0) is also very difficult through equation (6). However, if 
there are two or more NEs that in a special path occurs fault simultaneously, the path 
will fail in most cases. Therefore, we can calculate the approximation of P(PM=0), 
P’(PM=0), by following equation. 
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The Influence of Negative Events on Fault Belief of NE 

When a negative event Ei is received, the fault probability of NE in path PMEi is 
computed as following equation. 
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Thus, the increment of fault belief of NE j by event Ei is computed as following 
equation. 

j j
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The Influence of Positive Events on Fault Belief of NE 

When a positive event Ei is received, the fault probability of path PM is computed as 
following equation. 
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Thus, the increment of fault belief of NE j by event Ei is computed as follows. 
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4.3   Fault Belief of NE 

The total fault belief of NE j, produced by event E1,E2,…,Ei, is calculated as following 
equation. 
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4.4   Belief of Fault Hypothesis  

We compare the probability of hypotheses with their belief, which are defined as the 
product of all NE’s fault belief in these hypotheses. The greater belief of hypothesis 
is, the more probability hypothesis holds. The belief of hypothesis hk is computed as 
following equation. 
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The algorithm is defined by the following pseudo-code. 

Algorithm 1(C-F Model Algorithm) 
set fmax, let FHS0={ }, ={ } 
for every observed events Ei 
 compute PMEi 
 for all NE j PMEi do 
  compute CFi(Sj, PMEi)  
  add j to  
 for all NE k  do  
  compute CFi(Sk)  
 let FHSi={ }  
 for all l PMEi 
  let u(l)=fmax 

 for all hj FHSi-1 do 
  for all NE l hjsuch that l PMEi  
   set u(l)=min(u(l),|hi|) 
   add hi to FHSi and calculate CF(Sl)  
 for all hi FHSi-1\FHSi do 
  for all j PMEi such that u(l)>|hi| do 
   add hi {l} to FHSi compute CF(hi {l}) 
choose hi FHS|Eo| such that CF|So|(hi) is maximum 

5   Simulation Study 

In this section, we describe the simulation study performed to evaluate the technique 
presented in this paper. In our simulation, we use OR to represent the negative event 
observed ratio, i.e., OR=|EiON|/|EiCN|and n to represent the number of network nodes. 
Given parameter of OR and n, we design Kn simulation cases as follows:  

First, we create a random tree-shaped n-node network Ni(1 i Kn).  
Then, we randomly generate prior fault probability distribution P(Si=0) of NEs, 

P(Si=0) [0.001 0.01], and conditional probability distribution P(PM=0|Si=0) of 
NEs, where P(PM=0|Si=0) defined as the probability of NE’s fault leading to 
corresponding path fail, P(PM=0|Si=0) [0 1]. 

For i-th simulation case(1 i Kn), we create Ms simulation scenarios as follows. 

(1) Using prior fault probability of NEs, we randomly generate the set Fk 

iC(1  k  
Ms) of faulty NEs in network Ni. 

(2) Using conditional probability distribution of NEs, we generate the set of 
events Ek 

iC resulting from faults in Fk 

iC. 
(3) We randomly generate the set of negative event 

N

k
iOE  such that on average 

/
N N

k k
iO iCE E OR= . 

(4) We randomly generate the set of positive events 
P

k
iOE . The size of 

P

k
iOE  is 

varied 2 to 8 depending on the size of Nj. 
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(5) We set the set of events 
N P

k k k
iO iO iOE E E= + , k

iOE  is the set of events received by 

fault management.  
(6) Using the event correlation algorithm proposed above, we compute Fk 

iD, the 
most likely explanation of events in Ek 

iO. Detection rate (DRk 

i )) and false positive 
rate (FPRk 

i ) are computed as the following equations. 

/ \ /k k k k k k k k
i iD iC iC i iD iC iDDR F F F FPR F F F= =I  (16) 

For i-th simulation case, we calculate the mean detection rate DRi=
Ms
k=1DR

k 
i /Ms and 

mean false positive rate FPRi=
Ms
k=1FPR

k 
i /Ms. Then, we calculate the expected values of  

detection rate DR(n) and false positive rate FPR(n), respectively. In our simulation, 
we used Kn=100, Ms=100. We varied n from 40 to 120. The result of experiment is 
shown as follows. 
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Fig. 5. Detection rates                                       Fig. 6. False positive rates 

As shown in Fig.5 and Fig.6, the accuracy of algorithm depends on event 
observability ratio and network size. The higher OR the event correlation process is 
with, the higher accuracy can get; the larger network size is, the lower accuracy can 
get. The reason is that: firstly, high OR means more information about faults, and, in 
consequence, higher accuracy; secondly, large network means more multiple faults 
will occur in system, and these fault can be explain some hypotheses with smaller 
size. Besides, the inclusion of positive events in the event correlation allows the 
detection to be substantially improved. The improvement is bigger for low 
observability ratio; with high observability ratio (e.g., OR=1), the number of negative 
events is typically large enough to allow quite accurate fault localization without 
considering positive events. However, such high events observability is unlikely in 
real-life systems. So the inclusion of positive events in the event correlation process is 
an effective method to improve the accuracy of event correlation. As mentioned in 
section 1, several approaches have been proposed in non-deterministic fault diagnosis. 
Because of the difference of approaches for building EPM, it is difficult to select an 
event correlation algorithm as a baseline. In our simulation, we choose the IHU as the 
baseline. Compared with IHU, the detection rate of our algorithm (taking positive 
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events into account) is higher than that of IHU (disregarding positive events), while 
lower than IHU (taking positive events into account). There is no statistically 
significant difference in the false positive rate. The algorithm IHU (taking positive 
events into account) assumes that the positive events certainty is in a high level. 
However, the assumption is not always true in the case of high event loss ratio. In our 
algorithm, we only consider that positive events which are confirmed, so it is more 
reliable.  The high event loss ratio was resolved by adding the parameter of event loss 
ratio in IHU, but it is difficult to obtain the parameter in real network.  Especially 
when there is difference between estimation and real value, the inclusion of positive 
event will not increase the accuracy of event correlation; on the contrary, it will 
decrease the accuracy. Therefore, we consider that IHU (taking positive events into 
account) is more suitable as an ideal algorithm. Compared with it, our algorithm is 
more robust and more practical. 

6   Conclusion  

This paper proposed a non-determinate event correlation technique to perform fault 
localization in communication network. The technique builds system’s EFM during 
run-time by extending the EFM model method proposed in [10], and creates the set of 
fault hypothesis with a refined heuristics approach, and chooses the optimum fault 
hypothesis by C-F model. In diagnosis of end-to-end service failure in communication 
network, our method can build EFM during run time, and perform event correlation 
for multiple simultaneous faults. Simulation study shows our approach can get high 
accuracy, and is robust for events loss. However, the accuracy of our algorithm in 
very large network will deteriorate gradually. In future research, we would study 
event correlation techniques for large network. 
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Abstract. Instead of using a plan library, the recognizer introduced in this paper 
uses a compact structure called flexible to represent goals, actions and states of 
the world. This method doesn’t suffer the problem of acquisition and 
hand-coding a larger plan library as traditional methods do. The recognizer also 
extends classical methods in two directions. First, using flexible goals and 
actions via fuzzy sets, the recognizer can recognize goals even when the agent 
has not enough domain knowledge. Second, the recognizer offers a method for 
assessment of various plan hypothesis and eventual selection good ones. Since 
the recognizer is domain independent the method can be adapted in almost every 
domain. Empirical and theoretical results also show the method is efficiency and 
scalability. 

1   Introduction 

Plan recognition involves inferring an agent’s goal from a set of observed actions and 
organizing the actions into a plan structure for the goal [1]. Wherever a system is 
expected to produce a kind of cooperative or competitive behavior, plan recognition is a 
crucial component. For example, using plan recognition mechanism, an intelligent user 
agent can observe a user’s actions, jumping in when his operation is on a sub-optimal 
way. However, inferring an agent’s goal without different semantics is rather a difficult 
task because the observed actions are always fractional and the same action may appear 
in some different plans. On the other hand, algorithms using formalized description 
developed recently, though sound in semantics, often produce combination-exploded 
problems [2], [3]. 

In order to solve such problems, researchers have made many attempts. Vilain 
advanced a grammatical analysis paradigm that is super in searching speed but poor in 
plan representation [4]. 

Kautz in his pioneering paper presented a hierarchical event based framework, 
which has been widely used in most plan recognition based systems for its advantage 
in plan representation [5], [6]. Jiang etc. used AND/OR graph like structure to 
represent plan based on this framework [7]. And Lesh etc. in [2] improved speed over 
this method. But using a plan library often makes the system suffer problems in the 
acquisition and hand coding of large plan libraries that is unimaginable in a huge plan 
system [1], [8].  
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Bauer etc. made attempts to apply machine learning mechanics to automated 
acquisition and coding of plan libraries, but searching in the plan space is still 
exponential in the number of actions [9], [10]. What’s more, most recognizers using a 
plan library can only solve problems with fewer than 100 plans and goals [2]. 

Since using a plan library often makes systems suffer problems in acquisition and 
hand coding of large plan libraries; further, it often leads to searching the plan space of 
exponential size. Hong Jun in our project advanced an algorithm [1], [8] based on graph 
construction and analysis. This kind of algorithm doesn’t need a plan library to make 
goal recognition applicable in practical systems [11], but it is based on an ideal assume 
that the “actor” should have complete knowledge of the planning environment. This is 
always not accord with the facts and is always limited in application. Allen etc. in [12] 
advanced a statistical, corpus based method for goal recognition without plan library, 
but this method is domain dependent, and can’t work until sufficient statistic 
information is available.  

In this paper, we introduce a totally different compact structure called flexible goal 
graph for plan recognition. Compared to goal graph, first, this method does not need a 
plan library, and thus it inherits the advantage of goal graph such as avoiding problems 
of hand coding a plan library; second, the behaviors of the agent observed can be more 
flexible and adventurous, which is often a feature of agents in a state of partially or 
totally ignorance about the environment; third, our method provides a qualitative 
criterion to assess plan quality, thus better plan can be selected while “bad” ones can be 
excluded.  

The rest of the paper is organized as followed. We first describe syntactic and 
semantics of flexible goal recognition problems; and then we introduce how to use 
flexible goal graph to implement flexible goal recognition; theoretical and empirical 
results will also be shown to prove our algorithm efficient and sound, and in the last 
section we conclude the paper and point out our future work. 

2   Flexible Goal Recognition 

Specifically, in this paper, we focus on goal recognition, a special case of plan 
recognition, as goal graph does. And the task of this section is to define a flexible goal 
recognition problem, the framework that can capture the inherent “softness”. 

2.1   Why to Introduce Flexible Goal Recognition?  

There are at least two reasons for us to focus on flexible goal recognition. First, classic 
goal recognition based systems, goal graph for example, assume that the actor (the 
agent observed) should have complete knowledge about the state of the world thus the 
agent always performs perfectly during execution of the actions. This is not necessarily 
the case. A good case may make things clear. Taking into account of Andrew’s famous 
UM-Translog example [13], the instantiate of a LOAD operator requires that all of the 
preconditions to be implemented. In other words, a load action can be executed only 
when a) the truck and package are collocated; b) the truck is well armored; c) there is a 
guard on the truck before loading. Obviously, a) is an imperative constraint, yet b) and 
c) are both flexible constraints that can be relaxed. In the real world, a robot that does 
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not know that the package is valuable may load the package when the truck is only an 
unarmored truck and (or) even when there is no guard on the truck. Allowing this kind 
of flexibility is particularly useful in those human-machine collaboration systems. For 
instance, a user may close a document without noticing that the document has been 
changed. Since classic goal recognition system unrealistically assumes that the agent is 
both rational enough and has total knowledge about the environment, the user is 
assumed to never close an unsaved document. Flexible goal recognition then offers a 
method to recognize the goals of those agents who are in a state of ignorance about the 
planning environment.  

Second, actions are viewed identically contributing to construct a plan in most plan 
recognition algorithms. However, in real world domains, each action play different role 
in the plan and behaviors of the agent may even cause the damage of plan quality. For 
example, moving a valuable package from location l1 to l2 through a dangerous road 
decreases the successful degree of implementing the goal of keeping the package in l2. 
Thus the recognizer needs some qualitative criterion to assess the plans recognized, and 
then makes rational decision to choose “good” ones and exclude those “bad” ones. This 
is particularly useful in human machine collaboration systems, because using this 
mechanism the recognizer can judge whether the user’s actions are on the optimal way. 
What’s more, our recognizer can even find which action mainly harms the plan quality. 
In this sense, advice can be given for the agent to plan better next time. 

2.2   Representation of Flexible Goal Recognition 

Now we discuss the both the syntactic and semantics of the flexible goal recognition 
problems. 

Problem of flexible goal recognition. Generally speaking, the problem of flexible 
plan recognition consists of:  

1. A set of flexible operator that can be instantiated to actions, 
2. A finite, dynamic universe of typed objects, 
3. A set of flexible propositions called the initial conditions, 
4. A set of flexible goal schemata specifying flexible goals, 
5. A set of observed flexible actions,  
6. An explicit notion of discrete time step. 

States and Flexible Propositions.  A state is a complete description of the world at a 
single point in time, and it is described by a set of propositions in which every 
proposition appears only once. In flexible goal recognition, a Flexible state S is then 
composed of a set of flexible propositions, of the form (p, 1, 2, 3,…,ki), where i 
denotes a plan object and ki is an element of totally ordered set, K, which denotes the 
subjective degree of truth of the proposition, p. K is composed of a finite number of 
membership degrees, k⊥, k1, …, k .  (p, k⊥) and (p, k ) respectively denote that the 
proposition p is totally true and totally false. So a flexible proposition can be viewed as 
a fuzzy relation R, whose membership function is ƒR(.): 1× 2 × 3×…× j →K. 

Flexible Actions. Specifically, a flexible action can be regarded as representing sets of 
state transitions, with a state being a particular assignment to the set of state variables. 
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The action consists of a flexible precondition, characterizing the state where the action 
is applicable in, and a set of flexible effects. Flexible actions can also be viewed as a 
fuzzy relationship mapping from the precondition space to a particular set of flexible 
effects and a totally ordered satisfaction scale L. L is also composed of a finite number 
of membership degrees, l⊥, l1…, l , where l⊥, l  respectively denote complete unsatisfied 
and complete satisfied. In the following we show the BNF grammar for definition of a 
flexible operator that can be instantiated into flexible actions. 

BNF grammar of actions: 

 <action-def> ::= (: action <action symbol> 
<action-def> ::= (: action <action symbol> 
                [:parameters (<typed list (variable)>)]  
                 <action-def body>) 
<action symbol> ::= <name> 
<action-def body> ::= [:precondition <GD>] 
            [:effect <effect>] 
<GD> ::= <atomic formula (term)>|(and <GD>* 
         |(not <term>)|(not <GD>) |(or <GD>*) 
<atomic formula (x)> ::= <predicate> <x>*>  
               |<predicate> 
<term> ::= <name>|<variable>|<const> 
<effect> ::= <flex-effect>|and <effect>*) 
<flex-effect> ::= <f-effect><sat-degree> 
<f-effect> ::= <atomic formula (term)>  
     |(not <atomic formula (term)>)  
<predicate> ::= <name> 
<sat-degree>     ::= <element of L>. 

Flexible Goals. Flexible goal schemata is a fuzzy relationship from the descriptions of 
the goal to the satisfaction scale set L. Descriptions of the goal schemata are defined the 
same as the preconditions in flexible operators.  

3   Flexible Goal Graph 

In this section, we mainly discuss how to implement our recognizer. But before that, we 
introduce some useful concepts.   

3.1   Useful Concepts 

Definition 1 (Flexible Casual Link). Let ai and aj be two flexible actions at time steps 
i and j respectively, where i <j. There exists a causal link between ai and aj, written as ai 
< aj, if and only if one of the effects of ai has the form (p, l), and the execution of the aj 

requires p.  

Definition 2. (Flexible valid plan) Beliefs concerning how to reach a flexible goal 
from the initial state  are formalized as a triple < , , >, which formalizes a valid 
plan, where  denotes the set of flexible casual link relations in , the set of flexible 
actions, and  denotes a set of constraints. A flexible plan is valid if and only if the 
goal is achieved after the actions are executed from  in an order consistent with  over 
a given satisfaction degree, e.g. l3. 
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Definition 3. (Flexible Relevant Action) Given a flexible goal g and a set of observed 
flexible actions, , we said an action a, a∈ , is relevant to the flexible goal if and 
only if there exists a flexible causal link between a and g or there exists a flexible 
causal link between a and b, where b is flexible relevant to g. 

Definition 4. (Flexible Consistent Goal) A flexible goal is consistent with a set of 
flexible actions, if and only if the strict majority of actions in the set are flexible 
relevant to the goal. 

Definition 5. (Flexible Valid Plan for Consistent Goal) Let  a set of observed 
actions,  be the initial state, g be a flexible goal, p = < , , > is a flexible valid 
plan; we said p is a flexible valid plan for g if and only if g is achieved after A over a 
given satisfaction degree. 

3.2   Algorithm 

Generally speaking, our method can be regarded as a counter part of Miguel’s flexible 
planning graph [18], which has been proved to have great success in planning fields. 
However, although graph structures are used in both approaches, they are composed of 
different kind of nodes and edges. In a time step, a flexible planning graph represents 
all the possible propositions either added by actions or brought forward by no-ops in 
previous time step and represents all the possible actions whose preconditions can be 
satisfied. Yet in our approach flexible goal graph not only represents the propositions 
added by plausible actions, but also represents all the plausible actions and the goals 
partially or fully achieved. So flexible goal graph not only represents relations between 
flexible propositions and flexible actions, but also represents relations between flexible 
propositions and flexible goals.  

We now describe our goal recognition algorithm that runs in a two-stage cycle at 
each time step. In the first stage, the “constructor” procedure takes the observed 
actions to extend a flexible goal graph; in the second procedure the “analyzer” 
procedure analyzes the constructed flexible goal graph to recognize the goals achieved 
and then find the flexible valid plan consistent with the goals. We use a 5-tuple 
< , , , , > to represent the graph, where  denotes the set of current world states 
which includes initial states, ∈ ;  is a set of action nodes,  is a set of edges,  is 
a set of goal nodes,  is the constraint relationships implied in the graph. Flexible 
proposition node, flexible action node and flexible goal node are respectively 
represented as prop(p, i), action(a, i), goal(g, i), where p is a flexible proposition, a is 
a flexible action, g is a recognized flexible goal, and i is time step. And flexible goal 
graph is a leveled directed graph including flexible proposition levels with flexible 
proposition nodes, flexible actions levels with flexible action nodes and flexible goal 
levels with flexible goal nodes.  

Constructor Procedure. The constructor procedure shows how to generate a flexible 
goal graph and how the actions and goals nodes and edges are generated dynamically. 
Flexible goal graph constructor starts with a graph < , {}, {}, {}, {}> that consists of 
only flexible proposition level 1 with nodes representing the initial conditions. Let 
operatori() be a function which takes the ith operator of the problem and the predict 
instantiation() to instantiate an operator into an action during running time. Similarly, 
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let goali() be a function which takes the ith goal of the problem, and implement() be 
the predict implementing a goal. Then the result of the progression of  from 
proposition level to action level through the problem is {∪instantiate(operatori(), , 
AO)| 1  i  a_leng(P)}. After the action level is constructed, by calling goal expansion 
procedure, the goals recognized should be {∪(implement (goali(),R)),1  i  g_leng 
(P)}}. Action expansion and goal expansion procedure explains how the graph is 
constructed level by level more explicitly.  

Constructor procedure of the recognizer 

Constructor(< , , , , >,P,n,AO)   
  begin 
    if n < 1 or n > N 
      then return false 
    else   = proposition_level ( , n-1) 
    A<n> = instantiate(AO, ,Operatori()|1  i  a_leng(P))  
    C<n> = constraint_check( <n>) 
    <n> = action_check(C<n>, A<n>) 
     = initial_state( )  
    <n>= {∪implement(goali(), )|1  i  g_leng(P)}  
    <n> = goal_check(C<n>, <n>) 
    for each g∈ <n> 
       plan = ANALYSER( ,g ,< , , , , >, n)  
       if (!plan)  
         then  <n> = <n> – {g} 
       else return plan 
    Constructor(< , , , , >, n+1)  
 end.  
ACTION_EXPANSION(< , , , , >, n)   
  begin 
    for each a∈ <n> 
      for each pp∈prec(a)  
          if prop(pp)∈ <n> then 
             <n> = <n>∪ {pos_prec_edge(prop(pp,n), 
action(a,n))}  
      for each pe∈effec(a)  
          <n+1> = prop(pe, n+1)∪ <n+1> 
          <n> = <n>∪{effec_edge(a, prop(pe, n+1))}  
    for each prop(p,n)∈ <n> 
      if prop(p,n+1)∉ <n+1> then 
          <n+1> = <n+1>∪prop(p,n+1))  
          <n> = <n>∪ 
              {pers_edge(prop(p,n), prop(p,n+1))}  
    return < , , , , > 
  end.  
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GOAL_EXPANSION(< , , , , >, n)  
  begin 
    for each g∈ <n> 
       for each pg∈des(g)  
         if prop(pg,n)∈P then 
            <n> = <n>∪{des_edge(prop(pg,n))}  
    return < , , , , > 
  end. 

Analyzer Procedure. Given a flexible goal graph constructed, the analyzer then 
analyses the graph to recognize consistent goals and valid plans. Analyzer procedure 
include 4 arguments,  –the initial states set, g -the goal recognized, < , , , , >-the 
graph, n-the current total time steps. Interestingly, as is shown in the pseudo-code of 
construction procedure, two kinds of information are propagated through the graph. 
The first kind propagated by causal links between actions tells whether an action is 
relevant to the goal; in other words, the recognizer knows whether an action contributes 
a valid plan consistent with the goal recognized. The second kind of information 
propagated by satisfaction degree of actions tells to what extent an action contributes to 
the plan. Specifically the satisfaction degree is propagated though the graph as 
followed: (1) a proposition is labeled with maximum satisfaction degree of those 
actions that assert it as an effect; (2) an action is labeled as minimum satisfaction degree 
of those propositions that attached it as a precondition and its own satisfaction degree. 
In this way, we can compute satisfaction degree of a flexible valid plan consistent with 
a given goal recognized, which can be viewed as assessment of the plan quality. Since 
the satisfaction degree of a plan is computed as the conjunctive combination of the 
satisfaction degrees of actions, it’s easy to find which action may harm the plan quality. 

Analyzer procedure of the recognizer 

ANALYZER( , g, < , , , , >, n)  
  begin 
    if n<1  
       then return false 
    S = des(g)  
    if (S⊆ ) then return plan;  
     = ∪{a|∃p, p∈effect(a), p∈S,a∈A<n>}} 
    S_previous = {∪regress(S,a)| a∈ } 
    plan = ANALYSER( , S_previous, < , , , , >, n-1)  
    sat-degree = satisfaction(plan) 
    if satisfied (sat-degree, plan)  
       then return plan  
    else return false 
  end. 

Empirical and Theoretical Results 

We now introduce several experimental domains and show the results of running our 
algorithm on them. We test our algorithm on an IBM RS6000 type machine. The 
purpose of these experiments is to examine the speed of the proposed recognizers. 
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Fig. 1. Empirical results of flexible block domains 

 

Fig. 2. Empirical results of flexible briefcase domains 

 

Fig. 3. Empirical results of flexible transportation domains 

We first extend the famous blocks domain by introducing a flexible precondition of 
load operator: flat (?blocktop), which means to what extent the top of the block is flat. 
We also introduce several flexible goals and operators by allowing the robot to move a 
block to the other without checking the block’s top. It’s interesting in this domain 
because many goals recognized currently have been already recognized previously. 
Results of this domain are shown in figure 1. Flexible briefcase domain is similar to the 
flexible transport domain, which is first introduced in [18]. A briefcase with a check 
should be moved with a guard to protect it. If not, satisfaction degree of the move action 
should be decreased. Figure 2 and figure 3 shows results of the two domains. As is 
shown in the results, CPU second in these domains taken to process the problems is 
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approximately linear in the numbers of goals. Indeed, we can prove that our algorithm 
is polynomial-space and polynomial-time. 

Theorem 1 (Polynomial Size). Consider a t-level flexible goal graph, the space of the 
graph is polynomial size. 

Proof. Consider a problem with n objects, p propositions in the initial conditions, m 
operators and each operator has no more than k parameters and q effects, r goals and 
each goal has no more than o description. Simply the most number of propositions 
created by an operators is O (qnk), so the largest number of an propositions level is O 
(tmqnk), and the largest number of an action level is O(mnk). Since a goal can be 
regarded as an action having no effects, so the largest number is O (rno). Since k and o 
are both constant numbers, the size of the graph is polynomial size in k, m, n, o, q and t. 
According to theorem 1 we have theorem 2: 

Theorem 2 (Polynomial Time). Consider a t-level flexible, the constructing time and 
analyzing time are polynomial size. 

Proof. It’s clear that the time needed to create both the nodes and edges in each level is 
polynomial in the number of nodes and edges in the level. So the time of constructor 
procedure is polynomial size. Note that only actions observed branch in the graph. Let l1 
be the goals recognized in goal level t, m-the largest number of a goal’s description, l2-

-the numbers of actions observed, k-the largest number of an action’s precondition. 
Then for each goal in goal level t, the maximum number of paths searched for relevant 
actions to the goal are O(m+l2kt), so the time needed to recognize all the consistent 
goals is O(l1(m+l2kt)). Obviously computing the satisfaction degree of a valid plan is 
also polynomial in the size of actions in the plan. So time to constructing and analyzing 
flexible goal graph is polynomial size. 

4   Discussion 

Although the results shown in this work is encouraging, there are still significant 
challenges for scaling up the system to sufficiently complex domains. 

First, although our recognizer is domain independent, this doesn’t guarantee that our 
goal recognizer will be effective in every domain. But we believe our recognizer can be 
more effective by using domain knowledge. Second, although our recognizer handles 
actions and goal abstraction, it does not handle hierarchical plans. In this sense we 
should enhance the representing ability of our method.Third, Our method makes the 
assumption that the initial state of the world is completely known and the effects of the 
actions are deterministic, so next time we can extend this recognizer for probabilistic 
domains.Last, our recognizer can be viewed as a counterpart of [18], which has been 
proved to have great success in planning fields. So the advance made about [11] can 
also be used in our recognizer. 
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Abstract. The Systems Biology Markup Language(SBML) is an XML-
based format for representing models of Systems Biology. BioSPI is a
formal model to simulate biological systems, which is evolved from pro-
cess calculi. Based on the previous research on modeling Systems Biology
using process algebra, we propose a method to map SBML to BioSPI.
The motivation of the work is to make full use of BioSPI to analyze bi-
ological systems described by SBML. In this paper, the mapping rules
are presented and an example is given to show the simulation results.

1 Introduction

The number of complete genome sequences, together with data arising from post-
genomic investigation, are so huge that the biologists are facing a data explosion
problem. How do we integrate all the data to explain the interaction between
the components of any biological system and understand the system as a whole?
Systems Biology is being developed to solve the problem.

There exist many computational models and tools for studying Systems Biol-
ogy. However all current models and tools have their particular focus of interest.
To understand a biological system, several models or tools with different for-
mats might be used. The idea is to develop some tools to do model conversion
automatically.

The Systems Biology Markup Language (SBML) [1], based on eXtensible
Markup Language, is a kind of language for representing models of biological
systems. It is applicable to metabolic networks, cell-signaling pathways, regula-
tory networks, and many others. SBML has strong description capability, but
weak in analysis.

A recent developed field of research on Systems Biology is to describe and
analyze biological systems using formal models studied in computer science, such
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NNSFC (60225012), BDCC (03DZ14025), The National Nature Science Foundation
of China (60473006), MSRA, and The BoShiDian Research Fund (20010248033).
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as Process Calculi and Petri Net [2]. BioSPI [3] abstracts and models biologi-
cal processes and pathways with the pi calculus and the ambient calculus. It
has advantages in formally representing the complex networks, simulating and
monitoring the behavior and formally verifying their properties and compare
networks across organisms. BioSPI is good at simulation and analysis, but its
description is hard to understand.

Since the software of BioSPI has been used widely and become more and
more mature, we give a method to implement the convertion from SBML to
BioSPI. One can use the automata conversion tool to simulate and analyze the
data stored in the format of SBML.

2 Mapping SBML to BioSPI

In this section we present the main mapping rules and the implementation. An
example shows the result of the conversion.

2.1 The Mapping Rules

We could use the following rules to map a SBML file to a BioSPI program:

– A whole SBML Biology model is defined as a system process.

system⇐ 〈sbml〉〈model〉 · · · 〈/model〉〈/sbml〉 (M1)

– Different compartments correspond to different processes.

system ::= (new( )C1) | (new( )C2) | · · ·
⇐ 〈listOfCompartments〉

〈compartment id = “C1” · · · /〉
〈compartment id = “C2” · · · /〉 (M2)

...
〈/listOfCompartments〉

– A type of species is expressed by the same name, as shown in M3. The
EnvC1 process here is very useful when reactants are not enough to formally
describe a reaction, as shown in M4. The name of a reaction is used as a
channel name for the BioSPI program in M4. Communications just happen
on channels.

C1 ::= {EnvC1 ‖ S1 ‖ S2 ‖ · · ·}
⇐ 〈listOfSpecies〉

〈specie name = “S1” compartment = “C1” · · · /〉
〈specie name = “S2” compartment = “C1” · · · /〉 (M3)

...
〈/listOfSpecies〉
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Fig. 1. The Architecture of the Implementation

{EnvC1 ‖ S1} ::= RE〈 〉EnvC1 |RE( )S1′′

{S1 ‖ S2} ::= R1( )S1′ |R1〈 〉S2′

⇐ 〈listOfReactions〉
〈reation name = “R1” · · ·/〉

〈listOfReactants · · ·/〉〈listOfProducts · · · /〉 (M4)
〈listOfModifiers · · ·/〉 · · ·

〈/reation〉
...

〈/listOfReactions〉

Hence, the whole BioSPI program can be generated from the above rules:
-language(psifcp).
export(System).
global(R1(base rate1), R2(base rate2), · · · , dummy(infinite)).
System ::= C1 | · · · .
C1::=〈〈 Create-S1(initial amout1) | Create-S2(initial amount2) | EnvC1 | · · · .

Create-S1(C) ::= { C <= 0}, true; { C > 0}, { C−−} | S1 | self.
Create-S2(C) ::= { C <= 0}, true; { C > 0}, { C−−} | S2 | self〉〉.

S1 ::= R1?[], S1′; R2?[], S1′′. S1′ ::= dummy![],0. S1′′ ::= dummy![],0.
S2 ::= R1![], S2′. S2′ ::= dummy![],0.
EnvC1 ::= R2![], EnvC1.

2.2 The Implementation

The conversion tool is composed of two major modules: the Converter module
and the BioSPI Generator, as shown in Figure 1.

The conversion procedure starts from the Converter module. According to
the above mapping rules, the Converter module preprocesses the source SBML
file. Then the BioSPI module generates different BioSPI code fragments and
constitutes the whole BioSPI file.

Figure 2 shows the “MAPK cascade with negative feedback” chart gener-
ated from a SBML file. The conversion tool automatically maps it to a BioSPI
program. The simulation result of the system is presented.
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Fig. 2. MAPK cascade with negative feedback and the simulation result

3 Remarks

The two models, SBML and BioSPI, come from different research point of the
same biological systems. SBML is targeted for biology, while BioSPI for Com-
puter Science. Our conversion tool makes it possible that BioSPI can simulate
and analyze biological systems described by SBML.

Compared with the biological systems modeled by BioSPI, Systems Biology
described by SBML is closer to reality. During the conversion, some details of
the source SBML file are ignored. Hence, after a SBML file has been converted
to a BioSPI program, there is no way to convert it back.

The conversion tool is based on SBML level 1. High level SBML will provide
more detailed and accurate models for Systems Biology. Our further work is to
make the conversion tool compatible with high level SBML.
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Abstract. This paper proposed a knowledge-based fault diagnosis system using 
ORP (Oxidation-Reduction Potential) and DO (Dissolved Oxygen) values 
which usually applied as control parameters in wastewater treatment plants. If 
the basic control parameters such as ORP and DO can be applied to operation 
diagnosis, the stability of process will be remarkably improved without addi-
tional expenses. This proposed diagnosis method uses only the ORP and DO 
values obtained from full-scale SBR (Sequencing Batch Reactor). For the clas-
sification and diagnosis of these statues, a sequenced process of preprocessing, 
dimension reducing using PCA and feature extraction with ORP, DO and a syn-
thetic parameter of [ORP DO] were proposed and applied. As results, the syn-
thetic parameter of [ORP DO] shows better fault recognition rate than that of 
independent application of each parameter. It was considered that this diagnos-
tic system using control parameters could be used to support small-scale 
wastewater treatment management. 

1   Introduction 

A biological nitrogen removal in wastewater consists of two major steps : nitrifica-
tion, where inorganic ammonium ion is oxidized to nitrate ion via nitrite by auto-
trophic bacteria under aerobic conditions; and denitrification, where the oxidized 
nitrate ion is reduced to nitrogen gas by hetetrophic bacteria under anoxic condi-
tion. Even though almost wastewater systems required at least two reactors with 
distinguished operation modes, in SBR (Sequencing Batch Reactor), these two 
distinct biological reactions go though a time sequence of treatment process in the 
same reactor. This research was focused on the development of intelligent diagnosis 
based on the on-line data such as ORP and DO which are routinely adapted for 
process control purpose. If a reliable operation diagnosis using DO and ORP is 
developed, this technique will contribute to small-scale wastewater treatment plant 
operation without additional instrument. 

                                                           
* Corresponding author. 
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2   SBR (Sequencing Batch Reactor) Process and Faults 

2.1   SBR Process 

As shown in Fig. 1, a whole-cycle of SBR consisted of 4 sub-cycles with 1hr anoxic and 
3hr aerobic period. Because the most operation time is occupied with aeration time, 
the optimization and control of aeration are important. The full-scale SBR with effec-
tive volume of 20m3 and digester of 30 m3 for swine wastewater treatment were in-
stalled in Kimhae City. The profiles of DO and ORP were obtained from full-scale 
SBR. In previous study, the process control using ORP or DO was performed with 
threshold method including set point of dORP/dt or dDO/dt. However, since these set 
points are affected by reactor and influent conditions, a periodical fine tuning of set 
point was required for stable control [1]. This study includes the evaluation and diag-
nosis of set points in threshold type controller. 
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Fig. 1. Schematic diagram of overall SBR operating cycle. 

2.2   Fault Selection 

For the purpose of this study, fault types in three categories-controller malfunction, 
influent disturbance and instrument trouble were selected. Table 1 lists the detailed 
definition of the selected malfunctions. 

Table 1. Selected malfunctions 

Location Malfunctions Fault no. 
High F2 Set value in controller 

(dORP/dt) Low F3 
extremely high F4 
high F5 loading rate 
no feeding F6 
scraper type F1(normal) 

Influent 

quality 
slurry type F7 

Instruments chemical pump trouble F8 
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A typical DO and ORP profiles corresponding to each fault case named F1 to F8 
were shown in Fig. 2. 
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Fig. 2. ORP, DO profiles in each normal or fault case 

Fig. 3 showed the diagram of fault diagnosis. ORP and DO values acquired from 
full-scale SBR were preprocessed by resampling, low-pass filtering and normalization. 
After the competitive learning clustering, the normalized data were reduced by PCA 
(Principal component analysis) and the feature vectors were produced [2]. Using the 
Euclidean distance measure, the test data were compared with the feature vectors and 
classified to each class from F1 to F8.  

 

Fig. 3. Diagram of fault diagnosis 

3   Knowledge-Based Faults Diagnosis 

During the operation, reactor status can be divided to 8 cases of F1-F8 as shown in 
Table 1. The F1-F8 statuses have 18, 7, 9, 6, 17, 5, 18 and 12 data and the total num-
ber of training data were 92. Each status data were preprocessed and normalized to 
100×1 vector as described earlier. Fig. 4 shows the preprocessing results of ORP for 
training data. 
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Fig. 4. Preprocessed ORP data of each fault mode 

Table 2 summarizes the diagnosis results. The fault recognition rate of ORP and 
DO showed similar range and the results of [ORP DO] were superior to others. More-
over the fault recognition rates were increased with the number of center.  

Consequently, this proposed diagnosis system based on ORP and DO should im-
prove the stability of process management without additional costs, since the ORP 
and DO values are the most popular parameter in control purpose and also almost of 
wastewater treatment plants have these sensors. Moreover, the rapid fault detection by 
using only aeration phase signal made it possible to response against each fault case. 
The improved fault recognition rate in synthetic parameter of [ORP DO] was thought 
to creative results in this study. A further study to develop feed-back control and man-
agement system based on this diagnosis technique is required. 

Table 2. Diagnosis results 

   centers no. / clusters no. ORP DO [ORP DO] 
1 / 8 81.52 % 82.61 %    91.30 % 
2 / 8 88.04 % 86.96 % 98.91 % 
3 / 8 90.22 % 91.30 %    100 % 
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Abstract. Web-based information portals provide a point of access onto an 
integrated and structured body of information about some domain. Knowledge 
portals are information portals, which make an important contribution to 
enabling enterprise knowledge management by providing users with a 
consolidated, personalized user interface that allows efficient access to various 
types of information. Portlets are mainly ways to present contents in knowledge 
portals. They are a group of components, which can be involved by a portal 
container. However, there are lacks no interaction between those portlets. This 
paper discusses information integration aspects within knowledge portals and 
presents an approach for communicating the user context (revealing the user’s 
information need) among portlets, utilizing ontologies technologies. 

1   Introduction 

A major challenge of today’s information systems is to provide the user with the right 
information at the right time. Using Web-based technologies, portals are an emerging 
approach for providing a single point of access to various types of information. It 
represents an important area for investigation and development. Essentially, this allows 
us to treat all web accessible content as objects that can be wrapped inside standard 
XML interfaces. Through a standard web service framework such as WSRP, portal 
containers will be able to dynamically discover and bind to desired content portlets. 
From this aspect, portals become an aggregate of distributed portlets, each of which in 
turn is a client to one or more web services. All components describe themselves and 
communicate with XML. However, portal systems just provide a way to integrate 
portlets loosely. A portlet represents an information resource; it does not know the 
other portlets, which means that each source has to be searched individually for 
relevant information. In this paper, authors discuss integration aspects of portals.  

We base our approach on integrated metadata, using ontology for concept mapping 
information integration based on portals platform. The rest of this paper is organized as 
follows: In section 2 enterprise knowledge portals and knowledge management 
systems are introduced. The main contribution of this paper is, however, the 
information integration approach presented in section 3 and Section 4. Finally, section 
5 concludes the paper and discusses remaining open issues and possible future work. 
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2   Knowledge Portals and Knowledge Management System 

Knowledge management is the process of creating value from an organization's 
intangible assets. It deals with how best to leverage knowledge internally in the 
organization and externally to the customers and stakeholders. As such, knowledge 
management combines various concepts from numerous disciplines, including 
organizational behavior, human resources management, artificial intelligence, 
information technology, and the like. The focus is how best to share knowledge to 
create value-added benefits to the organization. 

Since Knowledge Management becomes more and more important. Today the term 
knowledge portal is more and more used instead of information portal. Knowledge 
portals in the Web are intended to help people achieve a particular task taking place in a 
complex setting, e.g. learning about solutions and pitfalls of Knowledge Management. 
Hence, knowledge portal providers must act as intermediaries that structure relevant 
aspects of the info world for presentation on the portal in order to allow people flexible 
and easy access to all the contents. 

At this point artificial intelligence comes in as a key enabler for helping to structure, 
access and provide information that has been aggregated by collaboration of people. 
Advanced techniques try to help the user with accessing the right information at the 
right time. This implies the support of organizational learning and corporate knowledge 
processes. Therefore knowledge portals are the ideal user interface to a Knowledge 
Management System[5].  

The overall architecture of a KMS (Knowledge Management System) using a 
knowledge portal as a user interface is shown in figure 1. We divide the architecture of 
a KMS into three layers. The memory repositories layer includes all the data stores that 
together build the organization’s knowledge base. The knowledge administration layer 
contains the software components that are used to access and interpret the different data 
sources. Difference from others, we consider these components are some portlets (i.e. 
CMS portlets for different news group, IR portlets for different type of documents). 
Finally, the presentation layer is responsible for transporting the information to the end 
user. Our proposal is to use a web-based portal for this purpose. 

 

Fig. 1. Knowledge Management System with Knowledge Portal 
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Today, there are a number of commercial portal platforms available (e.g. IBM, BEA, 
etc.). The individual portal components (representing different information sources) 
which are rendered together to a portal webpage are called portlets[1]. Portal systems 
provide an integration platform on user interface level (i.e. within the presentation 
layer). The problem of available standard solutions is, however, the lack of interaction 
(or integration) between the individual portlets both in knowledge administration layer 
and presentation layer. We will address this issue in the following of paper. 

Integration in the memory repositories layer obviously means data integration. In this 
paper we just introduce it shortly. One of the most prominent examples is the ETL 
(extract, transform, and load) process which extracts data from different source 
databases, and feeds it into a data warehouse. Additional integration initiatives on this 
layer would, among others, involve metadata integration.  

3   Integration in Knowledge Administration Layer 

As mentioned earlier, also, many portal platforms exist as commercial systems. The 
problem of these standard solutions is the lack of interaction between the individual 
portlets. In knowledge administration layer, portlets just descript themselves with 
deployment descriptor[4].  These descriptors are lack of semantic. Based on these, we 
can not build the relationship of portlets. In this section, we first descript the standard 
deployment descriptors of portlets, and then provide an approach to expand these 
descriptors. 

3.1   Standard Deployment Descriptor of Portlets 

The deployment descriptor of portlets conveys the elements and configuration 
information of a portlet application between Application Developers, Application 
Assemblers, and Deployers. Portlet applications are self-contained applications that are 
intended to work without further resources. Portlet applications are managed by the 
portlet container. 

In the case of portlet applications, there are two deployment descriptors: one to 
specify the web application resources (web.xml) and one to specify the portlet resources 
(portlet.xml).  

We can set portlet application name in the web.xml using the <display-name> tag. 
For example, we can declare a portlet application whose name is MyPortlet as following 
in web.xml: 

<display-name>MyPortlet</display-name> 
The portlet deployment descriptor in portlet.xml includes configuration and 

deployment information: 

• Portlet Application Definition 
• Portlet Definition 

Portlets container distinguishes different portlets from their portlet application name 
and portlet name (e.g. MyPortlet:JSPPortlet). 

Although portal platforms enable users to select the right portlets which they want, 
typically it is difficult for users to make a decision just on portlet name, especially when 
there are too many portlets that users can select. Even they are very familiar with the 
services that portlets provide, it is time consuming to select among many portlets. 
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3.2   Extending Deployment Descriptor of Portlets 

It is an effective way to help users easily select portlets by using intellectual 
technologies to do automatic reasoning, giving some advice and helpful information 
when they chose portlets. But the prerequisite of automatic reasoning is to carry on 
further descriptions of portlets, and this kind of descriptions should be suitable for the 
automatic reasoning mechanism. 

Ontologies based on Description Logics is a concept descript language which has 
clear semantic and standard, and is easy to share, at present, there are already such 
standards as RDF, RDFS, DAML+OIL, etc. We can adopt RDF[2] and RDFS[3] as 
describing portlets characteristic knowledge expression methods, and base on this to do 
automatic reasoning. 

To describe portlets, RDFS should be set up firstly. From the point of application, 
RDFS can be divided into two parts. One part is to the descriptions of portlet’ essential 
features, which basic model is shown in figure 2, i.e. it is thought that one portlet is a 
processing system that can accept inputs and produce outputs. To integrate a group of 
portlets is just to describe the outputs that each of them offers, which is the foundation 
of integration. The other part is correlated with this field. To describe the content of 
outputs needs to define the standard vocabularies of this field, in which portlets suitable 
for a certain field describes its characteristics. Later, on the basis of RDFS, RDF 
description of portlets should be set up. 

 

Fig. 2. Description of Portlets 

We can set up the connection between portlet and its description by the <init-param> 
element in portlet deployment descriptor as showing in figure 3. For example, we can 
add the following description to show that its corresponding ontology name is “test 
ontology” in JSPPortlet. 

  

Fig. 3. Example of Portlet Deployment Descriptor 

<init-param> 

<name>ontology_description</name> 

<value>test ontology</value> 

</init-param> 

<init-param> 

   <name>ontology_description</name> 

   <value>test ontology</value> 

</init-param> 
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On the basis of describing portlets, it can improve user's efficiency of choosing 
portlets from two aspects. On one hand, based on RDFS description of Output Context, 
it should classify and delaminate portlets for user's selection, according to standard 
field vocabulary; On the other hand, after users choose a certain portlet, it uses the 
reasoning mechanism to look for relevant portlets to recommend users in the collection 
of knowledge. 

4   Integration of Portlets in Presentation Layer 

In knowledge administration layer, by setting up the collection of knowledge to portlets 
based on ontologies, it can realize the static integration, namely organizational progress 
the integration of portal pages. In presentation layer, there is also the lack of interaction 
between the individual portlets. When a user navigates within a certain portlet, the 
other portlets remain static. In order to provide an efficient knowledge access it would 
be desirable that the user’s information need, revealed by his navigation within one 
portlet, could be provided to the other portlets enabling them to automatically find 
related information. The approach presented in this paper develops a framework for 
communicating the user context between portlets to provide such integration in a 
generic way. 

As mentioned in section 3, we can realize the integration in knowledge 
administration layer through describing Output Context of one portlet. Similarly, we 
can realize the integration in presentation layer through describing Input Context. In 
fact, in regular portal systems, portlets can get input information by rendering 
request/action request object. The problem is the heterogeneity of the portlets and the 
underlying systems that manage the information displayed by them. We propose to 
describe a portlet based on the semantic of ontology, and that can realize the exchange 
and transformation of inputting information among different portlets thus can solve this 
problem. Its structure is shown in figure 4. 

 

Fig. 4. Architecture of Input Context Integration 

From the point of implement, specification portlet applications are generally 
subclass of GenericPortlet[4] according to JSR168. Therefore, we can encapsulate 
general treatment methods of input context semantic transferring by adding an 
inheriting layer. The construction of inheriting relation among classes is shown in 
figure 5.  
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Fig. 5. Heterogeneity of Portlets Class 

5   Conclusions 

Today, efficient access to information of all kinds is becoming more an more 
important. Knowledge management systems and enterprise knowledge portals provide 
a means of addressing this issue. In this paper we discussed integration aspects in 
enterprise knowledge portals in two layers of KMS. In particular we presented 
approaches for implementing integrating within portal system. Using this approach an 
information retrieval system can, for example, automatically provide the user with 
documents from the organization’s document management system that are related to 
what he is currently viewing in a CRM report. 

We think that our work on knowledge portals is only one very early starting point 
towards the Semantic Web, which will provide machine-readable information for all 
kinds of web-based applications. In particular, future applications will need to integrate 
more automatic techniques — for building ontologies, for providing meta data, and for 
learning from the usage of the Semantic Web. 
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Abstract. Any development of electronic business entails some level risks. 
Reasonable risk analysis can enhance the chance of successful electronic busi-
ness project implementation. In this paper, related risk assessment indexes as-
sociated with electronic business development are put forward from the aspect 
of technology, organization and environment. At the same time, a risk assess-
ment model is proposed by using of fuzzy set and grey theory and its effective-
ness and feasibility are tested in a practical example. The model can assist the 
decision-makers to understand the current risks more intensively and assess the 
overall risks in a more exact way.  

1   Introduction 

E-Business (EB) is “a modern business methodology that addresses the needs of or-
ganizations, merchants, and consumers to cut costs while improving the quality of 
goods and services and increasing the speed of service delivery [1]. In fact, EB in-
volves the use of information technology to enhance communications and transactions 
with a company’s stakeholders, and includes activities such as establishing a web 
page to facilitate those communications [2]. It has been adopted widely in most enter-
prises and is growing rapidly all over the world. 

Although EB can offer various business opportunities, EB development is puzzled 
by various kinds of risk and effective risk management is necessary to deal with these 
problems. Indeed, a task that is vital to the proper management of EB development is 
the assessment of risk. Proper risk management is an essential element of project 
success because without appropriate risk management it fails to achieve significant 
return on investment or competitive purpose [3]. One of the important phases in risk 
management is risk analysis, which involves a process of risk identification and risk 
assessment. It is a fact that EB development is relatively new to most companies, and 
only limited information is available on the associated risks. The application of fuzzy 
and grey theory to risk analysis seems appropriate, as such analysis is highly subjec-
tive and related to inexact and grey information. This paper is trying to establish a 
systematic and comprehensive evaluation model, which will be useful for the risk 
evaluation associated with an EB project development. 
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2   Risks Identification for EB Development 

An important step in advancing our knowledge requires that we understand and ad-
dress these prevail risks in detail. In this paper, risks associated with EB development 
are defined as the risks of direct or indirect loss to the organization in development an 
EB project, which refers to the development stages as planning, analysis, design and 
implementation of an EB system [3]. At present, there is no agreed upon universal 
definition of EB risk but information security is a widely recognized aspect of EB 
risk. Some papers have discussed this problem from different aspect [4-7]. Among 
these papers, the risks given by E.W.T Ngai and T.K.T Wat (2005) and Tom Addison 
(2003) are relative detailed and reasonable. On the cornerstones of their works, the 
risk experts’ ideas are analyzed and necessary information is gathered by using group-
discussing and anonymous questionnaire methods. According to the principle of ra-
tionality, comparability and maneuverability, the following factors are selected as the 
risk indexes. 

2.1   Technical Risks 

It is necessary to create an environment which secures the trust of the user and hence 
the user’s commitment. So, we must try our best to minimize current and future 
threats to the successful completion of the EB project. Moreover, there is a need to 
understand the user/customer requirements correctly and adopt the appropriate tech-
nology available. As mentioned above, related risks are listed as follows. 

1) Client-server Security Risk 
P1: Absence of reliable firewall 
P2: Hacker gaining unauthorized access 
P3: Lack of using reliable cryptography 
P4: Poor ‘‘key’’ management 
P5: Malicious code attacks 
2) Physical Security Risk 
P6: Threat of sabotage in internal network 
P7: Loss of audit trail 
P8: Natural disaster-caused equipment failure 
P9: Human factor-caused equipment failure 
P10: Poor design, code or maintenance procedure 
3) Requirement Risk 
P11: Wrong functions and properties development 
P12: Wrong user interface development 
P13: Underestimated project complexity  
P14: Wrong project size estimation 
P15: Rapid technological renovation 
P16: Continuous change of system requirements 
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2.2   Organizational Risks 

Successful EB project need all kinds of resources and some inevitable modifications 
of the current business process. All of these works must be planed scientifically. So, 
there are also many risks from the aspect of organizational to be considered in ad-
vance. 

1) Resources Risk 
P17: Wrong schedule estimation 
P18: Project behind schedule 
P19: Project over budget or inadequate cash flow 
P20: Depression economy or vague industry policy about EB 
P21: Necessary personnel shortfalls 
P22: Loss of key experienced person 
2) Managerial Risk 
P23: Lack of top management support 
P24: Poor project planning 
P25: Unclear project objectives  
P26: Indefinite project range  
P27: Lack of contingency plans 
3) Reengineering Risk 
P28: Business process redesign 
P29: Organizational restructuring  

2.3   Environmental Risks 

It is familiar for EB outsourcing. So, there are some problems to be dealt with to con-
trol the quality of the EB project construction. At the same time, the risks from legal 
and culture can’t be neglected. The main risks are as follows. 

1) Legal Risk 
P30: Lack of international legal standards about EB 
P31: New laws and regulations constantly change the online legal landscape 
P32: Uncertain legal jurisdiction 
2) Cultural Risk 
P33: Difference users with different in culture customers and business styles 
P34: Language obstacle 
3) Outsourcing Risk 
P35: Incompletion of contract terms 
P36: Difficult to change outsourcing decision/vendor 
P37: Loss of data control 
P38: Loss of control over vendor 
P39: Underestimated hidden cost 
4) Vendor Quality Risk 
P40: Lack of vendor expertise and experience 
P41: Vendor offers outdated technology solution  
P42: Vendor provides poor quality service 
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3   Risk Assessment Model 

The bases of this model are fuzzy and grey theory. Fuzzy mathematics pays more 
attention to objects that intension clear while extension vague. It depicts fuzzy phe-
nomenon abstractly with mathematics ways and provide an effective bridge between 
classic mathematic and realistic fuzzy world [8-9]. At the same time, grey theory pays 
more attention to objects that intension vague while extension clear [10-11]. It adopts 
the way to provide a supplement to the small sample data and have practical value 
while the sample is small and can’t meet the requirement of statistic. In the following 
model, we will use different theory to learn from fuzzy theory's advantage to offset 
grey theory's weakness. So, the evaluation result will be more reasonable. 

3.1   Confirm the Index Set 

From what has been discussed above, we can identify risk index set P={P1,P2,…,Pn}. 

3.2   Confirm the Weight of Each Index 

The weight of each index can be confirmed by many ways, such as entropy value, 
DELPHI and AHP method. AHP is an effective multi-criteria decision making tool to 
find out the relative priorities to be assigned to different criteria and alternatives 
which characterize a decision [12-13]. We can identify the weight of each index using 
AHP, i.e. W={W1, W2,…, Wn}. Note: Wi is the corresponding weight for index Pi 

(i=1,2,…, n). 

3.3   Confirm the Sample Matrix  

Though a certain index may be evaluated quantitatively, it is also rather difficulty to 
judge its direct effect on the development of EB. So, we can give a score (1 to 10) to 
evaluate the risk in EB development according to the practical condition for every 
index. The score of a certain index will be high if the risk is small. That is to say, this 
EB development can be completed on-time and on-budget from this aspect. Suppos-
ing the number of experts is r, so E={E1,E2 ,…,Er}.Assuming the value of index i that 
given by expert L is dli, then the sample matrix for all the experts can be expressed as 
following: 

1 1 1 2 1

2 1 2 2 2

1 2

n

n

r r r n

d d d

d d d
D

d d d

=  (1) 

3.4   Confirm the Evaluation Degree 

According to scientific estimate theory, we confirm the degree of risks as m. So, the 
comprehensive evaluate standard matrix is: V={V1,V2,..,Vm}. 
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3.5   Confirm the Evaluation Grey Number 

According to the evaluation degree, grey number can be confirmed by qualitative 
analysis. There are three functions that are widely used. 

1) Upper end level, grey number ,0[∈⊗ ), the corresponding whitening function 

(WF) is:  

[ ]
[ ]
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1 1

11
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2) Middle level, grey number [ ]11 2,,0 dd∈⊗ , the corresponding WF is:  
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3) Low end level, grey number ��� 21,0 dd∈⊗ , the corresponding WF is:  
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The turning point for whitening weight function can be confirmed by two ways. 
Firstly, it can be confirmed by analogy according to rule and experience. On the other 
hand, we can regard maximum, minimum and middle value as upper limit, lower limit 
and middle value. 

3.6   Calculate Grey Statistics 

We can obtain fj(dki) which represents the “weight value” of dki belongs to risk degree 
j (j=1,2,…,m) by grey theory, then nij and ni can be calculated by the formulas 5 and 6. 

1

( )
r

ij j ki
k

n f d
=

=  (5) 

1

m

i ij
j

n n
=

=  (6) 
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3.7   Calculate Grey Evaluation Value and Fuzzy Matrix 

Then, rij can be calculated by formula rij=nij/ ni, thus: 

1 1 1 2 1

2 1 2 2 2

1 2

. . .

. . .

. . .

m

m

n n n m

r r r

r r r
R

r r r

=  
(7) 

3.8   Calculate Fuzzy Comprehensive Matrix 

1 1 1 2 1

2 1 2 2 2

1 2 1 2

1 2

.. .

.. .
( , , ..., ) ( , , . .., )

.. .

m

m

m n

n n n m

r r r
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, then 
1

1

1
m

i
i

b
=

= . 

3.9   Calculate the Result of Risk Assessment 

Firstly, we should confirm the degree of risk: C=(V1,V2,…,Vm)T . Thus, Z can be ob-
tained by formula Z=(W·R) ·C, that is the result of risk assessment for an EB devel-
opment project. 

4   Example 

Relative data for a risk assessment to the development of EB are as follows: 
Using AHP, we can identify the W={W1, W2,…, W42} (omitted); 

Sample matrix: D=[…]15×42 (omitted). That is to say, 15 experts provided the scores 
for 42 indexes according to the actual development facts about an EB project. For 
example, an expert can give a score of “9.5” according to index P1 because he thinks a 
certain EB project have a rather reliable firewall. 

According to the experts’ advices, we divide risk into five degree: lowest risk, low 
risk, usual risk, high risk and highest risk. At the same time, we confirm correspond-
ing V={9,7,5,3,1} and identify corresponding grey number and white functions de-
picted in Figure 1. That is to say, for a score of “6”, the grey number that represents 
the value of dki belongs to the five risk degree is {6/9,6/7,4/5,0/3,0/2} respectively. 

Thus, nij, ni and ri j(i=1,2,…,42; j=1,2,…,5)can be calculated step by step, and R 
can be obtained. We can obtain B=(0.3352,0.4177,0.2471,0,0) and Z=B·VT =7.1762. 
So, the risk of this EB project can be regarded as the “low” class. 
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0    9    dki

1 1

f3(usual)f2(low)f1(lowest) f5(highest)

0    7   14  dki 0    5   10  dki 0    1    2  dki

1 1 1

f4(high)

0    3   6  dki  

Fig. 1.  five weight function for risk assessment 

5   Conclusions and Further Enhancements 

Proper risk assessment can enhance the chance of successful EB project implementa-
tion. A method to identify and assess the risks in EB development is proposed by 
using fuzzy mathematics and grey theory. It is evident that this method of risks analy-
sis’s useful and reliable. It utilizes the classic method to the optimum degree and 
makes up its disadvantage. It can be widely used in the field of risk evaluation of the 
EB project development and deal with other evaluations that include fuzzy and grey 
information. 

However, there are many business models of E-Business. For example the B2C 
(Business to Consumer) and the B2B (Business to Business) situations are different, 
and there is a need for further research to determine the major risks for different trad-
ing modes. Moreover, there is a need to design and development a web-based deci-
sion support system incorporate the proposed risks evaluation model to provide the 
convenient aided decision help. 
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Abstract. In this paper, we propose a novel wavelet transform based
on the polar coordinates for datamining applications. In general, the
Harr wavelet transform has been popularly used for data decomposition.
However, the Harr wavelet transform shows the poor performance for
the locally distributed data which are clustered around certain values,
since it uses the averages as representatives for data decomposition. The
proposed wavelet transform is based on the the polar coordinates which
is not affected by the averages and is more suitable than the Harr wavelet
transform for data decomposition of the locally distributed data.

1 Introduction

Similarity search is the essential operation in datamining[1] such as pattern
matching, time series analysis. The main issue of similarity search is to improve
the search performance. Although the sequential scanning can be used to perform
similarity search in large databases, it is obvious that the sequential scanning
scales poorly as the size of databases increases. In general, an indexing scheme
is used to support fast similarity search in datamining applications. However,
a naive indexing of high-dimensional data using a spatial access method such
as R-tree[2] suffers from performance deterioration due to the dimensionality
curse[3] of an index structure.

Various methods have been proposed to process similarity search in large
databases. The most popular method is to extract the feature extraction via
data decomposition, and then uses a spatial access method to index these fea-
tures. Among data decomposition methods, the Harr wavelet transform[4] has
been popularly used. However, the Harr wavelet transform shows the poor per-
formance for locally distributed data which are clustered around certain values,
since it uses the averages as representatives for data decomposition.

In this paper, we propose a novel wavelet transform based on polar coor-
dinates for datamining applications. The proposed wavelet transform is based
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on the polar coordinates which is not affected by the averages and is more
suitable than the Harr wavelet transform for data decomposition of the locally
distributed data.

2 Overview of the Harr Wavelet Transform

Given the data X = (x1, x2) of length 2, the Harr wavelet transform uses the
average of x1 and x2 and the difference between x1 and the average(= x1+x2

2 )
for data decomposition. Figure 1 shoes the Harr wavelet transform for the data
of length 2.

)(
2

21
difference

xx

)(
2

21
average

xx

x1 x2

Fig. 1. Harr wavelet transform for the data of length 2

The original data X = (x1, x2) can be obtained by the following equations
using the average and the difference.

x1 =
x1 + x2

2
+
x1 − x2

2

x2 =
x1 + x2

2
− x1 − x2

2

The Harr wavelet transform can be regarded as a series of multi-level oper-
ations for the average and the difference. Since the Harr wavelet transform uses
the averages and the differences for data decomposition, it is not suitable for the
locally distributed data which are clustered around certain values. Moreover, the
Harr wavelet transform can be defined only for data of length of 2n.

3 Proposed Wavelet Transform

Compared with the Harr wavelet transform, the proposed wavelet transform
uses the radius and the radian value as the unit of angle in the polar coordi-
nates for data decomposition instead of the average and the difference. Given the
data X = (x1, x2) of length 2, the proposed wavelet transform uses the radius
r =

√
x2

1 + x2
2 and the radian value θ = cos−1(x1

r ) = sin−1(x2
r ) for data de-

composition. Figure 2 shows the proposed wavelet transform based on the polar
coordinates for the data of length 2.

The original data X = (x1, x2) can be obtained by the following equations
using the radius and the radian value in the polar coordinates.
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Fig. 2. Proposed wavelet transform for the data of length 2

Resolution Radius Radian

4 (3   4 6   8)

2 ( 5    10) (1.03 1.03)

)55(1 (1.23)

Fig. 3. Decomposition procedure using the proposed wavelet transform

x1 = r · cos θ
x2 = r · sin θ

The proposed wavelet transform can be regarded as a series of multi-level
operations for the radius and the radian value in the polar coordinates. The
decomposition of the data S = (3, 4, 6, 8) using the proposed wavelet transform
is shown in Figure 3. The resolution 4 is the full resolution of the data S =
(3, 4, 6, 8). In resolution 2, (5,10) are obtained by taking the radiuses of (3, 4)
and (6,8) at the resolution 4 respectively. (1.03, 1.03) are the radian values of
(3, 4) and (6, 8) respectively. This procedure is continued until the resolution 1
is obtained.

1.23

1.031.03

3 4 6 8

5 10

55

)23.1cos(55 )23.1sin(55

)03.1cos(5 )03.1cos(10 )03.1sin(10)03.1sin(5

Fig. 4. Obtaining the different resolution in the proposed wavelet transform
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The different resolution can be obtained by multiplying cos(radianvalue) to
the radius for the left side and by multiplying sin(radianvalue) to the radius
for the right side. For example, (5, 10) = (5

√
5∗ cos(1.23), 5

√
5∗ sin(1.23)) where

5
√

5 and 1.23 are the first and second coefficient respectively. This procedure
can be done recursively until the full resolution is obtained. The procedure of
obtaining the different resolution is shown in Figure 4.

4 Conclusion

In this paper, we have proposed the novel wavelet transform based on the polar
coordinates which it is not affected by the averages. The proposed wavelet trans-
form is more suitable than the Harr wavelet transform for data decomposition
of the locally distributed data.
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Abstract. Incremental checkpointing is an cost-efficient fault tolerant
technique for long running programs such as genetic algorithms. In this
paper, we derive the equations for the writing granularity of incremental
checkpointing and find factors associated with the time overhead and
disk space for incremental checkpoint. We also verify the applicability of
the derived equation and the acceptability of the factors through exper-
iments.

1 Introduction

Checkpointing mechanism can be employed to provide fault tolerance for long
running process like genetic algorithms However, this checkpointing method has
overhead to save memory state of a process.

To reduce the overhead, incremental checkpointing[1] was proposed. Incre-
mental checkpointing saves the modified portion of memory state. If only a few
words within a page are modified, then would be more efficient to store those
words itself rather than the entire page[2]. Generally, the smaller the block size
for incremental checkpointing, the more checkpoint file size is reduced, and hence
getting better performance[3]. Therefore, word-level granularity is optimal for in-
cremental checkpointing[4]. However, word-level granularity is not always more
efficient than page-level granularity, because word-level granularity sometimes
increases the overhead for finding the differences between two checkpoints and
for writing the address of the modified word to detecting exact changed words
of memory.

In this paper, we derive the equations for the writing granularity of incre-
mental checkpointing and find factors associated with the time overhead and
disk space for a incremental checkpoint. We also show that the derived equa-
tion the factors are fairly reasonable through experiments performed on Linux
Kernel-level incremental checkpointing facility.
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2 Analysis of Writing Granularity of Incremental
Checkpointing

Some common notations are presented in Table 1.

Table 1. List of notations used in this paper

N The number of pages in a process.
R Ratio of modified page of a process since last checkpointing.
rp Ratio of modified portion in a page p

C Average time to check the difference of same-addressed pages in the
successive checkpoints.

D Average duplication time of one page
F Average processing time of write-protection fault in fault handler.
S Average time to write a word into stable storage.
W The number of word in one page.

fb(x) 1 if x > 0. 0 otherwise.

2.1 Analysis of Checkpointing Time Overhead

In this section, we derive the time overhead in case of both the word-level and
page-level incremental checkpointing. First, we consider the time overhead for
saving a page in word-level incremental checkpointing, Tword(p) = D+2rpWS+
C ,where 2rpWS is the time overhead for saving modified words.

In word-level incremental checkpointing, time overhead for saving is com-
puted in twice because the address of modified words must also be saved. Thus,
the time overhead for saving a process in word-level incremental checkpointing
is given by

Tword =
N∑

p=1

Tword(p) =
N∑

p=1

(D + 2rpWS + C)

= N(D + C + 2WSrp), where rp is

∑N
p=1 rp

N
.

Then, the time overhead for saving a page in page-level incremental check-
pointing, Tpage(p) = (F + WS)fb(rp). Thus, the time overhead for saving a
process in page-level incremental checkpointing is given by

Tpage =
N∑

p=1

Tpage(p) =
N∑

p=1

(F +WS)fb(rp)

= RN(F +WS) = N(RF +RWS), where RN is

N∑
p=1

fb(rp).
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To compare the time overhead for saving a process, we compute the differ-
ence Tdiff , between the word-level and page-level incremental checkpointing as
follows.

Tdiff = Tword − Tpage = N((D + C −RF ) +WS(2rp −R))

If D + C > RF and 2rp > R then the time overhead of word-level incremental
checkpointing has larger than that of page-level.

2.2 Analysis of Disk Space Overhead

In this section, we derive the space overhead in case of both the word-level and
page-level incremental checkpointing. First, we consider the space overhead for
saving a page in word-level incremental checkpointing, Sword(p) = 2rpW . Thus,
the space overhead for saving a process in word-level incremental checkpointing
is given by

Sword =
N∑

p=1

Sword(p) =
N∑

p=1

2rpW = 2rpNW.

Then, the space overhead for saving a page in page-level incremental check-
pointing, Spage(p) = Wfb(rp). Thus, the space overhead for saving a process in
page-level incremental checkpointing is given by

Spage =
N∑

p=1

Spage(p) =
N∑

p=1

Wfb(rp) = RNW.

To compare the space overhead for saving a process, we compute the differ-
ence Sdiff , between the word-level and page-level incremental checkpointing as
follows.

Sdiff = Sword − Spage = 2rpNW −RNW = NW (2rp −R)

If 2rp > R then the space overhead of word-level incremental checkpointing has
larger than that of page-level.

3 Verification of the Overhead Model

In this section, we present the verification of mathematical analysis. According
to the analysis of time and disk space overhead in Section 2, if 2rp > R and
D+C

F
> R, then the time and disk space overhead of page-level is less than that

of word-level incremental checkpointing.
To verify our analysis of checkpointing overhead based on equation (Tdiff),

we used our pickpt, a Linux kernel-level incremental checkpointing facility which
provide both the page-level and word-level incremental checkpointing. We used
Quick Sort program to compare the overhead.
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Fig. 1. The overhead difference of Quick Sort

First, we measured D, C and F on this system. D, C and F were 0.578μs,
5.898μs and 5.898μs respectively.

Before taking a checkpoint, we calculated rp and R. Then, we calculated
Tdiff with these values. Figure 1 shows the Tdiff and the difference obtained
from the experimental results. In Fig. 1, the analyzed time overhead in Section
2 is much closer to the experimental results.

4 Conclusions

In this paper, we derived equations for the writing granularity of incremental
checkpointing and presented certain factors associated with the time overhead
and disk space in incremental checkpoint. We also showed that the factors are
fairly reasonable through experiments performed on Linux Kernel-level incre-
mental checkpointing facility.

References

1. Plank, J., Beck, M., Kingsley, G., Li, K.: Libckpt:transparent checkpointing under
unix. In: Usenix Winter Technical Conference. (1995) 213–223

2. Plank, J., Chen, Y., K. Li, M.B., Kingsley, G.: Memory exclusion: optimizing the
performance of checkpointing systems. Software Practice and Experience 29 (1999)
125–142

3. Agarwal, S., Garg, R., Gupta, M.S., Moreira, J.E.: Adaptive incremental check-
pointing for massively parallel systems. In: 18th annual international conference on
Supercomputing. (2004) 277–286

4. Plank, J., Xu, J., Netzer, R.: Compressed differences: An algorithm for fast incre-
mental checkpointing. Technical Report CS-95-302, University of Tennessee (1995)



Using Feedback Cycle for Developing an
Adjustable Security Design Metric�

Charlie Y. Shim1, Jung Y. Kim2, Sung Y. Shin1, and Jiman Hong3

1 South Dakota State University
{yong shim, sung shin}@sdstate.edu

2 University of Wyoming
kimj@uwyo.edu

3 Kwangwoon University
gman@daisy.kw.ac.kr

Abstract. In this paper, we develop a security design metric that can
be used at system design time to build more secure systems. This metric
is based on the system-wide approach and adopt a reliability model and
scenario testing technique to produce a feedback cycle.

1 Introduction

New approach based on the idea that security violation is an instance of sys-
tem failure leads to the use of reliability model for the development of security
model[1]. It is known that no reliability model is applicable at system design
phase because there is no system testing data available at that time. Even though
some design metrics are available at design time, they are not based on system
operation and usually known as inaccurate. Because of this reason, it is not easy
to build an accurate security design metric out of reliability model. Through out
this paper, we provide a general methodology for developing a more accurate
security design metric. The proposed methodology adopts a software reliability
model and scenario testing.

2 System-Wide Approach for the Security

Previously, system security has been viewed as an attachment for existing sys-
tems. “Though some security concerns are addressed during the requirement
analysis phase, most security requirements come to light only after functional
requirements have been completed. As a result, security policies are added as
an afterthought to the standard (functional) requirements[2].” This approach,
however, didn’t provide efficient security mechanism as we can see from many
cases of disastrous security violations. Due to this reason, many different ap-
proaches to achieve more system security have been tried. One of the major
� The present Research has been conducted by the Research Grant of Kwangwoon

University in 2005.
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Fig. 1. Relationship between reliability and security in system-wide approach

approaches is system wide approach. In this system-wide approach, we view se-
curity as a system requirement and consider it from the design phase. System
designers have long recognized the need to incorporate reliability into system
design processes[2]. Figure 1 summarizes the system-wide approach for the secu-
rity. In this approach, we view security violations as one kind of failure, security
analysis as related to reliability analysis, and a secure system as a part of a
reliable system..

3 A Methodology for Developing a Security Design
Metric

A method of developing a security design metric by using a reliability model
has been previously proposed[1]. In this method, we used Goel’s Nonhomoge-
neous Poisson Process Reliability model[3] with collected security violation data

Collect
Historical Security Violation Data

Develop
Security Design metric

Choose
Proper Security Structure 
Based on the Developed  
Security Design Metric

Build
Intermediate System with
Chosen Security Structure

Scenario Testing
On the Intermediate System

Feedback Cycle : Management Adjust
Security Design Metric & Security Structure

Fig. 2. The procedure for developing an adjustable security design metric
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instead of system testing data. “Much of software development today is largely
a matter of integrating off-the-shelf components: rarely are new systems built
entirely from scratch [2].” This might be also true for system security. In order
to achieve system security, many systems use combinations of available security
countermeasures. Many of security violation cases for specific security counter-
measures are even reported to and available at some security organizations such
as CERT (Computer Emergency Response Team). Because of this reason, using
security violation data instead of security testing data solves the problem that
no security testing data is available at design phase. However, the security design
metric made of collected security violation data still has a limit. Those security
violation data collected are from the same kind of security countermeasure that
is included in different system’s security structure. Thus, there could be a vari-
ation between security structure in the system to be built and that of reported
system. In order to solve the variation problem, the developed security design
metric need to reflect the security structure of the system to be built. We suggest
performing more testing with the intermediate system and adjust the developed
security design metric according to the testing result.

4 Adjusting the Security Design Metric by Adopting
Software Testing Technique

As we mentioned in section 3, viewing each security countermeasure as a compo-
nent of a security structure allows us to interpret the collected security violation
data as the result of unit testing. The next level of testing is integrating test
which focuses on design and the construction of the system architecture. Sce-
nario testing will be a good candidate for this level of testing. Scenario testing
concentrates on what the user does, not what the product does[4]. Performing
scenario testing to intermediate system will produce some testing data. Feed
back the testing data to the developed security design metric. In other words,
adjust the security design metric based on the scenario testing data. Then, the
security design metric is based on both unit testing and integrating testing data
and reflects the nature of the system’s security structure more. Figure 2 ex-
plains the procedure for developing an adjustable security design metric. We
can continue this feedback cycle until the metric shows certain satisfactory level
of security. Since the metric can be updated continuously, this is also good for
the continuous maintenance of system security. Due to the changes in security
attack trends as time passes, system security should be updated regularly by
applying proposed feedback cycle regularly with new data.

5 Conclusions

In this paper, we proposed a methodology for developing a security design metric
by using software engineering techniques: reliability model and scenario testing.
Since the proposed method is a repetitive procedure, the security design metric
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will be updated continuously and the metric will become more accurate. As the
metric updated, the security structured also considered for updating in manage-
able way and this repetitive procedure helps continuous security maintenance.
The continuous security maintenance eventually makes systems more secure.
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Abstract. This paper addresses a weighted dynamic localized cluster-
ing unique to a hierarchical sensor network structure, while reducing
the energy consumption of cluster heads and as a result prolonging the
network lifetime. Low-Energy Localized Clustering, our previous work,
dynamically regulates the radii of clusters to minimize energy consump-
tion of cluster heads while the network field is being covered. We present
weighted Low-Energy Localized Clustering (w-LLC), which consumes less
energy than LLC with weight functions.

1 Introduction

Recently, many research efforts on sensor networks have become one of the most
active research topics on network technologies [1]. Due to limited power source of
sensors, the main components of sensor networks, energy consumption has been
concerned as the critical factor when designing sensor network protocols. Facing
this challenge, several approaches to prolong lifetime of the networks, including
clustering schemes [2] and structured schemes with a two-tiered hierarchy [3],
have been investigated. It consists of the upper tier to communicate among clus-
ter heads (CHs) and the lower tier to sense events and transmit them to CHs.
However, in traditional clustering scheme and two-tiered hierarchical structur-
ing scheme, CHs cannot adjust their radius. If the cluster range is larger than
optimal one, a CH consumes more energy than required. On the other hand, a
smaller range than necessary results in the entire sensing field not being covered.
Therefore, we proposed a novel localized clustering algorithm [4]. Our proposed
scheme, Low-Energy Localized Clustering (LLC), can regulate the cluster radius
by communicating with CHs for energy savings.

We extend the LLC to weighted Low-Energy Localized Clustering (w-LLC)
to cope with the case where events further frequently occur in a certain area.
� This work was supported by grant No. R01-2005-000-10267-0 from Korea Science

and Engineering Foundation in Ministry of Science and Technology.
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2 w-LLC: Weighted Low-Energy Localized Clustering

w -LLC aims to minimize energy consumption of CHs. It consists of two phases
and one policy with the assumption that a sink knows the position of CHs.

2.1 Initial Phase

In this phase, the CHs deployed at random construct a triangle to determine
a Cluster Radius Decision Point (CRDP) that is able to minimize energy con-
sumptions of CHs.

The distance between CRDP and each point can be estimated as the radius
of each cluster. Delaunay triangulation, which guarantees the construction of an
approximate equilateral triangle, is used for constructing a triangle consisting of
three CHs.

2.2 Modified Cluster Radius Control Phase

The cluster radius of three points including the construction of a triangle can
be dynamically controlled by using a CRDP as a pivot. The goal of cluster
radius control phase of LLC is to determine the CDRPs which minimize the
energy consumption of each CH by finding optimal cluster radii. However, in
some cases where subsets of CHs are assigned to specific tasks, they need to play
a special role than other CHs. Therefore, we suggest a w -LLC.

Fig. 1. Notations for w -LLC

NLP-Based Approach for w-LLC. By using NLP-based approach, a CRDP
is determined by an objective function as the Eq. (1) with an iteration policy.

minimize: f(r1, r2, r3, θ1, θ2, θ3, φ1,1(−→x ), . . . , φm,3(−→x ), ψ1,1(−→x ), . . . , ψn,3(−→x ))

=
1
2
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1
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1
3

∑3
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1
ψg,i(

−→x )

− Striangle (1)

s.t. r2i = (xCRDP − xi)2 + (yCRDP − yi)2
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In Eq. (1), θk and denotes the angle value of CHk, rk means the distance
between CRDP and CHk, and Ek denotes the energy state of CHk. Striangle

is the area of triangle. A weight function is assigned to each CH where φi,j(−→x )
and ψi,j(−→x ) represents a penalty function and reward function, respectively. A
smaller penalty function value means a higher priority, while a smaller reward
function value indicates a lower priority.

VC-Based Approach for w-LLC. In NLP-based approach, it may generate
additional computation overheads due to an iterative NLP method to solve the
objective function in Eq. (1). We thus consider another method based on vector
computation to reduce the computation overheads to find the optimal solution.
The factors of vector values for calculating the vector coordination is added. It
initially executes an NLP. Weight factors do not need to be considered at first.
The equation to obtain the initial position of CDRP is an Eq. (2).

minimize: f(r1, r2, r3, θ1, θ2, θ3) =
1
2

3∑
k=1

θkr
2
k − Striangle (2)

s.t. r2i = (xCRDP − xi)2 + (yCRDP − yi)2

As time goes, however, the objective function may move a CRDP towards the
CH that has consumed the most amount of energy. In the objective function of
VC-based approach, we do not consider the weight factors including energy state.
In the iterative procedure, therefore, we need to consider the weight factors.
Therefore, the next position of CRDP is determined by using Eq. (3) under the
iteration policy.

CRDPi+1 = CRDPi −
3∑

k=1

m∏
l=1

φl,k(−→x )
1
3

∑3
l=1 φl,i(−→x )

n∏
g=1

1
ψg,k(−→x )

1
3

∑3
i=1

1
ψg,i(

−→x )

· vk

‖vk‖
(3)

s.t. CRDPk = (xCRDPk
, yCRDPk

)

The notations of Eq. (3) are same with the notations of Eq. (1).

2.3 Iteration Policy

When events occur frequently in some areas where a certain CH consumes its
energy a lot. Then, the CHs in the region will consume more energy and the
operation will be more important than the other CHs. Then a sink has to change
the radius of CHs to balance energy consumption and to preserve the energy of
the CH which has higher priority than the other CHs. Moreover, since the sink
has an iteration timer, if no events occur until the timer is expired, the sink
starts the w -LLC.
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3 Simulation Results

We evaluate the performance of w -LLC. We consider clustering scheme with
fixed radius (FR) and LLC for the comparison studies with w -LLC. We con-
sider two scenarios, (1) sensing events occur around in certain hot spots, named
focused sensing; and (2) events occur evenly across the sensor network, named
fair sensing. As shown in Fig. 2, residual energies in FR are further quickly
consumed than LLC and w -LLC. The CHs in the hot spots of focused sensing
exhaust their own energies rapidly. In focused sensing, w -LLC is the most energy
efficient, since it uses weight functions that reflect territorial characteristics.

Fig. 2. Comparison of the residual energy

4 Conclusions and Future Work

We extended our previous research [4] to w -LLC to cope with the situation where
events frequently occur in a certain area of a sensor network. To improve LLC,
we apply the concept of weight functions to the LLC. As the technologies for
wireless sensor computing improve, more complicated situations in which sensors
have mobility will be considered as our future work.
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Abstract. Core operations (e.g. TDMA scheduler, synchronized sleep period, 
data aggregation) of many proposed protocols for different layer of sensor 
network necessitate clock synchronization. Our paper mingles the scheme of 
dynamic clustering and diffusion based asynchronous averaging algorithm for 
clock synchronization in sensor network. Our proposed algorithm takes the 
advantage of dynamic clustering and then applies asynchronous averaging 
algorithm for synchronization to reduce number of rounds and operations 
required for converging time which in turn save energy significantly than 
energy required in diffusion based asynchronous averaging algorithm. 

1   Introduction 

Wireless sensor network is inherently distributed in nature. Time synchronization is a 
critical and well studied issue in distributed system, but sensor networks differ 
substantially in many ways from traditional distributed systems. Typical applications 
of sensor networks are environmental monitoring which detects several environmental 
parameters such as fire, oil slicks or animal herds. In order to determine the 
happening time and decision making in accordance with the happenings, 
synchronization of different devices has to be determined. Our work is motivated by 
[2], fully localized diffusion based technique for global clock synchronization. Keen 
observation about diffusion based method is it can achieve synchronization but it 
needs the participation of all the nodes in the network which in turn effectively reduce 
the lifetime of the nodes as the nodes consumes energy for the synchronization 
process. Also the time convergence requires large number of rounds and incurs huge 
amount of flooding overhead to exchange the clock collection and updates. Clustering 
can efficiently reduce flooding overhead and the node participation significantly 
which, in turn save energy and enlarge the lifetime of the network.  In this paper we 
study how diffusion based technique can be benefited from a dynamic clustering to 
reduce its flooding overhead during clock exchange and thus make the 
synchronization process energy efficient. We have used passive clustering [3] which 
can avoid potential long setup time and reduce re-forwarding significantly. 
                                                           
*  This work was supported by University ITRC project of MIC. 
** Corresponding author. 
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2   Related Work 

A lot of research works [4] [5] [6] [7] [8] available in the field of clock 
synchronization in distributed systems. However, techniques described for 
synchronization in distributed system do not take into account the limited resource 
availability for sensor networks and other dynamic constraints such as mobility.  
Different works on clock synchronization in sensor network has been introduced in 
[1], and [8]. Our work is motivated by [2]. Three methods have been proposed for 
global clock synchronization in [2].  Those are (1) All-Node-Based, (2) Cluster Based 
and (3) Diffusion Based method. The idea of “All-Node-Based” method is impractical 
to implement due to its assumption of finding a single cycle which includes all the 
nodes at least once. To implement the idea of “All-Node-Based” method in a small 
manageable set they proposed “Cluster Based” method which create and maintain 
clusters and use “All-Node-Based” method to synchronize among the nodes of 
clusters. But still “Cluster Based” method is having a great amount of overhead for 
cluster maintenance which, ascertain its limitation to be implemented in energy 
constraint sensor network. Finally, the proposed fully localized “Diffusion Based” 
method for clock synchronization in which nodes can be synchronized at any time 
with its neighbor.  

3   Dynamic Cluster Based Algorithm for Synchronization 

Work In [2], Qun Li et al have proposed fully localized diffusion based technique for 
global clock synchronization in sensor networks with synchronous and asynchronous 
implementations. The technique is based on exchange and update clock information 
locally among the neighbor nodes. Synchronous rate based algorithm exchange clock 
reading values proportional to their clock difference in a set order. On the other hand, 
asynchronous method can synchronize with its neighbor at any time in any order. For 
detailed understanding of we refer [2].  

Considering the reduced operation and less overhead of cluster head maintenance 
of passive clustering, we change the asynchronous algorithm in the following way:  

Like other traditional synchronization algorithms our algorithm is having two 
major operations:  

1. Collecting clock information and averaging 
2. Sending the new clock value to be updated 

In our algorithm cluster head and gateway nodes are responsible for initiating clock 
collection, averaging and updating. All gateway nodes and cluster heads are having 
equal probability to execute averaging operation, while asynchronous diffusion in 
based algorithm all nodes are responsible for clock averaging operation. 
Synchronization process is as follows 

for each cluster head node hnBBiBB and gateway node gnBBiBB in the network { 
if the node is a cluster head{ 

       collect clock information from the member nodes of the cluster 
  compute the average of the clocks of the nodes in a cluster 
  send new clock to the members of the cluster } 
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if the node is a gateway node{ 
  collect clock information from cluster head nodes within the gateways 
  transmission range 
  compute the average clocks of the cluster head nodes 

send new clock information to the cluster head nodes}} 

4   Simulation 

To justify our claim of reduction of operation and thus reduction of energy, we 
implement two different algorithms and compare the results. Implemented algorithm 
executed by varying number of nodes and transmission range. In case of 
asynchronous averaging algorithm for each time slot, each node executes the averaging 
operation and the order of the node is randomized. Similarly, our algorithm for each 
time slot cluster head and gateway nodes execute averaging operation once and the 
operation of those nodes are randomized. Real time deployment of our algorithm needs 
the time interval of synchronization operation for the sensor nodes which depends on 
the clock drift of the nodes in the sensor network. 

Our first and second set of experiment has the following parameters 

a. Roaming Space 200 X 200 
b. Number of Nodes = 200 

The experiment shows the number of rounds required for asynchronous averaging 
algorithm and passive clustering averaging algorithm. Both the algorithms require 
comparatively large number of rounds at lower transmission range and fewer numbers 
of rounds at high transmission range. At low transmission range the network nodes 
supposed to have fewer neighbors and the effect of diffusion operation effects slowly. 
Number of round requirement at higher transmission range can be explained with 
inverse logic. 

 
 
 
 
 
 
 
 
 
  

Fig. 1. Number of rounds---Fixed number of 
nodes---Varying transmission range 

Fig. 2. Number of operations---Fixed number  
of nodes---Varying transmission range 

Next set of experiments compares our proposed algorithm with asynchronous 
averaging algorithm under increasing number of nodes. Our proposed algorithm 
performs better both in terms of number of rounds and operations required for 
synchronization.  
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5   Conclusion 

Diffusion based asynchronous averaging algorithm each node performs its operation 
locally and diffused to whole network to achieve the global synchronization. Albeit 
Cluster based method proposed in the same work have a better performance but 
suffered from the overhead of cluster creation and maintenance. One of the factors 
that affects the performance of diffusion based asynchronous algorithm is all node 
have the equal probability to execute averaging operation. Our proposed algorithm 
takes the advantage of passive clustering which reduces the chance of executing 
averaging operation in all nodes. Rather our proposed algorithm executes averaging 
operation only in cluster head and gateway nodes which makes it energy efficient. 
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Abstract. In this paper, an intelligent power management scheme for
embedded systems with wireless applications is proposed to reduce the
power consumption of the overall system. The proposed method is based
on the feedback of the extreme channel state indicator that is designed
to detect the extremely bad channel condition. The considerable power
reduction is achieved by turning off modules within the embedded system
related to the information transmissions under such an unreliable channel
condition. A simple extreme channel state detector is also proposed.

1 Introduction

Minimizing power and energy dissipation is a key factor in wireless embedded
system designs. Therefore, the system should be designed with respect to that
particular application to be more power-efficient. This has led to a significant
research effort in power-efficient designs in such applications [1]-[4]. It is natu-
ral to think of ways to reduce the power consumption considering and utilizing
inherent properties of the wireless applications. The use of such properties re-
quires power-efficient design from the inside of the communication module, and
it will provide satisfactory power reduction performance inherently. However,
most previous works to date have treated it as a given and fixed module and
have focused on the power reduction from the top of it [1]-[4].

In this paper, an intelligent power management scheme for embedded sys-
tems with wireless communication applications is proposed using such inherent
properties of the wireless applications. Any transmission related module is re-
quired to be on in the wireless applications only when the transmission is active
and reliable. The proposed method is based on the feedback of the extreme chan-
nel state indicator from the inside of the baseband transmission module. Under
the unreliable channel condition, carrying user information over the air link is
completely impossible. The considerable power reduction can be achieved by

� The present research has been conducted by the Research Grant of Kwangwoon
University in 2004.
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turning off several modules within the embedded system related to the informa-
tion transmission like LCD, image encoder, voice encoder, and power amplifier
under this condition. A simple software code can serve as a brain of such tasks
given primitive feedback signals from the detector. A simple and efficient signal
processing algorithm to detect the extreme channel condition is also proposed.

2 System Model

A usual embedded system comprises a processor core, an instruction cache, a
data cache, a main memory, and several custom blocks [1]. Such a custom block
has been regarded as a simple one that adds just a constant amount of power
dissipation to the overall system. Most previous works have tried to minimize
power consumption from the perspective of the rest components other than
those ones [1]-[4]. The communication module in the system with the wireless
application has been considered as one of this kind. Considerable portion of total
power consumption is caused by the transmission related functionality itself in
the wireless embedded system. Therefore, it is desirable to include this module in
optimizing the power consumption of the overall system. Because our interest is
focused on the system with the application of wireless communications, the best
target system would be cellular phone. Fig. 1 shows simplified block diagram of a
simple cellular phone. It shows only major components and it mainly consists of
three parts: application related, basedband modem related, and RF/IF related
components. It is assumed that the dedicated application or modem processor
is equipped with an operating system and it serves as a brain for performing
the proposed power management scheme in this paper. A real time operating
system (RTOS) would be appropriate for this purpose, but we do not limit the
form of possible operating system in our study. It simply provides a room for
central control of the power management scheme.

3 Proposed Power Management Scheme

Applications in wireless embedded systems are inevitably closely related to the
propagation channel and channel conditions. In normal channel condition, there
is nothing special to consider for the purpose of reducing power dissipation from
the point of the overall system. In this case, several existing system models
are useful and many previous works on top of them can be applied. In other
words, any power saving scheme assuming the transmission related blocks as
simple constant power consuming black-boxes can be used. However, it is no
longer valid in unsatisfactory channel condition. In the extremely bad channel
condition, the real time transmission over the poor air link is not possible. It
means that operating any transmission related code, function, module, logic, and
component in the system is meaningless. This observation leads to the design of
the power saving scheme considering the transmission related blocks beneficial
resources for our purpose.
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Fig. 1. A system model of a simple cellular phone

Fig. 2. The proposed power saving scheme using the extreme channel state indicator

Such a channel condition mentioned above can happen often in wireless envi-
ronment due to the characteristic of mobile channels of wide and fast variations.
In the case of channel being unrecoverable or/and a long-lasting bad channel
condition, a dedicated higher layer function in the protocol stack kicks in to
control radio link in most popular wireless communication system [5]. However,
when the propagation channel falls in and out such an extremely bad conditions
quite often or repeatedly. the dedicated function does not help. In this paper,
we propose to disable or turn off the meaningless components (codes, functions,
modules, logics, and blocks) to minimize the power consumption when the ex-
treme channel condition is detected. Moreover, some components do not need
to operate in full performance under such a condition for power efficiency. The
operating system on the dedicated processor serves as a central control unit
of managing and performing the required operations for given extreme channel
condition indicator. First of all, we need to identify which components can be
disabled or put on much lower performance under this situation. Those com-
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ponents are dependent on the configuration of the target embedded system. In
our system model, LCD, image/video encoder, vocoder, and RF chains includ-
ing power amplifier can be candidates for such components. Furthermore, the
data memory can be flushed and/or the number of accessing internal or external
memory can be minimized. Note that RF chains should be turned on during the
pilot transmission to get recovered for the possible forthcoming normal channel
condition. Several variants are also possible from the proposed method as per
the architecture of the target embedded system. The proposed power-efficient
scheme is summarized in Fig. 2.

4 Detection of Extreme Channel Condition

A computationally efficient signal-processing algorithm is proposed to detect
the extremely unstable channel condition. The algorithm should be simple to
implement so that it does not add another noticeable power dissipation to the
overall system. The proposed algorithm is based on the use of channel state
information (CSI) that is available in most wireless communication system for
the reliable transmissions.

We consider the CDMA cellular systems that are the most widely accepted
third generation standards for the cellular communications in the world [5]. How-
ever, the proposed scheme is not limited to the applications with the CDMA
systems. It can be generalized easily to other systems like OFDM based ones.
In CDMA systems, binary CSI’s of the transmitted power control bits are avail-
able in plenty of time. A value of the bit is indicating that the current channel
quality is good enough to satisfy the required quality of service. The other is rep-
resenting the channel condition that is not good enough to achieve the reliable
transmissions. The proposed detection scheme simply estimates the frequency of
occurrences of this unsatisfactory channel state by counting the number of the
second state of the power control bits during the given time period. Then, the
current channel condition is regarded as the extremely bad state if the major-
ity of the bits are the second state in the given time frame. Several simulation
results showed that the proposed algorithm worked very well as expected. The
details and the performance of the proposed scheme are not addressed in this
paper due to the space limitation.
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Abstract. Siguo game is an interesting test-bed for artificial intelligent re-
search. It is a game of imperfect information, where completing players must 
deal with possible knowledge, risk assessment, and possible deception and 
leaguing players have to deal with cooperation and information signal transmis-
sion. Since Siguo game is imperfect information game that the player doesn’t 
know the type of piece and strategy that opponent moves, to exactly guess type 
of opponent’ piece is a very important parameter to evaluate the capability of 
Siguo game program. In this paper, we first construct a fuzzy type table by ana-
lyzing more than one thousand different embattle lineups (i.e. chess manuals) of 
Siguo game, and then we present a algorithm that updates type table by using 
information from opponent during playing game. The updating type of pieces 
algorithm is designed by considering the two strategies, i.e. optimism and pes-
simism based on the fuzzy notion. At last we give a method to guess the type of 
piece by using fuzzy type proximity relation between two neighboring pieces. 

1   Introduction 

The field of computer strategy games is an intriguing one. Building strong game-
playing programs has been an important goal for artificial intelligence researchers for 
more than half a century [1] [2] [3]. The principal aim is to witness the intelligence of 
computers. The artificial intelligence community has benefited from the positive pub-
licity generated by chess (e.g. Blue Deep [4] [5][6][18] that have defeated the human 
world chess champion Garry Kasparov), checker [7], backgammon [8], Shogi [9] and 
Othello [10] programs that capable of defeating the best human player. Of all the clas-
sic games of mental skill, only card game, Chinese chess [11] [12], and Go (WeiQi) 
[13] [14] [15] have yet to see the appearance of serious computer challengers.  

In the Chinese chess and Go, players have complete knowledge of the entire game 
state, since everything is visible to both participants. Therefore we called these games 
(e.g. chess, Go, checker, .etc.) two-player perfect-information games. Since these 
game can get the full information of opponent, to solve these games adopts methods 
of knowledge database (including endgame database), Evaluation function + search 
algorithms (including brute-force, heuristic game tree search algorithms, etc. ). In 
contrast, bridge [16] and Siguo involve imperfect information, since the other players’ 
cards or type of piece are not known. We called Bridge and Siguo game imperfect-
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information games. Traditional methods for perfect-information games have not been 
sufficient to play Bridge [16] and Siguo games well. Therefore, it is also the reason 
these games promise greater potential research benefits. 

During playing Siguo game, to exactly guess type of opponent’s pieces is a very 
most parameter to evaluate capability of computer Siguo game system. To improve 
the capability of guessing the type of opponent’s piece can validly help computer 
Siguo game system to forecast and evaluate the strategy that opponent will move. 
However, few studies have been done on computer Siguo game. In this paper, we 
construct fuzzy type table for the pieces of opponent in the opening phase by analyz-
ing more one thousand lineups of Siguo game and present an algorithm to update 
fuzzy type table during playing game by using information from opponent. We also 
construct type proximity relation matrix between the two neighboring pieces to guess 
the type of neighboring piece unknown by using type of piece known. 

2   Introduction to Siguo Game 

Siguo Junqi game (abs. Siguo game) is the most popular game with imperfect informa-
tion in china. Siguo game is different to western Kriegspiel in the rules and chessboard 
architecture. Siguo game is developed by Chinese people. The player doesn’t know the 
type of piece and strategy of opponent and confederate during playing game. With 
development of Internet, there are more four million players to play Siguo game on the 
line. In china, there are more fifty thousand players to simultaneously play Siguo game 
on the line in the several game stations like as LianZhong[19], etc. The Siguo game 
can be classified two kinds. it is 1vs1 shown in the Figure 1 and 2 vs 2 shown in the 
Figure 2. The most popular kind is 2 vs 2 on the internet.In Siguo game, per player has 
twenty-five pieces. These pieces are consisted of three Sappers (Chinese people call it 
Xiao bing), three Second Lieutenants (Pai zhang), two Captains (Lian zhang), two 
Majors (Ying zhang), two Lieutenant Colonels (Tuan zhang), two Colonels (Lv 
zhang), two Senior Colonels (Shi zhang), one Lieutenant Generals (Jun zhang), one 
Marshals (Si ling), three bombs (Zha dan), three mines (Lei), one oriflamme (Jun qi). 

 

Fig. 1. Siguo game: 1 vs 1 
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Rules: embattle lineup  
Per player has to embattle lineup of pieces before playing Siguo game. Embattling 
lineup of pieces is to put pieces in the different places of Siguo chessboard according 
to intention of player. The rules of embattling lineup of pieces are as the follows. 

1. The Bomb cannot be placed in the first row and the mine can only be placed in the 
last two rows. 

2. The oriflamme can only placed in the First or Second oriflamme base. 
3. The Piece of Siguo game cannot be placed in the arm camp at embattling lineup of 

pieces. 

 

Fig. 2. Siguo game: 2 vs 2 

Rules: moving piece  

1. The mines and pieces at oriflamme base aren’t allowed to move. 
2. The pieces can only be moved by one step on the road. 
3. At the any time, there is no more than one piece in the same place. 
4. The pieces of Siguo game can only be moved along the straight line excepting 

sapper.  
5. The sappers can turn the corner to move on the railway as long as there is no piece 

to obstruct it to move to the destination address. 
6. Steps of moving piece aren’t limited on the railway as long as there is no piece to 

obstruct it to move to the destination address. 

Win or Lose Rules: Who first can kill out all pieces of the rival that can move or 
capture rival oriflamme, and one will win this game. 
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Rules: Killing piece  
The rank from high to low is as the following: sapper < Platoon leader< Company 

commander< battalion< Colonel< Brigadier< Division commander< Army corps 
commander< Chief of staff. 

1. The high rank piece can kill the low rank piece. 
2. When the two same rank pieces meet, the two pieces is killed each other. 
3. Any piece except sapper meets mine, the piece will be killed. Only sapper can kill 

mine. 
4. Any piece meet the bomb, the two pieces will be killed by each other. 
5. If any piece of player can capture oriflamme of opponent, the player wins this 

game.  
6. Piece in the arm camp cannot be killed by any pieces. 

3   Constructing Fuzzy Type Table 

The notion of fuzzy set first appeared in the papers written by Zadeh [17]. The notion 
tries to show that an object more or less corresponds to a particular category. The 
degree to which an element belongs to a category is an element of the continuous 
interval [0, 1] rather than the Boolean pair {0, 1}. In the Sgiuo game, since the player 
doesn’t know the type of opponent’ piece, to exactly guess about the type of oppo-
nent’ piece is a very important parameter to evaluate the capability of computer Siguo 
game program. In the Siguo game, the players have to embattle lineup of pieces be-
fore Siguo game is begun. We analyze one thousand three hundred different lineups 
of pieces from the country Siguo game competition, league matches of our-
game.com[21], and then construct the original fuzzy type table about the opponent’ 
pieces in the opening phase. The type table can be used to analyze and guess the type 
of opponent ’piece during playing Siguo game. 

The types of pieces are classified the twelve different types. Bomb, mine, and ori-
flamme of Siguo game are the especial types and the rank of other types is from low 
to high: sapper < Platoon leader< Company commander< battalion< Colonel< Briga-
dier< Division commander< Army corps commander< Chief of staff. We use the 
statistic membership function Equation 1 to analyze type of the opponent’s pieces. 

, ( (1, , 1 2 ) , (1 , , 2 5 ) )( )
lo g

,

i

j

i j

x j
j

i j

iw h e r e x d e n o te s t y p e P d e n o te s p ie c e

t im e s o f x b e lo n g to P
P

th e to ta l t im e s b e to P
μ ∈ ∈=  (1) 

The fuzzy set of twenty five pieces in Siguo game is illustrated in Table1. 
In the Table 1, for example, the fuzzy set of the first piece of opponent is:  

Captain MajorSecond Lieutenant Lieutenant Colonel1
0 0.123 0.102 0.188 0.147

Colonel Senior Colonel Lieutenant General Marshal min

0.07 0.164 0.048 0.158 0 0 0

Sapper
P

oriflammee bomb

= + + + +

+ + + + + + +
 

This denotes that the sapper doesn’t belong to the first piece of opponent, and the 
membership value of captain belonging to the first piece of opponent is 0.102.  
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The original fuzzy type state about the opponent’ piece in the opening phase is 
shown in the Table 1. During playing game, the player can gradually get some infor-
mation from opponent, which is caused by fighting with opponent and intention that 
opponent moves piece. Therefore, we can use information from the opponent to up-
date the fuzzy type table, exactly predicate the type of opponent’ piece and search the 
optimum move strategy to win over the opponent. There are two strategies to predi-
cate the type of opponent’s piece. One is the optimistic strategy that the player con-
siders the type of biggest membership value to be the type of opponent’s piece (i.e. 
the most possible thing can happen by all means). The other is pessimistic strategy 
that the most impossible thing may be changed as the most possible one. This mem-
bership function represents the degree of player confidently predicate what’s type of 
opponent’ piece and we define the optimistic membership function as Equation 2. 

1 1 2

( ) m in
( , ) ,

m ax m in
( (1, ,1 2 ), (1, , 2 5 ))

( ), , ( ))

( ) 0

m in 0 , m a x m a x ( (0 ,1)

i
x j

i j

x j x j

ix jd o p

P
x p

w h ere

i j a n d

P P

P
μ

μ μ

μμ −
=

−
∈ ∈

= = ∈

 
(2) 

The membership function Equation 2 is linear increase with ( )
i

x j
Pμ increase. 

Table 1. Type table for twenty-five pieces of Siguro game at open phase 
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If the player attitude is pessimistic and the type of least membership value is con-
sidered to be possible type of opponent' piece, the membership function is present in 
Equation 3. 

1 1 2

( ) m ax
( , ) , ( (1, , 1 2 ) , (1, , 2 5 ))

m in m a x
( ) 0

( ), , ( ))m in 0 , m a x m a x ( (0 ,1)

i
x j

i j ix j

x j x j

d p p

P
x p i j a n d

w h ere

P

P P

μ
μ

μ μ

μ −
= ∈ ∈

−
= = ∈

 (3) 

The membership function Equation 3 is linear decrease with ( )
i

x j
Pμ increase. 

We let maximum be
1 12
( ), , ( ))max( x j x jP Pμ μ and the minimum be 0.In our 

computer Siguo game system, we use the equation (4) to update type table. 

1 2 1 2 1 2( , ) ( , ) ( , ), 1, (0,1), (0,1)dp i j dop i j dpp i jx p w x p w x p w w w wμ μ μ= + =+ ∈ ∈  (4) 

The fuzzy type table is updated by the following algorithm using information from 
opponent during playing game with opponent. 

 Update type table algorithm 

1) Check the result of our piece Vs opponent’s piece. 

2) If our piece is killed by opponent’s piece then update type table according to the following operations:  

a) the type of opponent’ piece less than and equal to our piece type is set membership value down 0; 

b) Set the maximum to be the max membership value among type membership value of the opponent’ piece.   

c) Compute fuzzy membership value according to equation (4)  

3) If our piece kills the opponent’s piece then update opponent’s type table according to the following operations: 

     a) the type of opponent’ piece more than and equal to our piece type is set membership value down 0; 

b) Set the maximum to be the max membership value among type membership value of the opponent’ piece.   

c) Compute fuzzy membership value according to equation (4)  

4) If pieces are all removed from chessboard then update opponent’s piece according to the following operations: 

     a) the type of opponent’ piece more than and less than our piece type except bomb type is set membership value down 

0; 

b) Set the maximum to be the max membership value among type membership value of the opponent’ piece.   

c) Compute fuzzy membership value according to equation (4)  

 

4   Guess Type of Neighboring Piece Based on Type Proximity 
Relation 

In Siguo game, the embattling process is that the players put the pieces in different 
places of chessboard by using some relation according to players’ intention. The rela-
tion between two neighboring pieces can provide information that helps us to analyze 
and guess the type of opponent’s piece. Therefore, when we exactly know the type of 
some piece, we can guess the type of their neighboring pieces according to the relation. 
Since the information about piece of opponent is uncertain and fuzzy, we use fuzzy 
notion to analyze the relation. The relation is called fuzzy type proximity relation. 
According to the excellent human player experience, it is not necessary to guess the 
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exact type of neighboring piece of opponent. It is enough for excellent human player to 
well play Siguo game by knowing the range about the type of neighboring piece. 

Let U= {Sapper, Second Lieutenant, Captain, Major, Lieutenant Colonel, Colonel, 
Senior Colonel, Lieutenant General, Marshal} be nine elements set. L = {Minimal, 
Small, Medium, Large, Very large} denotes the five different levels. We survey 
evaluation about the type levels of piece from the one hundred human players of 
Siguo game and construct the membership function illustrated Figure 3a. According 
to membership function in Figure 3a, we can get the following fuzzy set of five levels 
illustrated Figure 3b. The fuzzy set of twenty five pieces in Siguo game is described 
in Table 2. 

0  

1

b  a   

Fig. 3a. Membership function, a = 20, b = 80 

 

Fig. 3b. Fuzzy set of five levels 

During playing Siguo game, we can conjecture type of the neighboring piece by 
using fuzzy type proximity relation. We use the following membership Equation 5. 

2| |
, 0 0

respectively denotes type of piece                    

( , ) , ,

.  ,  
k l

i j
k x y

s i i k j j l

i j

x x P fuzzy y y P fuzzy

P and P neighboring pieces x y

x y e and set and setμ − −
< ∈ < ∈=

 
(5) 

We use the experience value 2
5.18k =  to construct fuzzy type proximity relation 

between two neighboring pieces. For example, the type proximity relation between 
first piece and sixth piece of opponent is described in Figure 4 and Equation 6.   
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Table 2. Pieces of Siguo game membership μp(x) 
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0.6

0.8

1

piece(6):From Minimal to Oriflammepiece(1):From Minimal to Oriflamme  

Fig. 4. Fuzzy type proximity relation between Piece(1) and Piece(6) 

During opening phase and middle game, the type proximity relation is often used. 
For example, if we know the opponent’s first piece is large type (i.e. colonel or senior 
colonel), we can use the type proximity relation between the first piece and sixth 
piece to conjecture type of the sixth piece. According to Figure 4, we can get the sixth 
piece fuzzy set, which is P6:minimal/0.32+small/0.76+medium/0.52+large/0.93+ 

verylarge/0.63+bomb/0.86+mine/0+oriflamme/0),). If we use the 0.8λ = -cut, we  
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can get the following type proximity relation matrix between the first piece and sixth 
piece showed in Equation 7. Therefore, when the fist piece is large type, the sixth 

piece is possible large and bomb type at 0.8λ = -cut. 

1

(1,6)

P :min

small

     0             0             0             0             0                  0       0              0

       0.16        0.63        0.25        0.53        0.31             0 

type
R =

medium     

large

      0.42         0

0.40        0.61        0.65        0.74        0.80             0       0.93         0

       0.32        0.76        0.52        0.93        0.63             0    

very large

mine

   0.86         0

 0.37        0.67       0.60         0.80        0.73             0       0.98         0

       0             0            0              0             0                 

bomb

oriflamme

 0       0              0

      0             0            0              0             0                  0       0              0

 0             0            0              0             

6P :             min            small           medium         large            very large mine     bomb           oriflamme 

0                  0       0              0  

        

 

(6) 

0 . 8

     0      0      0      0      0      0     0      0

     0      0      0      0      0      0     0      0

     0      0      0      0      1      0     1      0

     0      0      0      1      0      0     1      0

 
R λ = =

    0      0      0      1      0      0      1      0

     0      0      0      0      0      0     0      0

     0      0      0      0      0      0     0      0

     0      0      0      0      0      0     0      0

 

(7) 

In the actual playing Siguo game, if the first piece of player is large type, the sixth 
piece is often large or bomb type. This verifies that the conjecture type of piece based 
on fuzzy type proximity relation between neighboring two pieces is accord with ac-
tual result. To use the fuzzy type proximity relation, 82% exact guessing type of 
neighboring piece has been achieved by our computer Siguo game system in the ac-
tual playing game with human players. 

5   Conclusion 

The good computer game programs with perfect information like as international 
chess, Chinese chess is showed by strong compute capability. We consider the good 
Siguo game system with imperfect information should be showed by the compute+ 
psychology capability. To win over the best human player, we design the fuzzy type 
table, updating type table algorithm and guessing type of piece based on type prox-
imity relation matrix between the two neighboring pieces in this paper. These 
methods validly help our computer Siguo game system to evaluate and conjecture the 
type of piece and strategy that opponent moves. Presently, the rank of our computer 
Siguo game system is equal to the second rank of human player in the two-person 
competition (i.e.1V1). However, the rank of our system is equal to novice of human 
player in four-person competition (i.e.2V2). Therefore, in our future works, we will 
research the fuzzy cooperation between leagues and construct the better evaluation 
function to improve our computer Siguo game capacity. 
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Abstract. The large-scale genome-wide SNP data being acquired from 
biomedical domains have offered resources to evaluate modern data mining 
techniques in applications to genetic studies. The purpose of this study is to 
extend our recently developed gene mining approach to extracting the relevant 
SNPs for alcoholism using sib-pair IBD profiles of pedigrees. Application to a 
publicly available large dataset of 100 simulated replicates for three American 
populations demonstrates that the proposed ensemble decision approach has 
successfully identified most of the simulated true loci, thus implicating that IBD 
statistic could be used as one of the informatics for mining the genetic 
underpins for complex human diseases. 

1   Introduction 

Many complex human diseases such as behaviors of alcoholism investigated by the 
Genetic Analysis Workshop 14 (GAW 14, http://www.gaworkshop.org/) are not 
simple Mendelian disorders. Instead, they may have mixed contributions of genes, 
environments and their interactions. A sophisticated mathematical model(s) is thus 
desirable to map the epidemiological complexities. Recent advances in single 
nucleotide polymorphisms (SNPs) and microarrays that allow for genome-wide 
profiling of complex biological phenotypes have offered the golden opportunities to 
unravel the high-order mechanisms and have also motivated development of the 
corresponding analysis strategies. 

Recently, we have developed an ensemble decision approach [1, 2] to mining 
disease genes using genome-wide gene expression profiles on microarrays. In that 
work, we were the first group to explicitly formalize the task – mining disease  
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relevant genes using microarrays. Relevance at large has been studied extensively 
over the last three decades and there is an increasing interest in applications to a wide 
range of areas, in particular, in the area of machine leaning for feature subset 
selection, possibly owing to the advent of computational ability to handle massive 
high-dimension data sets. A nice review and study of the relevance concepts in Bell & 
Wang’s work [3] reveal that either definitions or interpretations of relevance evolve 
considerably, from a simple and intuitive relevance concept for marginally filtering a 
feature to the sophisticated mathematical formalism of the concept that is quantitative 
and normalized. We quantified with a relevance intensity the relevance formalism of 
Kohavi and John’s [4] because their formalism is easily generalized to our specific 
biological applications and is appealing to capture the reality of biological 
complexities (e.g., epistasis or gene-gene interactions). In this investigation, we 
extend our ensemble decision approach to mining alcoholism relevant SNPs using the 
genome-wide SNP data generated for GAW14. 

2   Methods 

2.1   Defining the Relevance of a SNP with Alcoholism 

A SNP is said to be completely relevant if it is included in all the classifiers for 
alcoholism and the removal of the SNP alone will result in performance deterioration 
(in term of misclassification rate) of all the classifiers, obtained by learning on a 
number of training sets generated by a proper resampling technique. A SNP is 
partially relevant if it is not completely relevant and there exists a subset of SNP 
features, G, such that the performance of the induced classifier on G is worse than the 
performance on the union of G and the SNP.  A SNP feature is irrelevant if it is 
neither completely nor partially relevant. 

2.2   Defining the Phenotypic Attribute of a Sib Pair 

We extend our ensemble decision approach to sib-pair analysis of pedigrees. First, 
we define the phenotypic attribute of a sib pair, the affection status of a sib pair for 
alcoholism. For the binary trait, there are three possible attributes, of which two 
attributes are chosen to be the phenotypes for learning: concordant affected, both 
sibs in a sib pair are affected; and concordant unaffected, no sibs in a sib pair are 
affected. 

2.3   Defining the Features to Be Mined 

The genetic features are defined to be the estimated proportions of alleles shared IBD 
by the sib pair at the SNP positions, provided by the GENIBD of the SAGE package 
[5]. Because our main interest is to explore the utility of the proposed method for 
extracting useful genetic information from the large-scale SNP data, we did not model 
the second-moment quantities of clinical covariates for the sib pairs.  
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2.4   Mining Alcoholism Relevant SNPs 

In this study, we use the 100 GAW14 simulated replicates to demonstrate the 
behaviors and properties of the proposed method for mining alcoholism relevant 
SNPs. For computational convenience, we perform the same analysis procedures 
separately for each investigated chromosome. 

Construction of training sets and test sets: We employ a five-fold cross-validation 
procedure to construct training sets and test sets. For each chromosome of each 
simulated replicate, we randomly divide the data into five equal parts. One part of 
data is used as the test set and the rest are used as the training set. We repeat the 
procedure to the investigated chromosomes of each replicate to generate 100 pairs of 
training data sets and test data sets for the 100 replicates. 

Induction algorithm for building a SNP tree for alcoholism: Our proposed 
ensemble decision method is a supervised-learning approach based on a recursive 
partition tree.  The basic procedures are as follows. First, a resampling technique as 
the above is employed to build up pairs of training sets and test sets for learning and 
testing, respectively. Then, a binary tree is being grown on a learning data set by a 
recursive partition algorithm. At each branching of the tree, the best SNP feature is 
selected such that it leads to the minimal impurity at the node. This binary recursive 
partition continues until the tree growth is stopped. For each grown tree, one subset of 
SNPs is extracted and is tested on the sister test set.  This process for feature selection 
is repeated on each pair of learning and test data sets, which consequently results in 

an ensemble of SNP feature subsets, , , , ,
1

M M M
d m

L L , { }, , ,1 2
d d dM m m mkd

= L , 

or called SNP forests. The details for the tree-building algorithm have been given 
previously [2]. 

Evaluation of significance of each grown SNP tree: To test whether an extracted 
subset of SNPs (Tree 

dM ) is able to significantly distinguish the affection status of a 

sib pair using the sister test sample ( dT ), we propose a 2χ  statistic: 

2[ | | / 2]2 00 11 01 10
( )( )( )( )00 01 10 11 00 10 01 11

n n n n n n

n n n n n n n n
χ − −=

+ + + +
 (1) 

where 11100100 nnnnn +++=  and 00n 01n 10n  and 11n  are the frequencies 

for true negative, false positive, false negative and true positive, respectively. This 
statistic follows an asymptotic Chi-squared distribution with one degree of freedom.  

Ensemble decision for selecting the alcoholism relevant SNPs: Based on the 
constructed SNP forests, we make an ensemble decision for selecting an alcoholism 
relevant SNP. Whether a SNP feature is relevant to the disease depends on the 
magnitude of its relevance intensity (or called an ensemble vote), FV.  
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For a particular SNP feature mk , define:  

( , )
( ) ( , , ) ,1 2

I m Md k ddFV m F M M Mk m
dd

ϖ
ϖ

= =L  (2) 

where ( , )I m Mk d  is an indicator function: 

( , )
0 otherwise

kn m Mk ddI m Mk d
∈=  (3) 

where knd is the frequency of SNP feature km  appearing in tree Md . 

A weight, dϖ , can be a measure for the classification performance of Md , for 

example, dϖ = 2
dχ   or set dϖ =1 for an equal weight for all the SNP feature subsets. 

We resort to a permutation approach to generate the null distribution of FV, for which 

we randomly assign a phenotypic attribute to a sib pair and 0( )FV mk  is computed 

using the permutated data. Then, the empirical null distribution of 0( )FV mk  is 

constructed. Given the empirical 0( )FV mk  and a specified significance level, 

β e.g., 0.1 or 0.05 a critical value 0FVβ  is obtained. A SNP feature is selected if 

its 0FV FVβ≥  (one-tailed).  

3   Results 

We perform genetic mining of the relevant SNPs for alcoholism (the variable of 
Kofendrerd Personality Disorder (KPD) as the measure for alcoholic dependence) 
using the 100 simulated replicates of SNP data for three simulated populations 
(Aipotu, Karnagar and Danacaa, each with 100 pedigrees). Each of four chromosomes 
(chromosomes 2, 4, 5 and 9) is selected with the simulation answers and is analyzed 
separately, using the SNP data, with markers 3 cM apart, on the average. The critical 

values 0FVβ  ( β  = 0.1) for the four chromosomes, obtained from 1000 permutations 

are 2.83, 2.63, 2.78 and 3.08, respectively. The highly relevant SNP features for KPD 
trained and evaluated with the SNP forests obtained by analysis of the 100 simulated 
replicates are shown in Table 1. We have successfully identified all the simulation 
‘answers’ or the SNP(s) that are closest to an answer or another: C02R0097, next to 
the answer B02T1050 on chromosome 2; C04R0282, next to the answer B04T3068 
on chromosome 4; C05R0380, next to B05T4136 on chromosome 5; and C09R0765, 
one marker spaced between it and the true answer B09T8334 (< 0.5 cM) on 
chromosome 9. It is not surprising that the proposed method has identified also the 
clusters of SNPs that are nearby the true trait loci as the proposed method was 
designed for extracting “redundant” features (here, the reason for redundance can be 
close linkage or association of linkage disequilibrium between the markers within the 
cluster). 
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Table 1. The highly relevant SNPs for alcoholism (KPD), identified by ensemble decision 
analysis of three simulated populations (Aipotu, AISNP; Karnagar, KASNP; and Danacaa, 
DASNP).  The bold markers denote the ones that are closest to the true trait loci. 

Chromosome population SNP markers 
Chr 2 AISNP C02R0092 C02R0093 C02R0094 C02R0101 

 FV 4.57 3.94 3.71 3.68 
  C02R0104 C02R0098 C02R0095 C02R0097 
  3.54 3.36 3.35 2.94 
 KASNP C02R0092 C02R0101 C02R0098 C02R0093 
 FV 4.60 3.76 3.74 3.68 
  C02R0094 C02R0109 C02R0104 C02R0108 
  3.57 3.52 3.51 3.19 
 DASNP C02R0092 C02R0104 C02R0109 C02R0101 
 FV 4.79 4.27 4.04 3.99 
  C02R0108 C02R0098 C02R0093 C02R0097 
  3.80 3.72 3.70 3.69 

Chr 4 AISNP C04R0282 C04R0284 C04R0283 C04R0290 
 FV 4.46 3.98 3.63 3.33 
  C04R0289 C04R0285 C04R0288 C04R0295 
  3.32 3.18 3.13 3.06 
 KASNP C04R0282 C04R0284 C04R0283 C04R0289 
 FV 4.61 4.15 3.87 3.65 
  C04R0295 C04R0290 C04R0291 C04R0288 
  3.51 3.19 3.15 3.10 
 DASNP C04R0289 C04R0284 C04R0282 C04R0295 
 FV 4.63 4.49 4.23 4.03 
  C04R0283 C04R0288 C04R0339 C04R0321 
  3.97 3.61 3.58 3.51 

Chr 5 AISNP C05R0378 C05R0382 C05R0379 C05R0383 
 FV 5.12 4.11 4.03 3.74 
  C05R0381 C05R0380 C05R0391 C05R0384 
  3.43 3.42 2.94 2.87 
 KASNP C05R0378 C05R0382 C05R0383 C05R0379 
 FV 5.51 4.28 3.85 3.84 
  C05R0381 C05R0390 C05R0389 C05R0391 
  3.22 3.20 3.08 3.07 
 DASNP C05R0378 C05R0382 C05R0383 C05R0396 
 FV 5.75 4.92 4.37 3.99 
  C05R0390 C05R0379 C05R0401 C05R0380 
  3.88 3.75 3.72 3.62 

Chr 9 AISNP C09R0763 C09R0767 C09R0766 C09R0773 
 FV 4.08 3.87 3.86 3.65 
  C09R0768 C09R0764 C09R0769 C09R0765 
  3.52 3.48 3.32 3.25 
 KASNP C09R0763 C09R0766 C09R0767 C09R0764 
 FV 4.07 3.83 3.80 3.57 
  C09R0768 C09R0765 C09R0779 C09R0773 
  3.39 3.39 3.36 3.27 
 DASNP C09R0766 C09R0767 C09R0763 C09R0769 
 FV 4.82 4.80 4.38 4.13 
  C09R0773 C09R0779 C09R0768 C09R0765 
  4.03 3.95 3.84 3.84 
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4   Discussion 

Caution should be taken in interpretation of the SNP feature selection for alcoholism. 
The SNPs relevant to alcoholism should be considered as important biomarkers which 
may also be the disease genes (if the genetic marker is located within a gene and its 
polymorphisms can directly influence protein structure or expression level of the host 
gene). Many causes can contribute the relevance of a SNP to alcoholism, for example, 
the close linkage between the SNP and a nearby putative trait locus or between SNPs, 
linkage disequilibrium between loci and gene-gene interactions, which require further 
genetic analysis to be clarified. This application suggests that the sib-pair IBD 
statistics can be good genetic features to be mined. However, the IBD feature vectors 
within a pedigree tend to be correlated, effects of which on the proposed data mining 
approach remain unknown. Because of time limitation, we analyzed each 
chromosome separately. To address gene-gene interactions between different 
chromosomes and to construct the global-view SNP relevance network(s) for 
alcoholism, we are undertaking the ensemble decision analysis of the data on a 
genome-wide scale.  
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Abstract. Classifiers, as one of the important tools of analyzing gene expres-
sion data in the post-genomic epoch, have been used widely in the classifica-
tion of different cancer types in the past few years. Although most existing 
classifiers have high classification accuracy, the process of classification is a 
black box and they can not give biologists more information and interpretable 
results of classification. In this paper, we propose a novel visualization cancer 
classification method. Besides offering high classification accuracy, the 
method can help us identify complex disease-related genes and assess gene 
expression variation during the process of classification. The results of classi-
fication are natural and interpretable and the process of classification is visible. 
To evaluate the performance of the method we have applied the proposed 
method to three public data sets. The experimental results demonstrate that the 
approach is feasible and useful. 

1   Introduction 

The classification of different tumor types is of great importance in cancer diagnosis 
and drug discovery. Most previous cancer classifications are morphological and clini-
cal-based and have limited diagnostic ability. The recent advent of DNA microarray 
technique has made simultaneous monitoring of thousands of gene expression levels 
possible [1]. With this abundance of gene expression data, researchers have started to 
classify cancer patients (including subtypes) using gene expression data. Most of 
classification methods used can give high classification accuracy, such as hierarchical 
clustering [2,3,4], Singular Value Decomposition [5,6], Principle Component Analy-
sis(PCA) [7], the decision-tree methods [8], the linear discrimination analysis, the 
Bayesian network, K-nearest neighbor [9,10], neural network approach [11,12], Sup-
port Vector Machine (SVM) [13], etc. due to the fact that biologists still have limited 
knowledge about the cancer disease, they expect that, besides high classification accu-
racy, classifiers can give more information during the process of classification and 
help them understand the development of cancer. The majority of above classification 
methods can not meet this expectation. Existing several visualization classification 
methods [3, 14] serve only as assistant tools or graphical displays of major clustering 
results. They can not offer further help for cancer-related studies. Here, we present a 
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visualization classification (VC) method. Using the method, biologists can attain very 
high classification accuracy, interpret the results, find complex disease-related genes 
easily, and observe gene expression variation conveniently. 

This paper is organized as follows. The method fulfilling cancer classification is 
elaborated in the section 2. Section 3 gives experimental results. In section 4, we use 
our method to assess gene expression variation in different samples and find disease-
related genes. Finally the discussions are given. 

2   Method 

2.1   Feature Gene Selection 

Of the thousands of genes measured in a microarray experiment, most of them show 
little variations across the tissue samples. In order to improve the accuracy of classi-
fier, Selection of feature genes which show large variance among the experiments is 
very important in cancer classification.  

For cancer classification based on gene expression data, there are many feature 
gene selection methods, such as statistical tests (t-test [2,15,16], F-test [17]), informa-
tion gain, Markov blanket and Wrapper method [18,19]. In this paper, we use the 
“signal-to-noise” ratio ( SNR ) to select feature gene [9], because SNR  can describe 
difference of the gene expression in two classes very well.  

Assume that we are given gene expression data with p probes and n(n=n1+n2) 
DNA samples that belong to 2 categories, ω+ , ω−  and let each sample be labeled with 
either “1” or “-1”, where n1 is the number of samples with label “1”, n2 is the number 
of samples with label “-1”. The gene expression data can be described by a p n×  
matrix.  

For gene j, we calculate its jSNR . 

( ) ( )+ − + −= − +μ μ σ σj j j j jSNR  (1) 

Where +μ j , −μ j , +σ j and −σ j  are given by the following formula. 

1 2

1 11 2

1 1
, , 1
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j ij j ij
i i

y x p j
n n

μ μ+ −

= =

= = ≥ ≥  (2) 
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2 2

1 11 2
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j ij j j ij j
i i
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n n

σ μ σ μ+ + − −

= =

= − = − ≥ ≥  (3) 

Where ijy  represents the expression level of the jth gene in the ith sample with label 

“1”, ijx  denotes the expression level of the jth gene in the ith sample with label “-1”. 

The higher the absolute value of the SNR is , the more the expression level of the gene 
differs on average in the two classes. 

Thousands of genes are measured in a microarray experiment. Usually there are 
parts of genes whose SNR is higher. It is a difficult problem to decide upon the  
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number of the feature genes. In this study we sort genes by SNR in ascending and plot 
their SNR curve. According to the curve we decide the number of feature genes. For 
example, for colon cancer data we can get the SNR curve of 2000 genes (Fig.1). Fig.1 
shows clearly that about one hundred genes have higher SNR . We choose 130 genes 
as feature genes.   

After choosing feature genes, we can describe the gene expression data using a 
q n× matrix .  

1 2

1 2

1 2

1 2

11 12 1 21 22 2

11 21 1 11 21 11

12 22 2 12 22 22

1 2 1 2

... ...

... ...

... ...

... ... ... ... ... ... ... ...

... ...

n n

n n

n n

q q q n q q q n q

s s s s s s

y y y x x xg

y y y x x xg

g y y y x x x

 

q is the number of feature genes. Each sample with label “1” (“-1”) is represented by 
a vector 1 2( , ,..., )i i i iqY y y y=  ( 1 2( , ,..., )i i i iqX x x x= ). 

2.2   Visualization Classifier Algorithm 

The visualization classifier algorithm can be stated as follows: 

(1) Calculate the SNR  of all genes and select feature genes according to the SNR  
curve. 

(2) Divide n samples into two parts randomly: N training samples and M testing 
samples, n N M= + , N training samples include 1N samples with label “1” 
and 2N samples with label “-1”. 

(3) Calculate mean vector, μ+ and μ− , of two categories of training samples. 

    1 2( , , ..., )qμ μ μ μ+ + + += , 
1

11

1
, 1,

N

j ij
i

y q j
N

μ +

=

= ≥ ≥  
(4) 

   1 2( , , ..., )qμ μ μ μ− − − −= , 
2

12

1
, 1,

N

j ij
i

x q j
N

μ −

=

= ≥ ≥  
(5) 

(4) Plot all “*” spots defined by jμ+  versus jμ−  pairs (Fig. 2). 

(5) Suppose we select a random sample, 1 2( , , )k qS g g g= K from the testing set, 

jg  is the expression level of jth gene. 

(6) Plot all “o” spots defined by jμ+  versus jg  pairs overlaid on the Fig. 2. 
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(7) Assign kS  in ω+ , if the “o” spotters scatter both sides of diagonals ( kS  and 
μ+  are highly correlated, as shown in Fig.3), otherwise assign S  inω−  ( kS  
and μ−  are highly correlated, as shown in Fig. 4). 

 

Fig. 1. Sort 2000 genes from colon cancer 
data 

Fig. 2. The correlation between log( μ+ ) by 
SNR in ascending and log( μ− ) from colon 
cancer data 

 

Fig. 3. The correlation between log( μ+ )  
log( kS ) from colon cancer data, kS ω+∈  
k=22 ( normal 11)  

Fig. 4. The correlation between log( μ+ ) 
and, log( kS )  from colon cancer data, 

−∈ωkS , k= 28 (tumor 16). 
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3   Experimental Results 

In the section, we use the proposed method to classify colon cancer data [20]. Leave- 
one-out cross-validation experiments were made, because we have only a few sam-
ples. Colon cancer data consists of 22 normal and 40 tumor colon tissue samples and 
the number of genes is 2000. The data were downloaded from http://microarray.prin-
ceton.edu/oncology/affydata/index.html. First, we calculate the SNRs of all genes and 
select 130 feature genes according to the Fig.1, 65 genes of them have higher expres-
sion level ( jμ+ ≥ jμ− ) in normal samples. 65 genes of them have higher expression 
level ( jμ+ ≤ jμ− ) in tumor samples. Then, we plot all “*” spots defined by jμ+  versus 

jμ−   pairs (Fig.2). Fig. 2  shows quite clearly that feature genes are  distributed  in two 
area. The genes which scatter in the top left have higher expression level in tumor 
samples, and down right genes have lower expression value in tumor samples. For 
the top left (or down right) genes, it can be seen that variables jμ+  and jμ−  are corre-
lated. We use two regression lines to describe relation of variables jμ+  and jμ− . One 
line describes the top left spots, while the other one describes down right spots. At 
the same time,we find there are several spots which lie outside the regression lines. 
These spots are called outliers. In the following section, we will analyze these out-
liers. It is just the predominance of our method to help biologists to find the correla-
tion between the genes and these outliers. Finally, we classify samples selected from 
testing sample set according to step 5, 6 and 7. The experimental results are shown in 
Fig. 5.   

 

Fig. 5. Comparison of classification accuracy between VC (our method), SVM and KNN using 
three public gene expression data sets: Colon cancer data, AML&ALL and ALL&MLL. 

In order to further evaluate the performance of the classifier, we use our method to 
classify other two public gene expression data sets: leukemia data [9, 21]. The first 
leukemia data (AML&ALL) includes 38 acute leukemia patients (27 acute myeloid  
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leukemia (AML) and 11 acute lymphoblastic leukemia(ALL)); the second leukemia 
data (ALL&MLL) consists of 44 patients (24 ALL samples and 20 mixed-lineage 
leukemia (MLL) samples). From Fig. 5 we can see that the accuracy of our classifier 
is high enough to classify these samples. For the colon cancer data, the accuracy is 
90.32%. The performance of the classifier is much better for the other two datasets, 
with classification accuracy 100%, 100%, respectively. In order to further evaluate 
the generalization ability of our classifier, we have also compared the performances of 
the method with other classification methods: such as SVM and KNN using the same 
test sets. For the three data sets, SVM (liner kernel) [22] has the same accuracy as 
ours. In the case of KNN classifier, we performed a sequence of experiments in which 
we set the number of neighbors, K, to be 1, 3 and 5 respectively. The precision 
achieved in this sequence of experiments was 80.65%, 88.71%, 96.77%; 87.1%, 
95.16%, 100% and 83.87%, 91.94%, 100% respectively. Thus with 3 neighbors KNN 
shows the best results, however its precision is lower than ours for the colon and 
AML&ALL data. 

4   Applications  

4.1   Mining Disease-Related Genes 

It is known that genes interact with each other. The gene whose expression level 
changes will affect the expression levels of other genes. Compared with genes in 
normal cell, many genes in cancer cell have changed in expression level. There are 
always some genes which have very significant changes and are very different from 
their “neighbors”. We can find these spots easily from Fig.2. We called them disease-
related genes. In linear regress model, they are called outliers. The outliers were de-
tected using studentized residuals with the given alpha level. For colon data 8 disease-
relate genes were identified with the 95% confidence intervals (alpha=0.05) about 
their residuals (Fig.2). M76378, J02854, M63391and X86693 have lower mean ex-
pression levels in tumor samples; T47377, M26383, R36977 and M22382 have higher 
mean expression levels in tumor samples. We further analyzed the genes identified as 
most important.  

M76378, human cysteine-rich protein (CRP) gene, exons 5 and 6, whose ratio of 

jμ− and jμ+  is 0.25. Given so low expression level, it can be assumed that this gene is 

highly correlated with colon cancer. CRP gene, proved as a primary response 
gene[23], is widely expressed in a variety of human primary and established cell lines 
and plays a pivotal role in cell function. The LIM/double zinc finger motif found in 
cysteine-rich protein is found in an expanding group of proteins with critical functions 
in gene regulation, cell growth, and somatic differentiation. Within the family of pro-
teins CRP’s structure is highly similar to rhombotin, a putative oncogene; The struc-
tural similarity between the proteins in this gene family suggests that they play fun-
damental and interrelated roles in cell function and development. A high correlation 
between CRP gene and colon cancer also has been proved by the following example.  
 



1196 J. Li, X.L. Tang, and X. Li 

 

The expression of both the mouse and human CRP genes is induced as a primary 
response to serum in quiescent Balb/c 3T3 cells and in human fibroblasts. The profile 
of this primary response is remarkably parallel to that of c-myc in the Balb/c 3T3 cell 
line. The coordinate regulation of CRP gene with c-myc suggests that these two genes 
respond to the same regulatory pathways and may share transcription control features 
during the G0 to S transition [24]. It is known c-myc is a putative oncogene, overex-
pression of this gene has been reported in numerous cancers, including breast, cervi-
cal, lung, leukemia, lymphoma, prostate and ovarian tumors. Surprisingly CRP gene 
is not among the top of 500 genes identified by Student’s t-test. It was also not in-
cluded in the best three subsets determined by ensemble decision approach [25] and 
the two classification trees [8]. However, our method identifies it successfully. The 
other two most significant genes identified by our method are J02854 and M63391. It 
was not at all surprising that these two genes were also identified by RankGene [26] 
to be either the top one using the measures sum minority, majority or as the second 
using the measures information gain, sum of variances. In addition, M63391 is also 
found to be significantly down-expressed in other cancer types such as the melanoma 
cell line [27].  

M26383 (IL-8), human monocyte-derived neutrophil-activating protein 
(MONAP) mRNA, complete cds, whose ratio is 3.46. Given so significant differ-
ence, it can be postulated that this gene plays a pivotal role as a central hub for the 
gene network that maps to the underlying pathological complexity of colon cancer. 
It was reported that IL-8 was correlated with the development of colon cancer [28], 
the migration of human colonic epithelial cell lines [29], and metastasis of bladder 
cancer [30]. Molecular experiments have proved that MONAP is constitutively 
overexpressed by human tumor lines [31]. Strikingly, MONAP was ranked as the 
top colon tumor gene using information gain, sum of variances, classification tree 
[8], ensemble decision trees [25], but surprisingly not among the top of 100 genes 
identified by Student’s t-test. The second gene is the human mitochondrial matrix 
protein P1. Molecular experiments suggested this gene played an important role in 
the replication of mammalian DNA [32] and certain autoimmune disease [33], but 
at present the exact biological role of P1 in mammalian systems is not clear. There-
fore, further studies on the cellular function of this highly conserved protein are of 
great significance.    

4.2   Assessing Gene Expression Variations in Samples 

Gene expression profiling has become a widely used tool to identify genes that are 
linked to particular phenotype, such as disease state, drug resistance, or toxicity. In-
terpretation of results from these expression studies is critically dependent on the 
choice of samples used in the analysis, and it is important to understand the variations 
in the sample population itself. Our method is very efficient for displaying the varia-
tions of samples. For example there are two samples: tumor 28 and tumor 31 from 
colon cancer data. Fig. 6 and Fig. 7 show their gene expression variations. For the 
28th tumor sample expression levels of most genes are lower than the mean expres-
sion levels, and for 31th tumor sample most genes have higher expression levels.  
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Identifying these variations is very important for calculating drug doses and giving 
different treatments. In our results, two tumor samples (tumor 30, tumor 33) had the 
same distribution with normal samples. This is worth further investigation. For gen-
eral classifiers it is impossible to find these information.   

 

Fig. 6. The correlation between the average 
vectors from nomal and tumor 
( kS ω−∈ ),k=41 (tumor 28) 

Fig.7. The correlation between the average 
vectors from nomal and tumor ( kS ω−∈ ), 
k=46 (tumor 31) 

5   Discussion 

Applications to several cancer data support our speculation that the new visualization 
classification method can help biologists find important information about samples and 
genes. Experimental results have proved that the method also has very high classifica-
tion accuracy. So our approach is promising for analyzing and visualizing of gene ex-
pression data and further development is worthwhile.  Difference between the classifier 
and other classifiers from statistical and machine learning area is that the classifier only 
classifies one sample every time and sometimes it is difficulty to classify some samples 
according to the distribution of data. Integrating the classifier and other classifiers from 
statistical and machine learning area is our next work. 
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Abstract. With the dramatic development of web technologies, tremendous 
amount of information become available to users. The great advantages of the 
web are the ease with which information can be published and made available 
to a wide audience, and the ability to organize and connect different resources 
in a graph-based structure using hyperlinks. However, most of these links are 
created manually and the page that the link represents must be known to the au-
thor of the link. In this paper, we propose a decision-tree-based approach to 
solve this problem. We set up a system that gathers information about the can-
didate pages, evaluates them and creates links to them automatically. 

1   Introduction 

The World Wide Web contains over 2 billion pages and this number is growing at a 
breakneck speed. Links between these pages are generated and removed very con-
stantly. Over the past years, a number of approaches such as Adaptive Web sites [1] , 
FWEB [2] , ARC [3] and some link- or topology-based approaches[4][5][6] have 
been developed to improve link structure.  

In most of the cases, official sites (organizations, products, people, services, facili-
ties, events, etc) possess links to the other sites that deal with the same topics. These 
links are created manually. This can be a disadvantage if information in a particular 
field is incomplete and expanding rapidly over time and where a page author cannot 
be expected to know which pages are the most appropriate to link to and when they 
become available.  

Our aim is to create these links automatically. We focus on official sites because 
these sites are usually so popular that other pages which deal with the same topics are 
willing to be linked from them. In this research, our targets are the pages that have 
sent link requests to the specified official sites. We call these pages link request 
pages. When receiving a request, our system will gather information about this page 
such as its access amount, maintenance frequency, page similarity, etc. We set up a 
decision tree to handle these information and determine whether the link request page 
should be linked or not. Links are created, modified and deleted automatically with 
the changes of link request pages. 
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2   Automatic Link Creation System Based on Decision Tree 

2.1   System Overview 

The purpose of our system is to create and modify links on the links page automati-
cally. Broken links are removed and new links are added. Moreover, with the growing 
popularity and richness of the contents, the position of a link will rise and vice versa. 

2.2   Decision Tree 

A decision tree is a tree-shaped structure that represents a set of decisions. These 
decisions generate rules for the classification of a dataset. In a decision tree, each 
“branch node” (feature) represents a choice between a number of alternatives, and 
each “leaf node” (class) represents a class or decision. OC1 (Oblique Classifier 1) [7] 
is a decision tree induction system designed for applications where the instances have 
numeric (continuous) feature values. OC1 builds decision trees that contain linear 
combinations of one or more attributes at each internal node; these trees then partition 
the space of examples with both oblique and axis-parallel hyperplanes. OC1 has been 
used for classification of data representing diverse problem domains, including as-
tronomy, DNA sequence analysis and others. In this research, we use OC1 to con-
struct decision trees because the values of our features and classes are numeric. 

2.3   Evaluation Features 

We use 4 types of features in this system, access amount, maintenance frequency, 
page similarity and contents richness. These features are chosen because they are very 
important characteristics for the evaluation of a page. On the other hand, these infor-
mation are extractable with current web technologies. We plan to add a few more 
features to raise the accuracy of our system in the evaluation experiment. 

2.4   System Construction 

Fig.1 shows the system construction. The details of several modules are described 
below. 

Training Data. Training data are used to construct a decision tree. They are 
information of a set of valued pages. Each page has its class value given by the 
administrator and 4 attributes values gathered by web robots. 

Test Data. Classification is performed according to test data. They are information of 
a set of unvalued pages. Each page only contents 4 attributes values. 

Decision tree. A decision tree is constructed by OC1 through training data. When 
unvalued pages are given, the decision tree classifies these pages to give each page a 
class value. 

Check Engine. When check engine receives requests from link request pages, it 
sends web robots to gather 4 types of attributes from these pages. Usually, this 
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information is sent to the decision tree as test data. But if the administrator evaluates 
some pages, they are given as training data to construct a decision tree. The check 
engine will gather information from link request pages regularly, even if no new 
request is detected. 

 

Fig. 1. System Construction 

Evaluation Engine. Evaluation engine sorts the link request pages by their class 
values and creates Links. 

2.5   Links Creation Flow 

(1) Link request pages send requests to the Official Site. 
(2) Check engine sends web robots to collect information about the link request 

pages. 
(3) If the decision tree has been constructed, go to (6). 
(4) The administrator evaluates some pages. 
(5) Construct a decision by OC1. 
(6) Use the decision tree to classify unvalued pages. 
(7) Links are created by evaluation engine. 

This Flow starts regularly from (2) even if there is no request detected. 
It will work from (4) if the administrator gives new evaluations. 
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3   Conclusion 

We proposed an automatic link creation system base on decision tree. We focused on 
the links page that is a part of nearly all of the official sites. Our system gathers in-
formation about the link request pages, evaluates them and creates links to them. We 
are preparing an evaluation experiment to inspect the effectiveness of our system. 
More evaluation features will be added at that time. Further discussion about our 
evaluation metrics need to be performed. 
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Abstract. The Web can be regarded as a huge graph when each Web page is 
regarded as a node and each hyperlink as an edge. There are several attempts 
for visualizing the structure of the Web, such as touchgraph or KartOO. In order 
to achieve visualization that assists users’ information acquisition from the 
Web, two constructs (keywords and pages) are required in the visualization. In 
this paper, a cluster of keywords and Web pages is regarded as “structural in-
formation” in the Web. We have developed a visualization system that shows 
clusters of Web pages and keywords. Based on online Web resources, appropri-
ate relations can be visualized without analyzing the contents of Web pages. 

1   Introduction 

Several attempts have been made for Web mining, discovery of useful knowledge 
from huge Web information. There are three main approaches for Web mining as 
claimed by Kosala [5]. Among the approaches, Web structure mining based on hyper-
link graph topology is important not only for engineering such as information re-
trieval and Web page crawling, but also for sociology such as prediction of Web 
growth and detection of trends of real human world.  

The graph structure of the Web is like a bow-tie from macroscopic view [2], and bi-
partite core graph from microscopic view [6]. There are groups of related Web pages 
whose hyperlinks are densely connected with each other, which are called Web com-
munities [3][6][7]. Modeling the structures and detecting relations among Web com-
munities will give insight to the characteristics of real human communities. The Web is 
huge and is growing. It is expected that Web communities may change over time in the 
processes of birth, grow and death. And they may merge or split dynamically. Such 
dynamic changes of Web communities often reflect needs for new information of hu-
man communities. Methods for detecting such dynamic changes of Web communities 
are important as well as static analysis of the structures of the communities.  

As an approach for Web structure mining, the author has developed systems for 
discovering and visualizing Web communities based on hyperlink information [8][9]. 
The systems utilize a search engine as a resource for Web data acquisition. In general, 
a search engine plays an important role for users’ Web watching; it collects huge Web 
data by crawling, and users perform search in order to find Web pages related to input 
keywords.  

This paper describes an attempt for visualizing the Web. In order to achieve visu-
alization that assists users’ information acquisition from the Web, two constructs 
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(key-words and pages) are required in the visualization. In this paper, a cluster of 
keywords and Web pages is regarded as “structural information” in the Web. We have 
developed a visualization system that shows clusters of Web pages and keywords. 
Based on online Web resources, appropriate relations can be discovered without ana-
lyzing the contents of Web pages. 

2   Related Work for Visualizing Web Pages 

There are two approaches for extracting structure of the Web; decomposing Web 
network into smaller clusters, and composing a cluster of neighboring pages based on 
local connectivity. Broder’s macroscopic analysis of the Web [2] is an example of the 
former approach. As the latter approach, TouchGraph (http://www.touchgraph.com/), 
Google set vista (http://www.langreiter.com/space/google-set-vista), Anacubis (http:// 
www.anacubis.com/googledemo/google/index.asp), and KartOO (http://www.kar-
too.com/) are famous examples. Many of these systems employ online resources such 
as Google Web API in order to acquire relations among Web pages. Google Web API 
(http://www.google.com/apis/) is a Web service that provides accesses to Google’s 
Web data from users’ computer programs. At the current stage, the number of queries 
per day is limited to 1,000 in order to avoid heavy load to Google.  

3   Visualization of Pages and Terms Based on Google Web API 

As described above, Google Web API is an interface that allows our computer pro-
grams to access Google resources. Google contains more than 8 billion Web pages as 
of April 2005. Utilizing this huge search engine as a resource is important for develop-
ing intelligent systems. In this section, our visualization system based on Google Web 
API is described. Relations of Web pages and terms are shown in the form of graph in 
the system. Our system generates graph whose node are either Web page or term, and 
edge is relation between a page and a term. A term can be regarded as label of connect-
ing Web page, and it clarifies the characteristics of neighboring page cluster.  
In our system, the following options are employed in order to acquire needed infor-
mation for graph drawing: 

1. “related” option: search for Web pages related to specific page 
2. “info” option: search for terms regarding specific page 

The former option is used for search of related Web page. For example, results of 
the search “related:www.yahoo.com” contain sites such as “www.google.com”,  
“www.msn.com”, and “www.altavista.com”. The latter option is used for the search 
of terms that can be used for labels for specific Web page. For example, results of the 
search “info:www.yahoo.com” contain “Searching”, “Internet”, “Directories” and 
“Computers”. 

At the present stage, a Java program that combines Google Web API and Web 
community visualization is developed. Fig. 1 shows the snapshot of the system.  
The system accepts URLs as rectangle nodes. By clicking “info” button, a search is 
performed by using Google API and labels about the URLs are attached as ellipse 
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nodes. In Fig. 1, www.ft.com, www.cbsnews.com, www.nytimes.com and 
www.chicagotribune.com are connected with each other via “News” node. On the 
other hand, slashdot.org is located separately from the group since its labels are not 
the same as those of the group. This result shows that labels obtained from Google 
API can be useful for relating or discriminating input URLs.  

 

Fig. 1. Visualization of Web pages using Google Web API 

Visualization performed by previous systems (such as touchgraph and anacubis) 
contain Web pages only – terms for explaining pages are not included. Although 
visualization of KartOO contain terms, relations between pages and terms are not 
clear. The system described in this section is the first step for visualizing a kind of 
map in the Web. 

4   Concluding Remark 

As everybody knows, the Web is huge and its quality is not uniform. For the discov-
ery and visualization of Web communities, the following requirements should be 
considered:  

1. Partiality of input data: Nobody can collect data of the whole Web. Algo-
rithms for the discovery of Web communities need to handle partial Web 
data. Suitable strategies for collecting Web data have to be considered.  

2. Quantities of input data: On the contrary to the above, Web data are still huge 
even though they are partial. Capabilities for handling large-scale data are re-
quired for Web community discovery methods.  

3. Qualities of input data: Depending on the network conditions, some of the 
Web pages may not be accessible. Robustness for missing or noisy data is 
necessary for Web community discovery.  
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4. Various structures of Web communities: Although Kumar regards a bipartite 
graph as a characteristic structure for Web communities, there might be other 
characteristic graph structures.  Search algorithms for specific graph structure, 
such as clique or bipartite graph, are important. However, they are not enough 
for discovering real complicated Web communities.  

5. Post processing of discovered Web communities: When fixed graph structure 
is searched from given Web data, many overlapping graphs will be found. 
Post processing of discovered Web communities such as clustering or label-
ing is necessary to assist users’ understanding.  

6. Interactive discovery of Web communities: Discovered Web communities are 
not always satisfactory to users since there are several criteria for “related-
ness” among Web pages. It is preferable if users can control the strategies for 
searching Web communities by giving examples or negative examples. 

Online Web resources are expected to meet some of the above requirements. For 
example, use of Google Web API may compensate partiality of Web data. At the 
present stage, only two options (related and info) are employed in our system. Infor-
mation obtained by search using other options is expected to enrich our visualization 
further.  
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Abstract. In this paper, keyword map-based relevance feedback is ap-
plied to interactive Blog search. There exists vast amount of information
in the Web, from which users usually gather information without def-
inite information needs. In particular, when exploring the Blog space,
the range of user’s interests is expected to be broader than usual Web
browsing process. The relevance feedback techniques have been stud-
ied in the field of document retrieval, aiming to generate appropriate
queries for users’ information needs. Although this approach is effective
when the assumption that a user has a concrete criteria on the relevance
of retrieved documents holds, it could not always hold when searching
Blog, which consists of vast number of short articles about various topics.
Compared with the previous work on keyword map-based relevance feed-
back, the algorithm proposed in this paper can consider multiple topics,
in which a user is interested on the keyword map.

1 Introduction

Recent growth of the Web has provided us with the variety of information re-
source. Among them, Blog is getting to attract people as one of the new in-
formation resources[2]. As it is assumed that the persons who browse the Blog
space do not usually have definite information needs, because the Blog consists of
vast number of short articles about various topics. Therefore, interactive facility
should be given to the systems that support searching in the Blog space.

The relevance feedback (RF) techniques have been studied in the field of
document retrieval, aiming to generate appropriate queries for users’ informa-
tion needs. Although the effectiveness of RF techniques have been shown in
studies of various applications, conventional RF techniques seem to have some
drawbacks. That is, conventional RF techniques assume that a user can estimate
the relevance/irrelevance of a given document, even if he cannot represent his
information needs as queries. This assumption is not always valid, especially
when users do not have enough background knowledge about the topics of the
target documents. Furthermore, the conventional RF employs the Vector Space
Model (VSM), which does not seem to be suitable for Blogs consisting of the
documents with short length.
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c© Springer-Verlag Berlin Heidelberg 2005
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A method for performing relevance feedback on keyword space has been
proposed [6]. This method provides users with two kinds of retrieved results,
including keyword map as well as retrieved documents. The keyword map vi-
sualizes the relationship between keywords extracted from retrieved documents,
on which users can edit the keyword arrangement according to their interests.
User’s interests are estimated from his modification of keywords arrangement on
the map. Although the method is expected to be effective for interactive Blog
search, the previous paper[6] has considered only a simple case that a user repre-
sents a single interest on the map. It is assumed that a user is exploring the Blog
space while having multiple interests at the same time. Therefore, the algorithm
is improved so that it can consider multiple topics, in which a user is interested
on the keyword map.

2 Fundamental Technology and Related Work

2.1 Blog as Information Resource on the Web

It is difficult to give the exact definition of Blog (Weblog), but it is usually
defined as the homepages that have the following features.

– It consists of entities, each of which denotes the short, personal comment
about a certain topic or event.

– A single author, or a few restricted members write the entities.
– It employs a dated log format, in which the most recent entity is added at

the top of the page.
– It employs trackback, which is a framework for peer-to-peer communication

and notifications between web sites.
– Newly added comments are summarized with RSS format, and distributed

over the Web.

Compared with the usual homepages, Blogs are said to contain new topics as
well as subjective information (personal comments), which attracts us as a new
kind of information resource on the Web[2]. From the viewpoint of accessibility,
the tools such as RSS feeders / aggregators, which read and parse RSS, can
access uniformly to a number of Blog sites. Furthermore, there also exist Blog
search engines, such as Bulkfeeds1 and Feedster2. Both contents and accessibility
are important factors for information resources. From this viewpoint, Blog is one
of the promising information resources on the Web.

2.2 Keyword Map Visualization System

In the field of Web information retrieval, the information visualization systems
based on clustering techniques have been researched in order to help users explore
1 http://bulkfeeds.net/
2 http://www.feedster.com/
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retrieved results[7]. In order for users to understand context information from
the visualized results, presenting only document clusters is not enough, but the
relationship among clusters is also important.

In such a case, visualizing keyword space is also effective. From this viewpoint,
we have developed the keyword map [5], on which the keywords extracted from
documents are arranged so that the pair of keywords that frequently appears
in the same documents can be arranged closely to each other. The developed
system called TMIT (Topic Map Idea Tool) employs the spring model to arrange
keywords on 2D space. The basic algorithm of TMIT is as follows.

1. Define the distance lij between keyword i and j based on their similarity
Rij(∈ [−1, 1]3) by Eq. (1) (m is positive constant).

lij = m (1−Rij) . (1)

2. The moving distance of keyword i in each step, (δxi, δyi), is calculated by
Eq. (2).

(δxi, δyi) =
(
c
∂E

∂xi
, c
∂E

∂yi

)
, (2)

E =
∑

i

∑
j

1
2
kij (dij − lij)

2, (3)

dij =
√

(xi − xj)
2 + (yi − yj)

2
. (4)

3. In each step, the center of gravity of the map is adjusted to the center of 2D
space.

As for the interactive functions, a user can drag any keywords and fix them
to arbitrary positions, while other keywords are arranged automatically based
on spring model.

2.3 Relevance Feedback

Interaction should be bidirectional. That is, interactive interface should not only
provide users with information in understandable manner, but also get their
intentions and preferences. Relevance feedback is one of major approaches for
implicitly obtaining the users’ preferences.

A basic algorithm of Conventional RF is as follows:

1. Submits an initial query to a search engine.
2. Judges each document in the retrieved result as relevant / irrelevant.
3. The current query is modified based on the user’s judgment in Step 2.
4. Submits new query to the search engine, and goes to Step 2.
3 In the current keyword map system, Rij ∈ (0, 1] when keywords co-occur within

documents, and Rij=–1 when they do not appear within the same document.
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The majority of existing RF algorithms employ VSM for the retrieval, of
which the basic modification formula is represented as Eq. (5).

q(t) = q(t− 1) + α
∑

dp∈Dp

dp − β
∑

dn∈Dn

dn, (5)

where q(t) indicates the query vector for t-th retrieval, d indicates the document
vector of d, in which TFIDF weighting is usually employed. The α and β are
coefficients, which vary according to the algorithms. One of the most famous
formulas is called Rocchio’s one[1], in which α = 1/|Dp| and β = 1/|Dn| are
used.

There also exist other RF algorithms with VSM. Onoda[3] employs SVM
(Support Vector Machine) for query modification. The FISH View system[4] ob-
tains the feedback from users in different ways. Instead of judging the relevance
of each document, a user groups documents hierarchically with information visu-
alization tool, from which results the system extracts the user’s viewpoint based
on a concept dictionary.

3 Relevance Feedback Based on Keyword Map

3.1 Concept of RF on Keyword Map

Although RF is expected to be useful for improving the Web interaction, there
are still a few things to be considered. Nowadays, it is rational that the interac-
tion between humans and the Web involves existing search engines. Therefore,
the conventional RF, which is basically based on VSM, should be combined with
widely-used search engines such as Google. That is, a query vector as a result
of relevance feedback should be converted to a set of keywords, which can be
submitted as a query to the search engines. An easy solution for that is to select
a couple of keywords that have higher weights in the query vector than others.
However, it can not make use of the expressive power of Boolean logic, which is
available in most of existing Web search engines.

Furthermore, conventional RF usually assumes that users can judge the rel-
evance of documents even if they cannot represent their information needs as
explicit queries. However, this assumption is not always valid, especially when
users do not have enough background knowledge about the target areas.

The conventional RF performed on document space also has the problem
that the queries which can be generated is strictly restricted by the current
document set. As for a typical example, it cannot generate the queries for a
topic that is not contained in the current document set. Of course, selecting
relevant/irrelevant documents is efficient when a topic of interest and others
are mentioned in the distinct set of documents. However, let us consider the
case that two words A and B often co-appear in the current document set, as
they correspond to the same topic in the document set. When a user wants to
search documents about more specific topic, say, “the documents about A but
not B”, it is difficult to generate such a query by selecting relevant/irrelevant
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documents from the current document set[6]. In particular, these problems of the
conventional RF seems to be serious when searching the Blog, which consists of
vast number of short articles about various topics. That is, it is assumed that a
users is exploring the Blog space without definite information need, while having
multiple interests at the same time.

To handle above-mentioned problems, the concept of keyword map-based
RF have been proposed[6]. Compared with conventional RF, of which the re-
trieved results are only documents, our approach provides users with two kinds
of retrieved results, including the keyword map generated from the retrieved
documents as well as the documents themselves. Therefore, the keyword map-
based RF can infer the user’s intention from the keyword space. That is, the
relationship between keywords, which the VSM does not consider, could be es-
timated from their distance on the map, and could be converted to the Boolean
expressions.

This paper applies the keyword map-based RF to interactive Blog Search.
The processes of the proposed system are as follows.

1. Submits the initial query to Blog search engine.
2. Generates a keyword map by TMIT from the retrieved result and presents

to a user.
3. The user modifies the keyword arrangements as he likes.
4. Based on the modification, new query is generated and submitted to the

Blog search engine. Goes to step 2.

In step 1 and 4, We use Bulkfeeds because APIs for searching Blogs are
available. When a keyword map is presented to a user in step 2, he usually finds
the difference between the keyword arrangement on the map and his background
knowledge. Therefore, he wants to modify the arrangement, as he likes. If the
system can infer the user’s intention from the keyword map modified by him,
relevance feedback can be available.

In step 4, the previous paper[6] has focused on how to extract important
keyword pairs that reflect user’s interests. That is, the pair of keywords, of
which the distance has been changed from far to near or vice versa by the user’s
modification, is extracted based on keywords’ coordinates.

In this paper, the TMIT is modified so that the information about focused
keywords 4 can be available. As the focused keywords reflect user’s interests, we
focus on only them for generating queries.

3.2 Query Generation from Keyword Map Modification

As the Blog search engine employed in this paper accepts Boolean queries, a
user’s interests should be translated into such forms in step 4 in Sec. 3.1. The
basic idea of the proposed method is to find the keyword clusters generated by
a user on the keyword map. Let us consider the following two cases:
4 A focused keyword is the keyword, of which a user fix the position on the map, as

noted in Section 2.2.
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– A user rearranges the keyword A close to keyword B.
– A user moves apart keyword A and B.

The former case will generate a single keyword cluster around keyword A and
B, while the latter case will generate two distinct clusters, one cluster around
keyword A and another around keyword B. The former case has already consid-
ered in the previous paper[6]. In this case, collecting new document that contain
both keywords should satisfy the user’s interest. The latter case might be more
complicated, and there will be several possibilities. In this paper, we consider
the case as that the user wants to divide the topic represented by keyword A
and B into two detailed topics.

The algorithm for generating queries from the user’s modification of keyword
arrangements is as follows.

1. The coordinates of focused keywords are given by TMIT.
2. Clusters the focused keywords based on their distance. The results is rep-

resented as the set of keyword groups, Cq = {c1, . . . , cn}, ci = {wordi
1, . . . ,

wordi
mi
}.

3. Each cluster ci is translated into AND-connected sub queries, qi=wordi
1

AND . . . AND wordi
mi

.
4. Submits each sub query qi and obtains the corresponding set of documents

(retrieved result) Di.
5. Obtain a set of documents that are contained in only a single retrieved result.

Minatomirai Warehouse

Red Brick

Fig. 1. Keyword Map Edited by User
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4 Experiments on Keyword Map-Based Relevance
Feedback

This section shows the examples how the proposed algorithm works on a keyword
map actually generated from the retrieval results of existing Blog search engines.
It should also be noted that the experiments are performed on Japanese Blog
sites, and results are translated from Japanese into English hereafter. Regarding
the step 2 of the algorithm proposed in Sec. 3.2, it is assumed in the experiments
that the keywords within the rectangle, of which the width and height are one
tenth of the map’s width and height, belong to the same cluster.

Minatomirai

Warehouse

Red Brick

Chinese

Fig. 2. Keyword Map Generated from 2nd query

In the experiments, we submit the initial query “Red Brick” and “Ware-
house” to Bulkfeeds. Fig. 1 shows the map after a user modifies it so that “Red
Brick” and “Warehouse” are arranged closely (upper-right corner of the map),
whereas “Minatomirai” (left-upper corner) is away from those. From this result,
a user is supposed to be interested in two distinct topics, “Minatomirai”(a loca-
tion name) and “Red Brick Warehouse” (a sight spot). This might correspond to
the user’s intention that he wants to know more information about “Red Brick
Warehouse” as well as other site spots in “Minatomirai” area. Fig. 2 show the
keyword map generated from the second retrieval based on the algorithm pro-
posed in the previous section. It can be seen that above-mentioned topics can
form distinct keyword clusters on the map. In particular, let us focus on the
“Chinese”(Chuka) that has appeared in the cluster of “Minatomirai”. Although
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this keyword also appeared in Fig. 1, it can be clearly understood in Fig. 2 as
other site spots than “Red Brick Warehouse”. Therefore, by handling multiple
topics as distinct clusters, the readability of the keyword map can be improved.

5 Conclusion

The relevance feedback based on interactive keyword map system is applied to
interactive Blog search. The proposed algorithm can consider multiple topics, in
which a user is interested, and perform the subsequent retrieval based on those
topics. The experimental results show how the developed system works. In the
experiments, the detection of keyword clusters is performed based on the fixed
threshold of distance, which is determined empirically. The experiment with
test subjects in order to examine the appropriate threshold is now in progress,
of which the results will be reported soon.
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Abstract. This paper reports a new document retrieval method using
non-relevant documents. From a large data set of documents, we need to
find documents that relate to human interesting in as few iterations of
human testing or checking as possible. In each iteration a comparatively
small batch of documents is evaluated for relating to the human interest-
ing. The relevance feedback needs a set of relevant and non-relevant docu-
ments to work usefully. However, the initial retrieved documents, which
are displayed to a user, sometimes don’t include relevant documents.
In order to solve this problem, we propose a new feedback method us-
ing information of non-relevant documents only. We named this method
non-relevance feedback document retrieval. The non-relevance feedback
document retrieval is based on One-class Support Vector Machine. Our
experimental results show that this method can retrieve relevant docu-
ments using information of non-relevant documents only.

1 Introduction

As the Internet technology progresses, accessible information by end users is ex-
plosively increasing. In this situation, we can now easily access a huge document
database through the Web. However it is hard for a user to retrieve relevant doc-
uments from which he/she can obtain useful information, and a lot of studies
have been done in information retrieval, especially document retrieval [1]. Many
works for such document retrieval have been reported in TREC (Text Retrieval
Conference) [2] for English documents, IREX (Information Retrieval and Ex-
traction Exercise) [3] and NTCIR (NII-NACSIS Test Collection for Information
Retrieval System) [4] for Japanese documents.

In most frameworks for information retrieval, a vector space model in which a
document is described with a high-dimensional vector is used [5]. An information
retrieval system using a vector space model computes the similarity between a
query vector and document vectors by the cosine of the two vectors and indicates
a user a list of retrieved documents.

L. Wang and Y. Jin (Eds.): FSKD 2005, LNAI 3614, pp. 1216–1225, 2005.
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Fig. 1. Outline of the relevance feedback documents retrieval(left side) and Image of
a problem in the relevance feedback documents retrieval(right side): The gray arrow
parts are made iteratively to retrieve useful documents for the user. This iteration is
called feedback iteration in the information retrieval research area. But if the evaluation
of the user has only non-relevant documents, ordinary relevance feedback methods can
not feed back the information of useful retrieval.

In general, since a user hardly describes a precise query in the first trial,
interactive approach to modify the query vector using evaluation of the docu-
ments on a list of retrieved documents by a user. This method is called relevance
feedback [6] and used widely in information retrieval systems. In this method, a
user directly evaluates whether a document in a list of retrieved documents is
relevant or non-relevant , and a system modifies the query vector using the user
evaluation. A traditional way to modify a query vector is a simple learning rule
to reduce the difference between the query vector and documents evaluated as
relevant by a user (see Figure 1 left side).

In another approach, relevant and irrelevant document vectors are considered
as positive and negative examples, and relevance feedback is transposed to a
binary class classification problem [7]. For the binary class classification problem,
Support Vector Machines (which are called SVMs) have shown the excellent
ability. And some studies applied SVM to the text classification problems [8] and
the information retrieval problems [9]. Recently, we have proposed a relevance
feedback framework with SVM as active learning and shown the usefulness of
our proposed method experimentally [10].

The initial retrieved documents, which are displayed to a user, sometimes
don’t include relevant documents. In this case, almost all relevance feedback
document retrieval systems do not work well, because the systems need relevant
and non-relevant documents to construct a binary class classification problem
(see Figure 1 right side).

While a machine learning research field has some methods which can deal
with one class classification problem. In the above document retrieval case, we
can use non-relevant documents information only. Therefore, we consider this
retrieval situation is as same as one class classification problems.

In this paper, we propose a framework of an interactive document retrieval
using non-relevant documents information only. We call this interactive docu-
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Origin

��

��

Fig. 2. One-Class SVM Classifier: the origin is the only original member of the second
class

ment retrieval as non-relevance feedback document retrieval, because we can use
non-relevant documents information only. Our proposed non-relevance document
retrieval is based on One Class Support Vector Machine(One-Class SVM) [11].
One-Class SVM can generate a discriminant hyperplane that can separate the
non-relevant documents which are evaluated by a user. Our proposed method
can display documents, which may be relevant documents for the user, using the
discriminant hyperplane.

In the remaining parts of this paper, we explain the One-Class SVM algo-
rithm in the next section briefly, and propose our document retrieval method
based on One-Class SVM in the third section. In the fourth section, in order to
evaluate the effectiveness of our approach, we made experiments using a TREC
data set of Los Angels Times and discuss the experimental results. Finally we
conclude our work and discuss our future work in the fifth section.

2 One-Class Support Vector Machine

Schölkopf et al. suggested a method of adapting the SVM methodology to one-
class classification problem. Essentially, after transforming the feature via a ker-
nel, they treat the origin as the only member of the second class. The using
“relaxation parameters” they separate the image of the one class from the ori-
gin. Then the standard two-class SVM techniques are employed.

One-class SVM [11] returns a function f that takes the value +1 in a small
region capturing most of the training data points, and -1 elsewhere.

The algorithm can be summarized as mapping the data into a feature space
H using an appropriate kernel function, and then trying to separate the mapped
vectors from the origin with maximum margin (see Figure 2).

Let the training data be
x1, . . . ,x� (1)

belonging to one class X , where X is a compact subset of RN and ! is the number
of observations. Let Φ : X → H be a kernel map which transforms the training
examples to feature space. The dot product in the image of Φ can be computed
by evaluating some simple kernel
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k(x,y) = (Φ(x) · Φ(y)) (2)

such as the linear kernel, which is used in our experiment,

k(x,y) = x�y. (3)

The strategy is to map the data into the feature space corresponding to the
kernel, and to separate them from the origin with maximum margin. Then, to
separate the data set from the origin, one needs to solve the following quadratic
program:

min
w∈H,ξ∈R�ρ∈RN

1
2
‖w‖2 +

1
ν!

∑
i

ξi − ρ

subject to (w · Φ(xi)) ≥ ρ− ξi, ξi ≥ 0. (4)

Here, ν ∈ (0, 1) is an upper bound on the fraction of outliers, and a lower bound
on the fraction of Support Vectors (SVs).

Since nonzero slack variables ξi are penalized in the objective function, we
can expect that if w and ρ solve this problem, then the decision function

f(x) = sgn ((w · Φ(x)) − ρ) (5)

will be positive for most examples xi contained in the training set, while the SV
type regularization term ‖w‖ will still be small. The actual trade-off between
these two is controlled by ν. For a new point x, the value f(x) is determined by
evaluating which side of the hyperplane it falls on, in feature space.

In our research we used the LIBSVM. This is an integrated tool for support
vector classification and regression which can handle one-class SVM using the
Schölkopf etc algorithms. The LIBSVM is available at
http://www.csie.ntu.edu.tw/~cjlin/libsvm.

3 Non-relevance Feedback Document Retrieval

In this section, we describe our proposed method of document retrieval based
on Non-relevant documents using One-class SVM.

In relevance feedback document retrieval, the user has the option of labeling
some of the top ranked documents according to whether they are relevant or non-
relevant. The labeled documents along with the original request are then given
to a supervised learning procedure to produce a new classifier. The new classifier
is used to produce a new ranking, which retrievals more relevant documents at
higher ranks than the original did (see Figure 1 left side) [10].

The initial retrieved documents, which are displayed to a user, sometimes
don’t include relevant documents. In this case, almost all relevance feedback
document retrieval systems do not contribute to efficient document retrieval,
because the systems need relevant and non-relevant documents to construct a
binary class classification problem (see Figure 1 right side).
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The One-Class SVM can generate discriminant hyperplane for the one class
using one class training data. Consequently, we propose to apply One-Class
SVM in a non-relevance feedback document retrieval method. The retrieval steps
of proposed method perform as follows:

Step 1: Preparation of documents for the first feedback
The conventional information retrieval system based on vector space model
displays the top N ranked documents along with a request query to the user.
In our method, the top N ranked documents are selected by using the cosine
distance between the request query vector and each document vectors for
the first feedback iteration.

Step 2: Judgment of documents
The user then classifiers these N documents into relevant or non-relevant.
If the user labels all N documents non-relevant, the documents are labeled
“+1” and go to the next step. If the user classifies the N documents into rel-
evant documents and non-relevant documents, the non-relevant documents
are labeled “+1” and relevant documents are labeled “-1” and then our
previous proposed relevant feedback method is adopted [10].

Step 3: Determination of non-relevant documents area based on non-
relevant documents
The discriminant hyperplane for classifying non-relevant documents area is
generated by using One-Class SVM. In order to generate the hyperplane, the
One-Class SVM learns labeled non-relevant documents which are evaluated
in the previous step (see Figure 3 left side).

Step 4: Classification of all documents and Selection of retrieved doc-
uments
The One-class SVM learned by previous step can classifies the whole doc-
uments as non-relevant or not non-relevant. The documents which are dis-
criminated in not non-relevant are are newly selected. From the selected
documents, the top N ranked documents, which are ranked in the order of
the distance from the non-relevant documents area, are shown to user as the
document retrieval results of the system (see Figure 3 right side). These N
documents have high existence probability of initial keywords. Then return
to Step 2.

The feature of our One-Class SVM based non-relevant feedback document
retrieval is the selection of displayed documents to a user in Step 4. Our proposed
method selects the documents which are discriminated as not non-relevant and
near the discriminant hyperplane between non-relevant documents and not non-
relevant documents. Generally if the system got the opposite information from
a user, the system should select the information, which is far from the opposite
information area, for displaying to the user. However, in our case, the classi-
fied non-relevant documents by the user includes a request query vector of the
user. Therefore, if we select the documents, which are far from the non-relevant
documents area, the documents may not include the request query of the user.
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Fig. 3. Generation of a hyperplane to discriminate non-relevant documents area and
Mapped non-checked documents into the feature space: Circles denote documents which
are checked non-relevant by a user. The solid line denotes the discriminant hyperplane.
Boxes denote non-checked documents which are mapped into the feature space. Gray
boxes denotes the displayed documents to a user in the next iteration. These documents
are in the not non-relevant document area and near the discriminant hyperplane.

Our selected documents (see Figure 3 right side) is expected that the probability
of the relevant documents for the user is high, because the documents are not
non-relevant and may include the query vector of the user.

4 Experiments

4.1 Experimental Setting

We made experiments for evaluating the effectiveness of our interactive docu-
ment retrieval based on non-relevant documents using One-Class SVM described
in section 3. The document data set we used is a set of articles in the Los Angels
Times which is widely used in the document retrieval conference TREC [2]. The
data set has about 130 thousands articles. The average number of words in a
article is 526. This data set includes not only queries but also the relevant docu-
ments to each query. Thus we used the queries for the experiments. We used three
topics for experiments and show these topics in Table 1. These topics do not have
relevant documents in top 20 ranked documents in the order of the cosine dis-
tance between the query vector and document vectors. Our experiments set the
size of N of displayed documents presented in Step 1 in the section 3 to 10 or 20.

Table 1. Topics, query words and the number of relevant documents in the Los Angels
Times used for experiments

topic query words # of relevant doc.
306 Africa, civilian, death 34
343 police, death 88
383 mental, ill, drug 55
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We used TFIDF [1], which is one of the most popular methods in information
retrieval to generate document feature vectors, and the concrete equation [12] of
a weight of a term t in a document d wd

t are in the following.

wd
t = L× t× u (6)

L =
1 + log(tf(t, d))

1 + log(average of tf(t, d) in d)
(TF), t = log(

n+ 1
df(t)

) (IDF)

u =
1

0.8 + 0.2 uniq(d)
average of uniq(d)

(normalization)

The notations in these equation denote as follows:

– wd
t is a weight of a term t in a document d,

– tf(t, d) is a frequency of a term t in a document d,
– n is the total number of documents in a data set,
– df(t) is the number of documents including a term t,
– uniq(d) is the number of different terms in a document d.

In our experiments, we used the linear kernel for One-class SVM learning,
and found a discriminant function for the One-class SVM classifier in the feature
space. The vector space model of documents is high dimensional space. Moreover,
the number of the documents which are evaluated by a user is small. Therefore,
we do not need to use the kernel trick and the parameter ν (see section 2) is
set adequately small value (ν = 0.01). The small ν means hard margin in the
One-Class SVM and it is important to make hard margin in our problem.

For comparison with our approach, two information retrieval methods were
used. The first is an information retrieval method that does not use a feedback,
namely documents are retrieved using the rank in vector space model (VSM).
The second is an information retrieval method using the conventional Rocchio-
based relevance feedback [6] which is widely used in information retrieval re-
search.

The Rocchio-based relevance feedback modifies a query vector Qi by evalu-
ation of a user using the following equation.

Qi+1 = Qi + α
∑

x∈Rr

x− β
∑

x∈Rn

x, (7)

where Rr is a set of documents which were evaluated as relevant documents by
a user at the ith feedback, and Rn is a set of documents which were evaluated as
non-relevant documents at the i feedback. α and β are weights for relevant and
non-relevant documents respectively. In this experiment, we set α = 1.0, β = 0.5
which are known adequate experimentally.

4.2 Experimental Results

Here, we describe the relationships between the performances of the proposed
method and the number of feedback iterations. Table 2 left side gave the number
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Table 2. The number of retrieved relevant documents at each iteration: the number
of displayed documents is 10 at each iteration

# of displayed doc. is 10 # of displayed doc. is 20
topic 306 # of retrieved relev. doc. # of retrieved relev. doc.
# of iter. Proposed VSM Rocchio Proposed VSM Rocchio

1 1 0 0 1 1 0
2 – 0 0 – – 0
3 – 1 0 – – 0
4 – – 0 – – 0
5 – – 0 – – 0

topic 343 # of retrieved relev. doc. # of retrieved relevant doc.
# of iter. Proposed VSM Rocchio Proposed VSM Rocchio

1 0 0 0 1 0 0
2 1 0 0 – 0 0
3 – 0 0 – 0 0
4 – 0 0 – 1 0
5 – 0 0 – – 0

topic 383 # of retrieved relev. doc. # of retrieved relevant doc.
# of iter. Proposed VSM Rocchio Proposed VSM Rocchio

1 0 0 0 1 0 0
2 1 0 0 – 1 0
3 – 0 0 – – 0
4 – 1 0 – – 0
5 – – 0 – – 0

of retrieved relevant documents at each feedback iteration. At each feedback
iteration, the system displays ten higher ranked not non-relevant documents,
which are near the discriminant hyperplane, for our proposed method. We also
show the retrieved documents of the Rocchio-based method at each feedback
iteration for comparing to the proposed method in table 2 left side.

We can see from this table that our non-relevance feedback approach gives
the higher performance in terms of the number of iteration for retrieving rele-
vant document. On the other hand, the Rocchio-based feedback method cannot
search a relevant document in all cases. The vector space model without feed-
back is better than the Rocchio-based feedback. After all, we can believe that
the proposed method can make an effective document retrieval using only non-
relevant documents, and the Rocchio-based feedback method can not work well
when the system can receive the only non-relevant documents information.

Table 2 right side gave the number of retrieved relevant documents at each
feedback iteration. At each feedback iteration, the system displays twenty higher
ranked not non-relevant documents, which are near the discriminant hyperplane,
for our proposed method. We also show the retrieved documents of the Rocchio-
based method at each feedback iteration for comparing to the proposed method
in table 2 right side.

We can observe from this table that our non-relevance feedback approach
gives the higher performance in terms of the number of iteration for retrieving
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Fig. 4. The precision and recall curve of topic no. 304 at the second iteration

relevant documents, and the same experimental results as table 2 left side about
the Rocchio-based method and VSM.

In table 2 left side, a user already have seen twenty documents at the first
iteration. Before the fist iteration, the user have to see ten documents, which are
retrieved results using the cosine distance between a query vector and document
vectors in VSM. In table 2 right side, the user also have seen forty documents
at the first iteration. Before the fist iteration, the user also have to see ten doc-
uments to evaluate the documents, which are retrieved results using the cosine
distance between a query vector and document vectors in VSM.When we com-
pare the experimental results of table 2 left side with the results of table 2 right
side, we can observe that the small number of displayed documents makes more
effective document retrieval performance than the large number of displayed
documents. In table 2 left side, the user had to see thirty documents by finding
the first relevant document about topic 343 and 383. In table 2 right side, the
user had to see forty documents by finding the first relevant document about
topic 343 and 383. Therefore, we believe that the early non-relevance feedback
is useful for an interactive document retrieval.

We also show a precision and recall curve in figure 4. This figure is the
precision and recall curve of topic no. 306 at the second iteration. From this
figure, we can understand that all precision-recall curves are not good. However,
our proposed approach is more efficient than the two other approaches.

5 Conclusion

In this paper, we proposed the non-relevance feedback document retrieval based
on One-Class SVM using only non-relevant documents for a user. In our non-
relevance feedback document retrieval, the system use only non-relevant doc-
uments information. One-Class SVM can generate a discriminant hyperplane
of observed one class information, so our proposed method adopted One-Class
SVM for non-relevance feedback document retrieval.
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This paper compared our method with a conventional relevance feedback
method and a vector space model without feedback. Experimental results on
a set of articles in the Los Angels Times showed that the proposed method
gave a consistently better performance than the compared method. Therefore
we believe that our proposed One-Class SVM based approach is very useful for
the document retrieval with only non-relevant documents information.

This paper proposed that the system should display the documents which are
in the not non-relevant documents area and near the discriminant hyperplane of
One-Class SVM at each feedback iteration. However, we do not discuss how the
selection of documents influence both the effective learning and the performance
of information retrieval theoretically. This point is our future work.

References

1. Yates, R.B., Neto, B.R.: Modern Information Retrieval. Addison Wesley (1999)
2. TREC Web page: (http://trec.nist.gov/)
3. IREX: (http://cs.nyu.edu/cs/projects/proteus/irex/)
4. NTCIR: (http://www.rd.nacsis.ac.jp/ ñtcadm/)
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Abstract. This paper describes the development of an Automated Knowledge 
Extraction Agent (AKEA) which was designed to acquire online news and 
document from the internet for the establishment of a knowledge based crisis 
communication portal. It was recognized that in times of crisis, an effective 
communication mechanism is essential to maintain peace and calmness in the 
community by providing timely and appropriate information. It is proposed that 
the incorporation of software agents into the crisis communication portal will be 
capable to send alert news to subscribed users via internet and mobile services. 
The proposed system consists of crawler, wrapper, name-entity tagger, AIML 
(Artificial Intelligence Markup language) and an animated character is used in 
the front-end for human computer communication. 

1   Introduction 

With the acceptance and increasingly reliance of the Internet, the Internet has now 
become “the” repository of human knowledge and information for the 21st century. 
On the other hand, advancements in internet and mobile communication technologies 
have provided effective and cheap means of communication for the modern society. 
The global implications of such technologies are unparalleled in the history of human 
civilization. Hence, the Internet now serves two of the most important functions in the 
modern world – as a giant virtual storehouse of data, information and knowledge, and, 
as the true information superhighway whereby delivery of all kinds of data and infor-
mation can be done cheaply and quickly. 

The potential of effective use of these two aspects are particularly important in 
times of crisis. Within the context of this paper, crisis may be referred to events or 
incidents that have the potential to cause national panic, confusion, unrest and possi-
ble catastrophe. These crises may be due to health epidemic, natural disasters and 
man-made tragedies such as terrorist attacks. Examples of these events that happened 
in the recent past are Severe Acute Respiratory Syndrome (SARS), bird flu, mad cow 
disease, September 11, earth quakes and tsunami. In these cases, accurate information 
delivered within the shortest duration of time at the lowest costs would be essential in 
informing the affected communities and the relevant authorities. In particular, if deci-
sions are made quickly and appropriately, this will have the benefits of reducing the 
potential damages and will lead to better manage of the situations. 
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This paper reports the development an Automated Knowledge Extraction Agent 
(AKEA) which was designed to establish the knowledge base for a global crisis 
communication system called CCNet. CCNet was proposed during the height of the 
SARS epidemic in 2003. It was aimed at providing up-to-date information to its users 
via a conversational software robot called AINI (Artificial Intelligence Neural-
network Identity). The purpose of AINI is to deliver essential information from 
trusted sources and is able to interact with its users by animated characters. The idea 
is to rely on a human-like communication approach thereby providing a sense of com-
fort and familiarity. The functionalities of AINI have been reported in the past and 
development on AINI is ongoing [1]. It is foreseeable that the combination of AINI 
and AKEA will produce a more natural means of communication and computing in 
the near future. 

1.1   Objectives of the Research 

The objectives of this research are: 

a. To develop a global crisis communication portal (CCNet portal) in order to pro-
vide the latest information for public awareness on the knowledge about and how 
to respond to a particular crisis. 

b. To establish a new and effective human-computer communication approach by 
transforming traditional websites with static text and images to “humanized” web-
sites by deploying Artificial Intelligent Neural-network Identity (AINI). 

c. To develop an Automated Knowledge Extraction Agent (AKEA) to automatically 
build and enhance the knowledge base for the AINI conversation software robot.  

d. To develop new approaches in internet and communication technologies for the 
effective distribution of information to the global communities. 

2   Architectural Overview 

The architectural design of the proposed system is shown in Figure 1. The CCNet 
Portal can be divided into two main parts plus a middle-tier of multiple knowledge 
bases. The two main parts are termed the Front-End, responsible for interaction with 
the user, and, the Back-End, which is designed to establish the knowledge bases in the 
background. 

The AINI Server and Mobile Gateway are located in the middle. They function as 
the interconnection linkage between the Front-End (Client) and the Back-End 
(Server) of the system. They process the communication between the users of the 
system and the CCNet Portal. The AINI’s engine comprises of an intelligent agent 
framework. All communications with AINI are carried out through a natural human-
machine interface that uses natural language processing and speech technologies via a 
3D animated character. AINI’s engine carries out the sophisticated decision making 
process based on the information it interprets from the knowledge bases. These deci-
sion-making capabilities are based on the knowledge embedded in the XML specifi-
cations. The input and output of the modules in the AINI knowledge bases such as 
Expression Emotion, Customers and AlertNews are stored in XML-encoded data 
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structure. These modules are representations of the knowledge conceptualized in the 
format of XML data structure. From the perspective of the users, the CCNet system 
accepts questions and requests, and it is also capable to process the queries based on 
the information contained in AINI’s knowledge base. 

 

Fig. 1. Architecture Overview of CCNet 

2.1   Front-End (Client’s Side) 

The Front-end provides the necessary interaction between the user and the system. 
Three different modes of communication are provided - web chat, PDA chat and 
mobile chat.  

Web Chat 
The web chat sessions allow interaction between a user and the software robot.  The 
communication can text-based or voice-based with the animation of a 3D character. 
If voice is desired, Text-to-Speech technology is used to convert the text to voice 
using synthesizer hardware and software. This is particularly useful for someone 
who has difficulties or unfamiliar with the conventional keyboard. In terms of the 
animated character, users may customize the interface as required. They can also 
input the questions and receive the responses directly from the website. In addition, 
users may navigate through all the information on the topics or issues of their inter-
est. If necessary, guidance may also be provided to assist the users.  

AINI’s Processing Engine 
The main objective of AINI is to intelligently offer related information on various 
topics in a virtual environment where no real live agents or specialists are required to 
be physically involved. AINI uses natural language parsing in Artificial Intelligent 
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Mark-up Language (AIML) to search the predefined knowledge base as well as 
other data sources located in other systems via the internet. Users interact with the 
virtual advisor through WebGuide, WebTips and WebSearch engines. WebGuide is 
used to guide users through the entire portal. The WebTips engine, on the other 
hand, provides tips or hints to the users. The WebSearch system is an integrated 
search engine which can search for local sites as well as the Internet and online 
databases.  

At the same time, the users can interact and chat with the AINI chatterbot or Vir-
tual Agent. The chatterbot is based on natural-language processing and aimed to 
initiate conversations with users [1]. On the other hand, AINI also offers messaging, 
email and phone services to the users.  

PDA Chat  
Developing AINI into Personal Digital Assistance (PDA) devices is a recent ap-
proach in order to provide an alternative human and personalized interface between 
the computer and human. The PDA chat has the same functions as in web chats but 
with mobile capability. It is designed to incorporate mobile technology with natural 
language interface to assist interaction naturally with mobile devices. Implementa-
tion of PDA chat with the knowledge base was designed using WiFi technology. 

2.2   Back-End System (Server’s Side) 

In this paper, the focus is on the development of a knowledge base which forms the 
“brain” of the CCNet portal. This knowledge base contains the domain knowledge for 
crisis communication based on specific discipline or topic. All the information in this 
knowledge base is going to be extracted from AKEA, which is explained in detail in 
the next section.  

3   Establishment of AINI’S Knowledge Bases 

In this proposed system, AINI’s knowledge base consists of a common knowledge 
base, an expression emotion database, a customer knowledge base and an Alert-
News knowledge base. From literature, it was identified that START (SynTactic 
Analysis using Reversible Transformations) developed by Boris Katz at MIT's Arti-
ficial Intelligence Laboratory is a natural language understanding system, and Om-
nibase is a virtual database that provides uniform access to heterogeneous and  
distributed Web sources via a wrapper-based framework [2]. A simplified version 
of the natural language annotation technology is employed here as the database 
access schemata to mediate between natural language and database queries. A de-
tailed description of each component is provided in the following sections. 

3.1   Common Knowledge Base 

AIML is used to represent AINI’s common knowledge base. It is an XML specifica-
tion for programming chat robots created by ALICE Artificial Intelligence Founda-
tion. A typical way of representing knowledge in an AIML file is as follows: 
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<aiml> 

     <category> 
   <pattern>PATTERN</pattern> 

<template>TEMPLATE</template> 
     </category> 
</aiml> 

The <aiml> tag demonstrates that this file describes the way that knowledge is stored. 
The <category> tag indicates an AIML category and it is the basic unit of the chat-
terbot’s knowledge. Each category has a <pattern> and a corresponding <template>. 
This <pattern> represents the question and the <template> represents the answer [3]. 
A user chats with AINI in the cyberspace and the topic may involve any topic related 
to crisis communication.  

3.2   Expression Emotion Knowledge Base 

The Expression Emotion Database, on the other hand, is used to identify and classify 
emotions within the context of the conversation between the user and the software 
robot. AINI was designed to perceive the emotion behind the human’s input and it 
generates appropriate responses. The concept of communication between a human 
and the agent through AINI is depicted in Figure 2. 

Human speech is passed to the natural processing unit in AINI for analysis and 
processing as shown in Figure 2. The natural processing unit generates proper re-
sponses by extracting the knowledge stored in the database. The emotion recognition 
unit is responsible for identifying the emotion found in the speech and instructs the 
agent to display an appropriate facial expression. For example, the agent will display 
a happy face to greet the user when the conversation starts; it will display a sad face 
when it hears something miserable; and it will show an angry face when the user says 
some obscene words.  

An <agplay/> tag  or “agent play” tag is created to produce an attractive expres-
sion for the character of that animated agent. Below is an example showing how the 
<agplay/> tag is used.  This category is executed when the user greets the AINI by 
typing “HELLO”.  In return, the AINI will smile to the user and respond by saying “Hi 
there!  How do you feel today?” 

<category> 
<pattern>HELLO</pattern> 

<template> 
Hi there! How do you feel today? 

<agplay anims=”greet, pleased”/> 
</template> 

</category> 

3.3   AlertNews and Customer Knowledge Base 

The AlertNews knowledge base provides news and information to users who use 
mobile chat via SMS, MMS or GPRS technologies. There are three types of users of 
this system - subscribed users, non-subscribed users and the CCNet editorial. The 
AlertNews architecture is shown in Figure 3. 
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Fig. 2. Human-liked Emotion and Expression between user and AINI 

 

Fig. 3. AlertNews Architecture 
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Figure 4 shows the architecture of the CCNet Automated Knowledge extraction 
Agent (AKEA) focused on extracting information from the World Wide Web 
(WWW) for the AINI customer knowledge base. Four modules make up the agent. 
The modules are the Crawler, Wrapper, Named-entity Tagger and the AIML Con-
verter. The crawler is the interface between the agent and the web. The functions of 
the crawler are like those used in conventional crawler-based search engines. The 
crawler resolves root domain names such as who.org, info.gov.hk, sars.gov.sg, etc. 
and follows subsequent links that are available on a page until a certain depth as de-
fined by the user. These configurations are set in the crawler config database. For 
every page crawled, a copy is returned for further processing by the wrapper. The 
activities of the crawler are logged in the crawler log database. 

The input to the syntactic preprocessor is the online news documents which may 
consist of several paragraphs. The functional model of the preprocessing phases re-
quired is shown in Figure 4 as part of the knowledge base construction system. Some 
of the stages in Figure 4 can be reorganised and even removed depending on the func-
tions of the remaining phases. In other words, the choice of algorithm for a particular 
phase will determine the relevancy of other phases. This property is called dependant 
optionality where a particular phase is considered as redundant if the output it pro-
vides is already contained in the output of other phases. For example, the morphology 
analyzer can be put aside if the sentence parser also performs morphology analysis 
implicitly as part of its function. 

Online news documents returned by the crawler are in the hypertext format and 
contain of a variety of unwanted characters. The Wrapper prepares the raw informa-
tion by separating the actual news content and other meta-information from the hyper-
text characters or tags. This process is known as cleaning and the result is referred to 
as cleaned news. Once the information is processed, the key elements such as date of 
news, news title, news content and other relevant information are extracted and stored 
in the CCNet news repository. 

The syntactic preprocessor performs the task of identifying the dependencies 
among the words. Based on the dependencies, grammatical relations (i.e. phrasal 
categories) like noun phrases, verb phrases and prepositional phrases are extracted 
using sentence parser for the English language like Link Grammar [4]. The named 
entities in noun phrases are assigned with tags such as disease, location and person 
using the weighted gazetteer approach proposed by Wong, Goh and et al. in [5]. A 
reference list in the Gazetteer is used by the preprocessor. These tags enable the agent 
to identify what type of entity the corresponding noun phrases are and in which level 
and node do these entities belong to in the ontology. Pronouns are also resolved 
whenever necessary. The named entities that have been tagged are inserted into the 
corresponding entry in the news repository. The syntactic preprocessor managed to 
identify two named entities namely meningitis and Burkina Faso. Using the gazetteer, 
the preprocessor will discover that meningitis is a type of disease and Burkina Faso is 
a country and tag them respectively using the ontology tag in the form of 
named_entity[ontology tag].  
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Fig. 4. CCNet Automated knowledge extraction agent architecture 
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The ontology tag associated with each named entity is resolved to obtain the 
corresponding wh-token. Currently, the agent is capable of handling four types of 
wh-token: where, resolved from location named-entities; when, resolved from date 
named-entities; who, resolved from agent named-entities and what. The what token 
is resolvable from all ontological entities with additional tokens. For example, 
given the named entity Burkina Faso and its tag country, we can obtain the where 
token and what token with the country tag. This is possible because the question 
where does meningitis…? is similar to asking what country does meningitis…? 

The second processing required prior to replacement is to truncate the news con-
tent to the first two lines to be used in AINI’s answers. The remaining news will be 
presented as part of a URL push. The AIML converter follows precedence in con-
verting named-entities and their ontology tag into AIML representation. All ques-
tions handled by AINI are based on the concept of disease and thus, all news con-
tent will surely contain disease named-entities. During conversion, priority will be 
given to entities other than disease. Only when a news item that does not contain 
any other entities (i.e. there are no information about location, person or date) is 
encountered, then the converter will resolve the sole disease named-entity to the 
what token. Finally, these instances will be populated into AINI’s knowledge base 
for learning and used by the AINI’s chat interface in the CCNet portal for natural 
language question answering. 

3.4   Multilevel Knowledge Base Natural Language Query  

This section explains how AINI knowledge works. Firstly, AINI will search for an 
answer from Level 1 specific domain (Crisis Communication knowledge base) 
created by AKEA. If an answer is not found, it will move to Level 2 from the Fre-
quently Asked Questions (FAQ) knowledge base which are stored in the FAQ table 
on MySQL database. Questions such as what is SARS, how SARS spread, what is 
SARS vaccination, where SARS happen, etc can be answered at this level.  The next 
level is Level 3, which is metadata (News database). The search is done by identify-
ing the keyword in the question and matching it with the content of the metadata. 
Since the WWW is so big that simple pattern matching techniques can often replace 
the need to understand both the structure and meaning of language. If an answer is 
still not found, AINI will proceed to Level 4 where AIML common knowledge will 
take place. If AINI still cannot answer the question, the last step will store the unan-
swered question in the database for the attention of the administrator. The answers 
will then be subsequently stored in the Level 2. This will enable AINI to answer the 
same question in the future. 

4   Conclusion 

The Internet has become a vital source of information and channel for effective com-
munication during times of crisis and occurrence of global issues. This research will 
continue to develop and make use of the Internet to create global virtual communities 
by using intelligent agents and software robot. This intelligent software robot will 
assist the communication process by giving necessary and vital information needed by 
users during a crisis. It will also help in maintaining calmness and order so that the 
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country and the communities will not be hijacked by fear and panic. It is proposed 
that users will have more trust in the information provided by the intelligent software 
robot because of its interactive features and an ongoing engagement with the users. 
Furthermore, the integrated Text-To-Speech Technology and 3D human-like charac-
ter or avatar in the system is capable to deliver speech and interact with the user in a 
humanlike manner thereby generating a sense of care and comfort. The portal also 
provides news, advertisements, conversation logs and statistics in the system benefit-
ing the researchers in their efforts to further enhance the system. In the anticipated 
forthcoming epidemics or waves of new diseases due to mutation of bacteria and 
viruses, the output from this research will be useful to tackle future health crises. 
Information on natural disasters such as tsunamis, typhoons, earthquakes and floods 
will also be effectively managed and disseminated by deploying CCNet System. It is 
believed that CCNet provides a well-engineered platform for experimentation with 
various Web-enabled question answering techniques by employing conversation 
software robot.  The implementation is currently under ongoing development. Pro-
gress and preliminary results will be reported. In the future, we will endeavour to 
continually refine the existing technology and to develop new frameworks in order to 
enable an efficient Internet-based global crisis communication. 
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Abstract. In this paper we propose using manifolds modeled by proba-
bilistic principle surfaces (PPS) to characterize and classify high-D data.
The PPS can be thought of as a nonlinear probabilistic generalization of
principal components, as it is designed to pass through the “middle” of
the data. In fact, the PPS can map a manifold of any simple topology
(as long as it can be described by a set of ordered vector co-ordinates)
to data in high-dimensional space. In classification problems, each class
of data is represented by a PPS manifold of varying complexity. Experi-
ments using various PPS topologies from a 1-D line to 3-D spherical shell
were conducted on two toy classification datasets and three UCI Machine
Learning datasets. Classification results comparing the PPS to Gaussian
Mixture Models and K-nearest neighbours show the PPS classifier to be
promising, especially for high-D data.

1 Introduction

Nonlinear manifolds embedded in high-dimensional space can provide a use-
ful low-dimensional (2-D or 3-D) summary of the data that is visualizable by
humans, assuming that the intrincsic data dimensionality is much lower. Prin-
cipal curves and surfaces[1] can be used to compute a manifold that generalizes
the property of principal components and subspaces, respectively. A discrete
non-parametric approximation[2] of principal surfaces that is much simpler to
compute comes in the form of Kohonen’s self-organizing map (SOM)[3]. The
2-D SOM is frequently used for visualizing high-D clusters in manifold/latent
space[4][5]. Moreover, the use of 3-D manifolds is not widespread.

A novel 3-D spherical (shell) manifold is proposed for modeling and visualiz-
ing high-D data. With all latent nodes on the spherical (shell) manifold equally
far away from the center, it captures nicely the sparsity and peripheral property
of high-D data[6]. Using the latent nodes on the spherical manifold as class ref-
erence vectors, a template-based classifier is also proposed. It is shown that the
addition of the third dimension of the spherical manifold dramatically improves
classification accuracy over 1-D and 2-D manifolds on two artificial classifica-
tion datasets with significant class overlap. The spherical manifold classifier is
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also evaluated against the unconstrained Gaussian mixture model (GMM) vec-
tor quantizer, and the K-nearest neighbor (KNN) classifier on three real high-D
datasets. Experimental results confirm the robustness of spherical manifolds for
modeling high-D data.

2 Spherical Manifolds

2.1 Curse-of-Dimensionality

Data in very high-D space tend to lie entirely at the peripheral of a sample
due to the curse-of-dimensionality[6]. To appreciate that this is indeed the case,
consider data uniformly distributed within a hypercube in RD : R ∈ [−1, 1],
where D denotes the dimensionality. For D = 1 (a line) the fraction p of data
lying within the center interval R

D : R ∈ [−0.5, 0.5] is 0.5, for D = 2 (a square)
this number decreases to 0.25, and for D = 3 (a cube), p further decreases
to 0.125. The general formula for arbitrary D is p = 2−D, from which it can
be inferred that even moderate values of D like 20 will result in only a single
(0.9537 , 1) point out of, say, 106 samples to lie within the central region!

It is clear from the above example that fitting a single multivariate Gaus-
sian distribution to high-D data is inappropriate and actually much worse than
fitting a 1-D Gaussian to a 1-D uniformly distributed data, as the Gaussian den-
sity assumes the majority of data to be concentrated at the center, contrary to
the peripheral property of high-D data. A Gaussian mixture model (GMM)[7]
will be able to better model the high-D data by fitting a Gaussian distribution
to each dense (i.e. peripheral) regions within the space. However, the uncon-
trained nature of the GMM makes it very sensitive to initializations; a good fit
is obtained if the Gaussian centers are initialized properly and vice-versa. Con-
sequently, a constrained mixture model incorporating some prior knowledge of
the characteristics of high-D data is clearly more desirable.

The probabilistic principal surface (PPS)[8] is one such model that explicitly
contrains the Gaussians to lie in a pre-defined latent topology. A PPS with 3-
D spherical latent topology is introduced for approximating high-D data. The
spherical manifold is comprised of nodes evenly distributed on the surface of a
sphere. It possesses two attractive characteristics: (1) nodes are distributed on
the peripheral and equally far away from the center, just like high-D data, and
(2) it is finite but unbounded, which is intuitively suitable for estimating the
boundary of high-D data. The goal is to show that the 3-D spherical manifold
is capable of modeling high-D data much more accurately then 1-D and 2-D
manifolds. The next section briefly describes the probabilistic principal surface
model used to construct a spherical manifold.

2.2 Probabilistic Principal Surfaces

Principal surfaces (curves)[1] are nonlinear generalizations of principal subspaces
(components) that formalizes the notion of a low-D manifold passing through
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the ‘middle’ of a dataset in high-D space. The probabilistic principal surface
(PPS)[8], a generalization of the generative topological mapping (GTM)[9][10], is
a parametric approximation of principal surfaces. The PPS manifold is comprised
of M nodes {xm}M

m=1 arranged typically on a uniform topological grid in latent
(low-D) space RQ. The topology is consistently enforced via a generalized linear
mapping from each latent node xm in R

Q to it’s corresponding data node f (xm)
in data (high-D) space RD (D is the data dimensionality),

f (xm) = Wφ (xm)

where W is a D × L real matrix and

φ (xm) =
[
φ1 (xm) · · · φL (xm)

]T
,

is the vector containing L latent basis functions φl (x) : RQ → R, l = 1, . . . , L.
The basis functions φl (x) are usually isotropic Gaussians with constant widths.
Each data node f (xm) actually corresponds to the mean of a Gaussian proba-
bility distribution with noise covariance parameter,

Σm =
α

β

Q∑
q=1

eq (xm) eT
q (xm)

+
(D − αQ)
β (D −Q)

D∑
d=Q+1

ed (xm) eT
d (xm)

0 < α < D/Q,

where β−1 is the global spherical covariance, α is the amount of clamping in the
tangential direction, {eq (xm)}Q

q=1 and {ed (xm)}D
d=Q+1 are the set of vectors

tangential and orthogonal to the manifold at f (xm) in data space, respectively.
Figures 1 and 2 show respectively, a 1-D PPS and its noise covariance model for
different values of α. Notice that the GTM is obtained for α=1. It has been shown
that the PPS with an orthogonal noise model (α<1) yields better manifolds
in terms of reconstruction error[8]. The PPS is iteratively computed using a
maximum likelihood optimization procedure.

The spherical manifold can be trivially constructed using a PPS with latent
nodes {xm}M

m=1 arranged regularly on the surface of a sphere in R
3. At the

onset, the manifold is intialized to a hyper-sphere in dataspace via the linear
transformation f (xm) = Vxm where V =

[
λ1v1 λ2v2 λ3v3

]
is comprised of the

three largest eigenvectors {vq}3q=1 (scaled by their corresponding eigenvalues λq)
of the data covariance matrix.

3 Spherical PPS Classifier

A template-based classifier using spherical manifolds is proposed. This is a sig-
nificant improvement over the the previously proposed template-based classi-
fier which uses principal curves (1-D manifolds)[11]. A template-based classifier
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models data of each class independently of all other classes; a given test sample
is classified according to its similarity (distance) to the class templates (refer-
ence vectors). The K-nearest neighbor (KNN) classifier can be regarded as a
template-based classifier that uses all data samples as class reference vectors,
and is frequently used to obtain a rough estimate of the Bayes error. Likewise,
a Gaussian mixture model (GMM) can be used to compute reference vectors for
each class, known as the GMM classifier. These two related classifiers are there-
fore used in this paper for benchmarking the proposed classifier. The main goal
is to show that the spherical manifold, with its incorporated prior knowledge of
high-D data, can model the data better than the unconstrained GMM, thereby
contributing to better classification performance.

4 Experiments

The spherical manifold classifier (PPS) is compared to the GMM and KNN
classifiers on the 5 datasets shown in table 1. For all experiments, a 50/50 train-
ing/test random stratified partition scheme was used, and results were obtained
on the test set for 10 repeated trials. An isotropic covariance model (α = 1)
was used for both the PPS and GMM classifier, unless otherwise stated. Val-
idation was found to be unnecessary for all three types of classifiers. All real
datasets were normalized to zero mean and unit variance and the same number
of reference vectors (manifold nodes) were used for all models where applicable.

Table 1. N :number of samples, C:number of classes, D:number of dimensions

Dataset D C N

1 gaussian 8 2 5000
2 uniform 8 2 5000
3 letter 16 26 20000
4 ocr 30 26 16280
5 satimage 36 6 6435

Fig. 1. A 1-D PPS in R
3 with 5 nodes and 4 latent bases
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α = 0.10 α = 0.50 α = 1.50 α = 1.90

Fig. 2. Unoriented covariances α = 1 (dashed line) and oriented covariances (solid line)
for α = 0.10, 0.50, 1.50, 1.90

4.1 Artificial Dataset

In this section, the effect of dimensionality (varied from 3 to 8) on the spherical
manifold classifier is examined using two artificial datasets with highly overlap-
ping classes. The gaussian dataset[12] is comprised of two equal-sized classes
drawn from overlapping Gaussian distributions with zero mean and isotropic
variances of 1 and 4, respectively. For comparison, the 1-D and 2-D PPS classi-
fiers were also simulated. Results averaged over 10 trials are given in figure 3. It
can be seen that the 1-D and 2-D PPS classifiers were the two worst performers
due to their inability to model the complete overlap of the 2 classes in high-D
space. While the spherical manifold (PPS-3D) classifier performed much better
than the other two PPS classifiers, it was still worse than the GMM and KNN
classifiers. This is expected because at lower dimensions, the Gaussian data is
mostly concentrated at the core, thereby defying the peripheral assumption of
the spherical manifold classifier. However, as data gets increasingly sparse at
higher dimensions, both the KNN (for D>6) and GMM (for D>7) classifiers
start to deteriorate, whereas the spherical manifold classifier is seen to consis-
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tently improve with increasing dimensionality! This demonstrates the robustness
of the spherical manifold classifier with respect to the curse-of-dimensionality,
even where Gaussian data is concerned.

To see if the spherical manifold classifier actually performs better then GMM
or KNN on high-D uniformly distributed data, a uniform dataset with features
similar to the gaussian dataset was created. The first class is comprised of 2500
samples uniformly drawn from R

D : R ∈ [−1, 1] and the second class contains
2500 samples drawn from RD : R ∈ [−2, 2], where D = 8. The results in figure 4
confirm the superiority of the spherical manifold classifier over other classifiers
for high-D (D > 6) uniformly distributed data.

4.2 Real Dataset

In this section, the performance of the spherical manifold classifier is evaluated
on three real high-D datasets–the letter (letter-recognition) dataset from the UCI
machine learning database[13], the ocr (handwritten character) dataset provided
by the National Institute of Science and Technology, and the remote sensing

Table 2. Letter: average classification error

Classifier Error (%) Std. Dev.
PPS-3D (α = 0.1) 8.08 0.17
PPS-3D (α = 0.5) 7.84 0.26
PPS-3D (α = 1) 7.82 0.24
KNN (k = 1) 8.21 0.16
GMM 13.76 0.29
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Table 3. ocr: average classification error

Classifier Error (%) Std. Dev.
PPS-3D (α = 0.1) 10.68 0.36
PPS-3D (α = 0.5) 10.56 0.34
PPS-3D (α = 1) 10.60 0.29
KNN (k = 5) 11.23 0.43
GMM 16.84 1.95

Table 4. satimage: average classification error

Classifier Error (%) Std. Dev.
PPS-3D (α = 0.1) 11.36 0.35
PPS-3D (α = 0.5) 11.03 0.57
PPS-3D (α = 1) 11.16 0.50
KNN (k = 1) 10.76 0.28
GMM 14.89 0.73

satimage dataset from the Elena database[12]. Averaged results on the three
datasets are shown in tables 2 to 4. From the tables, it can be concluded that the
constrained nature of the spherical manifold results in a much better set of class
reference vectors compared to the GMM. Further, its classification performance
was comparable to, if not occasionally better than the best KNN classifier.

5 Conclusion

From the observation that high-D data lies almost entirely at the peripheral,
a 3-D spherical manifold based on probabilistic principal surfaces is proposed
for modeling very high-D data. A template-based classifier using spherical man-
ifolds as class templates is subsequently described. Experiments demonstrated
the robustness of the spherical manifold classifier to the curse-of-dimensionality.
In fact, the spherical manifold classifier performed better with increasing di-
mensionality, contrary to the KNN and GMM classifiers which deteriorates with
increasing dimensionality. The spherical manifold classifier also performed sig-
nificantly better than the unconstrained GMM classifier on three real datasets,
confirming the usefulness of incorporating prior knowledge (of high-D data) into
the manifold. In addition to giving comparable classification performance to the
KNN on the real datasets, it is important to note that the spherical manifold
classifier possess 2 important properties absent from the other two classifiers:

1. It defines a parametric mapping from high-D to 3-D space, which is useful
for function estimation within a class, e.g object pose angles (on a viewing
sphere) can be mapped to the spherical manifold[14].

2. High-D data can be visualized as projections onto the 3-D sphere, allowing
discovery of possible sub-clusters within each class[15]. In fact, the PPS has
been used to visualize classes of yeast gene expressions[16].
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It is possible within the probabilistic formulation of the spherical manifold
to use a Bayesian framework for classification (i.e. classifying a test sample to
the class that gives the maximum a posteriori probability), thereby coming up
with a rejection threshhold. However, this entails evaluating O (M) multivariate
Gaussians, and can be computationally intensive. The PPS classifier has recently
been extended to work in a committee, which was shown to improve classifica-
tion rate on astronomy datasets[17]. Further studies are being done on using
the spherical manifold to model data from all classes for visualization of class
structure on the sphere, and also for visualizing text document vectors.
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Abstract. We present a facial recognition system based on a probabilistic ap-
proach to adaptive processing of Human Face Tree Structures.  Human Face 
Tree Structures are made up of holistic and localized Gabor Features.  We pro-
pose extending the recursive neural network model by Frasconi et. al. [1] in 
which its learning algorithm was carried out by the conventional supervised 
back propagation learning through the tree structures, by making use of prob-
abilistic estimates to acquire discrimination and obtain smooth discriminant 
boundaries at the structural pattern recognition.  Our proposed learning  
framework of this probabilistic structured model is hybrid learning in locally 
unsupervised for parameters in mixture models and in globally supervised for 
weights in feed-forward models.  The capabilities of the model in a facial rec-
ognition system are evaluated.  The experimental results demonstrate that the 
proposed model significantly improved the recognition rate in terms of  
generalization. 

1   Introduction 

In most facial recognition systems, recognition of personal identity is based on geo-
metric or statistical features derived from face images.  There have been several 
dominant face recognition techniques such as Eigenface [2], Fisherface[3], Elastic 
Graph Matching [4] and Local Feature Analysis [5].  Some of the techniques employ 
the use of only global features while others uses only local features.  Psychophysics 
and Neuroscientist have found that human face perception is based on both holistic 
and feature analysis.  Fang et. al. [6] has proposed using both global and local features 
for their face recognition system, and the verification accuracy was much higher than 
those using only global or local features. Feature vectors were traditionally repre-
sented by flat vector format [7], without any feature relationship information.  
Wiskott et. al. [8] have used bunch graphs to represent the localized gabor jets, and 
using the average over similarity between pairs of corresponding jets as the similarity 
function. 

In this paper, we proposed a method for face recognition by transforming the fea-
ture vector data into tree structure representation, which would encode the feature  
relationship information among the face features. Thirty-eight Localized Gabor  
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Features (LGF) [9] from a face, and one global Gabor features are obtained as a fea-
ture vector and transforming them into a Human Face Tree Structure (HFTS) repre-
sentation.  

Many researchers have explored the utilization of supervised [10] or unsupervised 
[11] neural network representation for classification of tree structures[1, 12].  For 
processing the tree structures in neural network manner, they assumed that there are 
underlying structures in the extracted features. A probabilistic based recursive neural 
network is proposed for classification of the Human Face Tree Structure (HFTS) in 
this paper.  Probabilistic neural networks can embed discriminative information in the 
classification model which can be used for providing clustering analysis from the in-
put attributes.  This technique is benchmarked against Support Vector Machines 
(SVM) [13], K nearest neighbors (KNN) [14], Naive Bayes algorithm [15] where the 
flat vector files were used in the verification experiments.  We have made use of the 
ORL Database [16] to illustrate the accuracy for the recognition system in terms of re-
jection rate and false acceptance rate. 

2   Human Face Gabor Tree Structure Representation 

2.1   Gabor Feature Extraction 

The representation of the global and local features is based on Gabor wavelets trans-
form, which are commonly used for image analysis because of their biological rele-
vance and computational properties[17]. Gabor wavelets, which capture the proper-
ties of spatial localization, and quadrature phase relationship by its spatial frequency 
selectivity and orientation selectivity respectively.  Gabor wavelets are known to be 
a good approximation to filter response profiles encountered experimentally in corti-
cal neurons [7].  The two-dimensional Gabor wavelets ( )yxg ,  can be defined as fol-
lows [18]: 

++−= jWx
yx

yxg
yxyx

π
σσσπσ

2
2

1
exp

2

1
),(

2

2

2

2

 (1) 

The mean and standard deviation of the convolution output is used as the represen-
tation for classification purpose: 

( )= dxdyxyWmnmnμ , and ( )( )−= dxdyyxW mnmnmn

2
, μσ  (2) 

2.2   Gabor Features to Human Face Tree Structure (HFTS) Transform 

Four primary feature locations are located by the feature finder as suggested by 
FERET Evaluation Methodology [12], which will provide the coordinate location for 
the center of the left eye, center of the right eye, tip of the nose and the center of the 
lips as shown in Fig. 1a.  Extending for these feature locations, extended feature iden-
tifications can be generated as follows.   Each of the extended features is relative or an 
extension of the known features as shown in Fig. 1b. 
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         a)        b) 

Fig. 1. Four primary Feature Locations and 38 Extended Local Features 

After extracting the localized features, human faces can be represented by a tree 
structure model based on the whole face acting as a root node and localized features 
like eyes, nose and mouth acting as its branches as shown in Fig. 2.  Sub detail fea-
tures from the 5 key fiducial points form the leaves of the tree structure.  The branch 
nodes are labeled by the features number, ie. F00, F01,…, F38.  The arc between the 
two nodes corresponds to the object relationship, and features that been extracted are 
attached to the corresponding nodes. 

 

Fig. 2. Tree Structure Representation of the Human Face 

3   Adaptive Processing of Human Face Tree Structures (HFTS) 

3.1   Basic Idea of Adaptive Tree Processing 

In this paper, the problem of devising neural network architectures and learning algo-
rithms for the adaptive processing of human face tree structures is addressed in the 
context of classification of structured patterns. The encoding method by recursive 
neural networks is based on and modified by the research works of [19]. We consider 
that a structured domain and all Tree Structures are a learning set representing the 
task of the adaptive processing of data structures.  This representation is illustrated in 
Fig. 3a. 

Probabilistic Neural Networks (PNNs) is one of the techniques that can embed dis-
criminative information in the classification model and are successfully used for pro-
viding clustering analysis from the input attributes, and this can be used for adaptive 
processing of the tree structure in Fig. 3b.  Streit and Luginbuhl [20] had demon-
strated that by means of the parameters of a Gaussian mixture distribution, a probabil-
istic neural network model can estimate the probabilistic density functions. They 
showed that the general homoscedastic Gaussian mixtures to approximate the  
optimum  classifier  could be implemented using a four layer feed-forward PNN using  
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( )ωχp  

             

                 a)     b) 

Fig. 3. Simplified/Partial Tree Structure of the Human Face and the Encoded Tree Structure 
Format 

      

 a) b) 

Fig. 4. Architecture of Probabilistic based recursive neural network using GMM for neural 
Node Representation and Structure of a Gaussian Mixture Model 

general Gaussian kernel, or Parzen window.  Roberts and Tarassenko [21] proposed a 
robust method for Gaussian Mixture Models (GMMs), using a GMM together with a 
decision threshold to reject unknown data during classification task.   

In our study, each of the neural nodes in Fig. 3b is represented by a neural network 
tree classifier as illustrated in Fig. 4a.  It details the architecture of the proposed tree 
classifier in which each neuron in the hidden layer is represented by a Gaussian Mix-
ture model and at the output layer, each of the neurons is represented by a sigmoid ac-
tivation function model.  Each parameter has a specific interpretation and function in 
this GMM.  All weights and node threshold are given explicitly by mathematical ex-
pressions involving the defining parameters of the mixture Gaussian pdf estimates and 
the a priori class probabilities and misclassification costs. 

Suppose that a maximum branch factor of c has been predefined, each of the form 
1−

iq , i = 1,2,….,c, denotes the input from the ith child into the current node.  This op-

erator is similar to the shift operator used in the time series representation.  Thus, the 
recursive network for the structural processing is formed as: 

( )BuyAqFx n += −1 , (3) 

( )DuCxFy p += , (4) 
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where x, u, and y are the n-dimensional output vector of the n hidden layer neurons, 
the m-dimensional inputs to the neurons, and the p-dimensional outputs of the neu-
rons, respectively.  1−q  is a notation indicating the input to the node is taken from its 

child so that: ( )Tc yqyqyqyq 11
2

1
1

1 −−−− = .  The parametric matrix A is defined as : 

( )cAAAA 21= , where c denotes the maximum number of children in the tree, 

A is a n x (c x p) matrix such that each Ak, k = 1,2,…,c is a n x p matrix, which is 
formed by the vectors i

ja , j = 1,2,…n.  The parameters B, C, and D are (n x m), (p x 

n) and (p x m)-dimensional matrices respectively.  ( )⋅nF  and ( )⋅pF  are n and p dimen-

sional vectors respectively, where their elements are defined by a nonlinear function 
( ) ( )αα −+= ef 11 . 

Let m be the dimension of the input attributes in the Neural Node for each node, 
and k be the dimension of the outputs of each node.  Hence the input pattern at each 
GMM can be expressed as: 

( ) ( ){ }ckmixyqu i
T ×+=== − ,2,1;1χ , (5) 

where u and y are the m-dimensional input vector and the k-dimensional output vector 
respectively. The class likelihood function of structure pattern χ  associated with 
class ω  would be expressed as:  

( ) ( ) ( )=
=

G

g
gg pPp

1
,θωχωθωχ , (6) 

where ( )ωχp  is the class likelihood function for class ω  is a mixture of G compo-

nents in a Gaussian distribution.  gθ  denotes the parameters of the gth mixture com-

ponent and G is the total number of mixture components.  ( )ωθ gP  is the prior prob-

ability of cluster g, and is termed as the mixture coefficients of the gth component: 

( ) =
=

G

g
gP

1
1ωθ  (7) 

( ) ( )gggp Σℵ≡ ,, μθωχ  is the probability density function of the gth component, which 

typically is a form of Gaussian distribution with mean gμ and covariance gΣ , given by: 

( )
( )( )

( ) ( )−Σ−−⋅
Σ

= Τ−

×+ ggg

g

ckm
gp μχμχ

π
θωχ 1

212 2

1
exp

2

1
,  (8) 

Equation (4) is modified for the recursive network, and expressed as the following 
equation: 

( )VuWpFy k += , (9) 

where ( )⋅kF  is a k-dimensional vector, and their elements are the nonlinear sigmoid 

activation function. ( ) ( )( )T

rppp ωχωχ1= , W and V are the weighting parameters 

in ( )rk × and ( )mk ×  – dimensional matrices respectively. 
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3.2   Learning Algorithm of the Probabilistic Recursive Model 

The learning scheme of the proposed probabilistic based structural model can be di-
vided into two phases, the locally unsupervised algorithm for the GMMs and the 
globally structured supervised learning for recursive neural networks. Streit and 
Luginbuhl has shown that in the unsupervised learning phase, the Expectation-
Maximization (EM) method [20] would be optimal  for this type of locally unsuper-
vised learning scheme, which requires the parameters θ  to be initialized and esti-
mated during this learning phase.  There are two steps in the EM method: The first 
step is called the expectation (E) step and the second is called the Maximization 
(M) step. The E step computes the expectation of a likelihood function to obtain an 
auxiliary function and the M step maximizes the auxiliary function refined by the E 
step with respect to the parameters to be estimated.  The EM algorithm can be de-
scribed as follows: Using the GMM in equation (6), the goal of the EM learning is 
to maximize the log likelihood of input attribute set in structured pat-
tern, ( )TNT

χχχ 1
* = , 

( ) ( ) ( )+=
= =

TN

j
gj

G

g
g pP

1 1

* ,loglog, θωχωθθχ . (10) 

where observable attributes *χ  is “incomplete” data, hence an indicator k
jα  is defined 

to specify which cluster the data belonged to and include it into the likelihood func-
tion as: 

( ) ( ) ( )[ ]+=
= =

TN

j

G

g
gjg

k
j pP

1 1

* ,loglog, θωχωθαθχ , (11) 

where k
jα  is equal to one if structure pattern jχ  belongs to cluster k, else the output 

would be equal to zero.  In E step, the expectation of the observable data likelihood in 
the n-th iteration would be taken as:  

( )( ) ( ) ( ){ }nEnQ θχθχθθ ˆ,,ˆ, **=

( ){ } ( )( ) ( )( )[ ]+=
= =

TN

j

G

g
gjg

k
j npnPnE

1 1

ˆ,,logˆ,logˆ, θθωχθωθθα , 

(12)  

(13) 

where ( )( ) ( ) ( )( )nnnp gggj Σℵ≡ ˆ,ˆˆ,, μθθωχ  and ( ){ } ( )( )nPnE jg
k
j θχθθα ˆ,ˆ, =  as the conditional 

posterior probabilities which can be obtained by Bayes’ rule:  

( )( ) ( ) ( )
( ) ( )=

=
R
r rjr

gjg

jg
pP

pP
nP

1 ,

,
ˆ,

θωχωθ

θωχωθ
θχθ , at the n-th iteration. (14) 

In M step, the parameters of a GMM are estimated iteratively by maximizing 

( )( )nQ θθ ˆ,  with respect to θ , 

( ) ( )( )
( )( )=+

=

=

T

T

N
j jg

N
j jjg

g
nP

nP
n

1

1

ˆ,
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1

θχθ

χθχθ
μ , (15) 
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( ) ( )( ) ( )( ) ( )( )
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( ) ( )( )
T

N
j jg

g N

nP
P

T

=
=1

ˆ,θχθ
ωθ , at (n+1)-th iteration. (17) 

At the next phase of supervised learning, the goal is to optimize the parameters 
for the entire model in the structural manner.  The optimization is basically to 
minimize the cost function formulated by errors between the target values and the 
output values of the root node in the DAGs.  The Levenberg-Marquardt (LM) algo-
rithm [22] has been proven to be one of the most powerful algorithms for learning 
neural networks which combines the local convergence properties of Gauss-Newton 
method near a minimum with consistent error decrease provided by gradient de-
scent far away from a solution. In this learning phase, LM algorithm is used to learn 
the parameters at the output layer of the probabilistic based structured network. The 
learning task could be defined as follows: 

2

2

1
minmin RAdJ φ⋅−= , (18) 

where ( )
TNdddd ,,, 21=  and =

T

T

N

R
N

R
R

uu

PP

,,

,,

1

1φ  represent the matrices of inversed func-

tion of the target values and input patterns at the output layer. ( )jkj tFd 1−=  which is the 

inverse function of the target values. The matrix [ ]VWA =  defines the parameters at 

the output layer.  Thus, at the (n+1)th iteration of the LM algorithm, the element ija  

in the matrix of A parameters is updated according to: 

( ) ( ) ( ) ( )( )⋅−⋅Ι+⋅+=+
=

− TN

j

R
jjj

T
jj

T
k

T
k nAdHHHnana

1

1
1 φα , (19) 

where [ ]TR
j

R
j

R
j uP=φ  is the j-th input pattern set at output layer of the root node, 

( )jkj tFd 1−=  which is the inverse function of the target values, α  is the scalar, Ι is a 

identity  matrix  of ( ) ( )mrmr +×+  size, and H is the Jacobian matrix which is defined 

as: 
( )na

yq
H

k

kR
j

R
jj

T

∂
∂⋅=

−1

φφ , where ( )nayq kk ∂∂ −1  is a ( ) kmr ×+  matrix with the output gra-

dients of the child nodes with respect to the weights. 

4   Experiment and Results 

The evaluation is based on the ORL Face Database [16], which comprises of 10 differ-
ent images per person.  A total of 40 persons are found in the database.  The original 
images were of the size of 92 x 112 pixels as shown in Fig. 5.  In order to extract the fa-
cial region properly, the images were cropped out from the original images and resized 
to 100x100 pixels as shown in Fig 6.  The locations of the eyes, nose and center of lips 
are then easily detected. 
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Fig. 5. Original Images of 92x112 pixels of various persons in the ORL database 

 

Fig. 6. Cropped and resized images of one of the persons in the ORL database 

Table 1. Performance of HFTS model against other methods 

Method Accuracy Verification Rate False Accepted Rate 
PCA 89.30% 80.63% 2.03% 
Gabor PCA 74.89% 52.50% 2.72% 
Naïve Bayes 97.92% 28.13% 1.05% 
KNN 96.51% 53.13% 2.85% 
SVM 97.22% 37.50% 1.91% 
HFTS + PR 99.75% 100.00% 0.02% 
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Fig. 7. Benchmark of HFTS model against other methods 

Verification performance was being tested by each individual in the database en-
rolled with a number of images as the positive class (we used 6 out of 10 images) and a 
number of random images (we used 120 images) from the other individual to form the 
negative class.  The purpose is to evaluate the performance of the systems when used as 
an authentication tool.  The evaluation results are presented by showing the trade-off be-
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tween the verification rate and false accepted rate for each of the person in the ORL da-
tabase.  The results illustrate that the Human Face Tree Structure representation and 
recognized by the proposed probabilistic structured model yields the highest accuracy 
against traditional representations in PCA [2], Naïve Bayes[15], KNN [14] and SVM 
[13].  Our proposed model can achieve the highest verification rate as well as the lowest 
false accepted rate as shown in Fig. 7b and Fig. 7c respectively.  A low false accepted 
rate is critically important as it governs the amount of imposters that were successfully 
authenticated as the user. 

In this paper, the experiment results shows that HFTS using the proposed probabilis-
tic based model is able to produce an accuracy of 99.75%, verification rate of 100% and 
false accepted rate of only 0.02% on average among the 40 persons in the ORL data-
base.  Using the same Gabor features but in a flat vector form, the Naive Bayes’ Rule, 
SVM and KNN only obtained an accuracy of about 98%, verification rate of about 53% 
and false accepted rate of about 1%.  This clearly highlights the effectiveness of trans-
forming the Gabor Feature Vectors to HFTS format. 

5   Conclusions 

This proposed approach of converting human face feature vectors to tree structure rep-
resentation and using adaptive processing of tree structures method holds a strong rec-
ommendation.  The probabilistic based structured model is proposed for classification 
of this Human Face Tree Structures patterns. The architecture represented by each 
node of trees is formed by a set of Gaussian Mixture Models (GMMs) at the hidden 
layer and a set of weighted sum of sigmoid functions at the output layers.  The dis-
criminative information can be utilized during learning in this proposed architecture, at 
which it is performed by an unsupervised manner.  The weighting parameters in the 
sigmoid function model are trained by a supervised manner. Using the proposed HFTS 
format, new avenues are opened to solve the classification problem in a face recogni-
tion system.  It also creates a possible solution towards interoperability amongst facial 
recognition systems.  Moreover, our proposed method uses 546 features to represent in 
the tree structures, which is comparatively small than other feature method.  This con-
cludes that our proposed method is said to be ideal for implementing in an embedded 
system environment, which has limited memory and processing capabilities. 
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Abstract. It is very difficult to evaluate the performance of computer vision al-
gorithms at present. We argue that visual cognition theory can be used to chal-
lenge this task. Following are the reasons: (1) Human vision system is so far the 
best and the most general vision system; (2) The human eye and camera surely 
have the same mechanism from the perspective of optical imaging; (3) Com-
puter vision problem is similar to human vision problem in theory; (4) The main 
task of visual cognition theory is to investigate the principles of human vision 
system. In this paper, we first illustrate why vision cognition theory can be used 
to characterize the performance of computer vision algorithms and discuss how 
to use it. Then from the perspective of computer science we summarize some of 
important assumptions of visual cognition theory. Finally, many cases are in-
troduced, which show that our me thod can work reasonably well. 

1   Introduction 

The performance in this paper does not mean how quickly an algorithm runs, but how 
well it performs a given task. Since the early 1980s, much work has been done to 
challenge performance characterization in computer vision, but only a little success 
has been made.  

Theoretical analysis. In 1986, R.M. Haralick seriously argued that computer vision 
lacked a completed theory to constitute an optimal solution [1]. In 1994, R. M. 
Haralick further argued that performance characterization in computer vision was 
extremely important and very difficult and proposed a general methodology to solve 
some basic problems about it [2,3]. In 1996, W. Forstner discussed the most disputed 
10 problems to demonstrate the feasibility of computer vision algorithms evaluation, 
which indeed ended all objections to it [4]. In 2002, N. A. Thacker proposed a modu-
lar methodology that put the performance characterization on a sound statistics theory 
[5]. However, theoretical evaluation is usually too simplistic to be suitable for charac-
terizing complicated computer vision algorithms [6], so we have to depend on empiri-
cal evaluation methods on real data. 

Empirical evaluation. Though some empirical evaluation has been done in early 
1970s, a large scale of works started till 1990s. Most of papers are published in sev-
eral workshops and special issues. Since 1970s, IEEE Trans. PAMI has continually 
contributed to this topic and published a series of important papers. However, empiri-
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cal performance characterization is far from mature, mainly because of the lack of 
standard free image database, the lack of a common way to get Ground Truth, and the 
lack of a common evaluation scheme [1-4,7]. Additionally, different experiments 
often get conflicting results, e.g. Bowyer’s discussion about edge detection [8] and the 
McCane’s arguments on optical flow computation [9]. So, it is very difficult to quan-
titatively evaluate the performance of computer vision. 

We indeed agree with that the theoretical analysis and the empirical evaluation can 
ultimately address the complicated evaluation problem, but L. Cinque et al in [10] 
explicitly point out: “we realize that many difficulties in achieving such a goal may be 
encountered. We believe that we still have a long way to go and therefore must now 
principally rely on human judgment for obtaining a practical evaluation; for some 
specific applications we feel that this is doomed to be the only possibility.” The visual 
cognition theory mainly investigates the principles of human vision system, such as 
seeing what, seeing where, how to see, so in this paper we will discuss in detail why 
and how to apply visual cognition theory to performance characterization of computer 
vision algorithms.  

2   Algorithms Evaluation and Visual Cognition Theory  

Methods for evaluating the performance of computer vision can be categorized into 
theoretical analysis and empirical evaluation. We argue that both two ways have to 
collaborate with visual cognition theory. 

2.1   Theoretical Analysis  

Three self-evident truths and two propositions will be discussed in this paragraph, 
which can illustrate that theoretical analysis requires visual cognition theory.  

Truth 1: Assumptions in com-
puter vision algorithms have to be 
made, and unsuitable assumptions 
must lead to poor results. 

All models of computer vision al-
gorithm are certainly not accurate 
description of real world in a strict 
sense [1-5], so some assumptions are 
unavoidable. For example, Gaussian 
Distributor is often used to model 
noise, though sometimes it is unsuit-
able for given application. Bowyer et 
al argue that performance of com-
puter vision algorithm will decrease 
or even fall when complexity in-
creases, so they suggest that the 

 

Fig. 1. Performance as a function of mathematical 
complexity [11] 
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Fig. 2. An example of top-down light 
i

selection and measurement of the basic assumptions must be an essential part of algo-
rithm development [11] (see Fig.1). 

Additionally, T. Poggio in [12] argues that most of computer vision issues are in-
verse optical problems and most of inverse problems are ill-posed. Regularization 
theory is a natural way to the solution 
for ill-posed problem. The most 
important criterion for ill-posed 
problems is the physical assumption 
plausibility, which means that these 
assumptions come from the physical 
world, and can constrain regularization 
method to get a unique solution that 
again has physical meanings [13, 
pp.75, 104]. Fig.2 shows an example 
of physical assumption plausibility: top-down light source assumption. The left image 
looks pimple, but the right one looks dimple. In fact, the left image is the result of 
180-degree rotation of the right one. The law of human vision system is that dots 
having below shadow look pimple (the left image) and dots having upper shadow 
appear dimple (the right image). The law uses an assumption that the light source is 
always in our upper, which is indeed physical plausibility because light of sun, moon 
and artificial lights usually come from the above [14, pp.75-76]. Therefore this as-
sumption is suitable for solving the issues of shape from shadow. 

So it is very important to extract and validate the assumptions of algorithms, which 
can be used to evaluate computer vision algorithms at the theoretical level. If the 
assumptions used by algorithm are unsuitable for a given application, the results pro-
duced by this algorithm must be poor.  

Truths 2: Each algorithm used by human vision system is the best and most gen-
eral, so the assumptions used by these algorithm must be physical plausibility. 

Proposition 1: To obtain optimal results for a given tasks, assumptions used by 
computer vision algorithm should be same as (or similar to) those employed by 
human vision system.  

According to Marr’s vision theory, each process should be investigated from three 
independent and loosely related levels: computational theory, representation and algo-
rithm, and hardware implementation. From the perspective of information processing, 
the most critically important level is the computational theory [13,pp.10-12], whose 
underlying task is to find and to isolate assumptions (constraints) that are both power-
ful enough to define a process and generally true for the real world [13, pp.22-28]. 
These assumptions (constraints) are often suggested by everyday experience or by 
psychophysical (vision cognition theory) or even neurophysiologic findings of a quite 
general nature [13, pp.331].  

Additionally, Computer vision problem in theory is similar to human vision prob-
lem, both of which are the process of discovering from images what is present in the 
world, and where it is [13, pp.1][14, pp.1-11]. The human eye and camera surely have 
the same mechanism from the perspective of optical imaging [14, pp.2][15, pp.1], so 
we can surely make use of principles of human vision to build a strong computer 
vision system [14, pp.19-20].  



1258 A. Wu et al. 

 

 Therefore, in term of Truths 2, and 
above discussions, the Proposition 1 
should be reasonable right.  

Truths 3: One of main task of visual 
cognition theory is to find the as-
sumptions used by Human Vision 
System.  

Proposition 2: Visual cognition 
theory can be used to judge whether 
assumptions of an algorithm are 
suitable for given tasks, which can 
be further used to evaluate the algo-
rithm. 

Using Truths 3, Proposition 1, and Truth 1, the Proposition 2 can be easily logical 
proved right. The inference procedures are shown in the left part of Fig.3.  

2.2   Empirical Evaluation  

It is very difficult and expensive for empirical evaluation to obtain ground truth [1-4]. 
All ways to do this can be classified into two classes: real user judgments, computer 
simulating users [7], both of which also require vision cognition theory. The idea is 
shown in the right part of Fig.3. 

The former, real user judgment, is better but very time-consuming because the user 
must give ideal results and the difference between computational results and the ideal 
results for any given task. There are often differences between user judgments for the 
same task and same inputs [7], so we have to validate them by statistical methods [6]. 
Luckily, it is the underlying task of visual cognition theory to investigate the differ-
ence and coherence of human vision between different human subjects [13-20]. So we 
argue that visual cognition theory can surely be used to guide real user judgments.  
The latter, computer simulating users, is simpler, but it is difficult to model real user 
[6-7]. The visual cognition theory can help to model real users more exact, because its 
main task is to find the features of human vision system.  

2.3   Evaluation Principle and Steps 

Above discussions extensively illustrate that visual cognition theory can be used to 
evaluate computer vision algorithm both for theoretical evaluation and for empirical 
evaluation These ideas are paraphrased into the Principle of Qualitative Evaluation 
for Computer Vision Algorithm:  

For a given task, if the assumptions used in computer vision algorithm are not 
consistent with assumptions of visual cognition theory (human vision system), the 
performance of this algorithm must be poor. 

Fig.4 shows three main steps to use this principle. The step 1 extracts assumptions 
used by the computer vision algorithm. The difficulty is that assumptions of many 
algorithms are so rarely explicitly expressed that we often have to infer them. The 

 
Fig. 3. The relations between evaluation of 
computervision and visual cognition theory 
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step 2 judges whether these assumptions are consistent with assumptions of visual 
cognition theory. The set of assumptions of cognition theory and their applicable tasks 
are build offline before evaluation (see Section 3). The step 3 reports the result of 
evaluation, which is divided into three categories: Good if all assumptions match, 
Fair if some assumptions match, and Poor if no assumption match.  

 

Fig. 4. Three main steps to use the Principle of Qualitative Evaluation for Computer Vision 
Algorithm. The set of assumptions is built offline in advance.  

3   The Set of Assumptions  

Most of assumptions of visual cognition theory come from [13-21], which are reor-
ganized and reedited from the perspective of computer science.  

a. Both eye and brain [14, pp.128-136][15, pp.1-13]: Human has a plenty of knowl-
edge about physical world and how they behave, which can be used to make inferences. 
Structured knowledge constraints: If we want to design a general-purpose vision ma-
chine, we must first classify and structure knowledge about real world for it. 
b. Abstract & classification principle [21, pp.1]: we use three principles of construc-
tion to understand the physical world: (1) identifying the object and its attributes, e.g. a 
tree and its size; (2) identifying the whole and its components, e.g. a tree and its 
branches; (3) identifying different classes of object, e.g. the class of trees and the class 
of stones.  
c. Brain is a probability computer [15, pp.9-13]: Brain makes hypotheses and checks 
them, then makes new hypotheses and checks them again until making the best bet, 
during which all knowledge can be made use of. Eyes and other senses within a short 
time would rather provide evidence for brain to make hypotheses and to check them 
than give us a picture of world directly. Mechanism of inference is classified into un-
conscious inference and conscious inference [19, pp.1-16]. Methodology constraint: 
probability method may be better for computer vision problems. 
d. See world by object not pattern [20]: Human eye receives patterns of energy (e.g. 
lightness, color), but we see by object not pattern. We do not generally define object 
by how it appears, but rather by its uses and its causal relations. Once we know what 
the object is, we must know its shape, size, color and so on. Object constancy con-
straints: Physical object exists continuously, uniquely, and constantly, though time is 
flying [13, pp.205]. 
e. Do we have to learn how to see? [15, pp.136-169] The inheritance only forms the 
basis for learning, so that we have to learn much knowledge and ability for the sake of 
seeing. Computer learning constraint: we should continuously help computer with 
learning by active hands-on exploration to relate the perception to conception, as do it 
for a baby. 
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f. The law of Gestalt [14, pp.113-123][17, pp.106-121]. The Grouping principle can be 
further summarized into five principles: (a) the principle of proximity, (b) the principle 
of similarity, (c) the principle of good continuation, (d) the principle of closure ten-
dency, and (e) the principle of common fate. The Figure-ground segregation principle 
means that (1) in ambiguous patterns, smaller regions, symmetrical regions, vertically or 
horizontally oriented regions tend to be perceived as figures; (2) The enclosed region 
will become figure, and the enclosing one will be the ground; (3) The common borders 
are often assigned to the figure; (4) Generally, the ground is simpler than the figure.  
g. Simultaneous contrast [13, pp.259-261] [15, pp.87-92]: Human eyes don’t detect 
the absolute energy of brightness, lightness, color, and motion, but their difference 
that is directly proportional to the background energy (e.g. Weber’s Laws). Threshold 
constraint: a differential value is better than absolute one. Compensation constraint: 
brightness, lightness, color, and motion should be compensated according to the back-
ground energy.   
h. Constancy world [14, pp.15-52]: According to the knowledge of geometrical optical 
imaging, the retinal image is different from the objects’ outline, and the retinal image 
continually varies as human moves, but the object looks the same to us, which is called 
Constancy. There are size constancy, color constancy, brightness constancy, lightness 
constancy, shape constancy, motion constancy, and so on.  
i. The principle of modular design [13, pp.99-103]: Each system (e.g. vision, touch 
etc.) of the perception and each channel (e.g. seeing color and seeing movement of 
vision) of different system work independently. Sometimes, different systems and dif-
ferent channels may make inconsistent conclusions, which force the brain to make a 
final decision. Multi-channel constraint, Information encapsulation constraint: have 
been applied to Object-Oriented analysis and design by computer community [21]. 
Furthermore, one channel (e.g. color) of vision system may affect or even mask another 
channel (e.g. shape), which is called visual masking effects. 
j. Two eyes and depth clues [14,pp.53-90] [15, pp.61-66]: Two eyes share and com-
pare information, so they can perform feats that are impossible for the single eye, e.g. 
the 3-D perception from two somewhat different images. Depth perception cues in-
clude retinal disparity, convergence angle, accommodation, motion parallax and pic-
torial information (occlusion, perspective, shadow, and the familiar sizes of things). 
Depth perception constraint: in order to yield definite depth perception, all clues must 
work collectively.  
k. Brightness is an experience [15, pp.84-97]: Brightness is a function not only of 
the intensity of light falling on a given region of retina at a certain time, but also of 
the intensity of light falling on other regions of retina, and of the intensity of the light 
that the retina has been subject to in the recent past. In the dark, the mechanisms of 
dark-adaptation trade eye’s acuity in space and time for increase in the sensitivity 
(The continuity of brightness change constraint). The brightness can be reflected by 
shading and shadow, which can indicate objects’ information (e.g. Top-down light 
source constraint). 
l. Two seeing movement systems [14, pp.17-202] [15, pp.98-121]: One is the im-
age/retina system that passively detects the movement. Another is the eye/head move-
ment system that positively seeing movement. When searching for an object, the eyes 
move in a series of small rapid jerks (Motion discontinuous assumption), but when 
following an object, they move smoothly (Motion continuous assumption). The eyes  
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tend to suggest that the largest object is stationary (Motion reference frame constraint). 
Persistence and apparent movement imply continuity, stability and uniqueness con-
straints.  
m. RGB is not the whole story [15, pp.121-135]: Only mixing two, not three, actual 
colors can give a wealth of colors. The mixture of three primary colors (e.g. RGB) can’t 
produce some colors that we can see, such as brown, the metallic colors. Color is a 
sensation. It depends not only on the stimulus wavelengths and intensities, but also on 
the surrounding difference of intensities, and on whether the patterns are accepted as 
objects (Color computational constraint).  
n. Topological rules in visual perception [18, pp.100-158]: Local homotopy rule: we 
tend to accept an original image and its transformed image as identical, if the image is 
made a local homotopy transformation within its tolerance space. The same is true for 
the homeomorphism rule, homeomorphism and null-homotopy rule in cluster, the object 
superiority effect, and the configurable effect. 
o. The whole is more than the sum of its parts [13, pp.300-327] [16][17, pp.176]: 
The same parts (primitive) with different relations may construct different objects. It 
is possible to match a number of objects with a relatively small number of templates, 
because it may be easier to recognize parts (primitives) with relatively simper prob-
ability methods. 
p. Marr’s underlying physical assumptions [13, pp.44-51]: (1) existence of smooth 
surface in the visible world, (2) hierarchical spatial organization of a surface with a 
different scale, (3) similarity of the items generated at the same scale, (4) spatial conti-
nuity generated at the same scale, (5) continuity of the loci of discontinuities, and (6) 
continuity of motion of an rigid object.  
q. Edge perception and edge type [14, pp.49-50]: The vision system only picks up 
luminance difference at the edge between regions, and then assumes that the difference 
at the edge applies throughout a region until another edge occurs. Furthermore vision 
system divides the various edges into two categories: lightness edge and illumination 
edge. The perceptual lightness value at the edges is only determined by lightness edge.  

From other psychological literatures, we can extract more assumptions such as object 
rigidity assumption, Gauss distribution assumption, and smooth assumption, etc.  

4   Cases Study 

4.1   The Problems of Optical Flow 

Table 1. The discussion about optical problem. Note: (k) in the table refers to kth assumption in 
Section 3.  

Problem Assumptions Suitable Result 
Flat surface Suit (p) 
Uniform incident illumination Ill-Suit (k, q) 
Differentiable brightness Suit (k) 

Determining the
optical flow 

Smooth optical flow Suit (p, l) 

Some 
suit 
Fair 

Recovering  
3-D structure 

Motion field equals to optical flow 
field 

Ill-suit (l) Poor 
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Fig. 6. The ideas behind Waltz’s theory 

4.2   Waltz’s Line Drawings [13, pp.17-18] 

When all faces were planar and all edges were straight, Waltz made an exhaustive 
analysis of all possible local physical arrangement of these surfaces, edges, and shad-
ows of shapes (Structured knowledge constraint and Abstract & classification principle 
in Section 3 a, b). Then he found an effective algorithm to interpret such actual shapes. 
Fig.6 shows that some of configurations 
of edges are physically plausibility, and 
some are not. The trihedral junctions of 
three convex edges (a) or the three con-
cave edges (b) are plausibility, whereas 
the configuration (c) is impossible. So 
the direction of edge E in (d) must be the 
same type as (a). This example shows 
the power of physical assumption 
plausibility. 

4.3   Attention Mechanism 

L. Itti et al define a set of linear “center-surround difference” operator  (Simultaneous 
Contrast in Section 3 g) to reproduce the attention mechanism of primate visual sys-
tem (visual masking effects in Section 3 i). However, it is only a bottom-up guidance 
of attention without using any prior knowledge. V. Navalpakkam et al proposed to use 
a task graph to describe the real world entities and their relationships as Top-down 
control [25]. A. Oliva et al used the distribution of background of scenes as knowl-
edge constraints [26]. Both V. Navalpakkam model and A. Oliva model employed 
Structured knowledge constraints (Section 3 a), so the effect and performance of their 
model are better than that of pure bottom-up attention model. 

Table 2. Attention models and their assumptions for object recognition or scene analysis. Note: 
(a) in the table refers to ath assumption in Section3.  

Model Assumptions Suitable Result 

Center-surround difference  Simultaneous Contrast: suit (g) 

Only bottom-up Structured Knowledge con-
straints: ill-suit (a) 

L. Itti model 

Only focus on one element  Masking effects: suit (i)  

Some 
suit 
Fair 

V.Naval-
pakkam  model 

L. Itti model & Distribution 
of background  All suit (a, g, i) Good 

A. Oliva model L. Itti model & Task graph 
(Top-down) All suit (a, g, i) Good 

4.4   Comparison with CVIR Experiments 

Many researchers have compared the performance of Content-based Visual Informa-
tion Retrieval (CVIR) algorithms in an experimental way [27, 57-305], listed in  
Table 3. It is inherent consistency between these experimental results and the judg-
ments of our principle.  
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Table 3. Comparisons between experimental results and those by our methods about CVIR 
algorithms. Note: NH=normal histogram; CH=cumulative histogram; EDH= edge direction 
histogram; Wavelet MM= wavelet Modulus Maxima; Local M= Local Motion detection; 
L&GM= Local motion detection after Global Motion compensation; (d) in the table refers to dth 
assumption in Section 3.  

Feature 
Method 
name 

Experimen-
tal Result 

Assumptions Suitable 
Our 
Result 

NH Poor Color is linear Ill-suit (m) Poor 
Color 

CH Fair Color is non-linear Suit (m) Fair 

EDH Fair 
Brightness changes in bound-
ary 

Suit (k, q) Fair 

Shape 
Wavelet 
MM 

Good 

Brightness changes in bound-
ary, Multi-size & Multi-
channel, and Gauss distribu-
tion. 

All Suit 
(k, q, i) 

Good 

CH Fair Color is nonlinear Suit (m) Fair 

EDH Fair 
Brightness changes in bound-
ary  

Suit (k, q) Fair 
Color 
& 
Shape NH & 

EDH 
Good 

Brightness changes in bound-
ary & Color is nonlinear 

Suit (m, k, q) Good 

LocalM Poor Absolute motion Ill-suit (g) Poor Motion 
L&GM Fair Relative motion Suit (g, l) Fair 

5   Conclusion and Further Work  

The preliminary study strongly suggests that vision cognition theory can be used to 
evaluate computer vision algorithms. In this paper, we propose the Principle of Qualita-
tive Evaluation for computer vision algorithms. To easily use this principle, we summa-
rize some important assumptions of psychology. Further works include: 1) to model 
users under the integrated framework to automatically define the ground truth; 2) to 
explore cognition-based methods for empirical performance characterization; 3) to find 
more psychological assumptions and their applicable tasks. After all, our ultimate aim is 
to evaluate the usefulness of a computer vision system for end users. 
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Abstract. Human vision system can understand images quickly and accurately, 
but it is impossible to design a generic computer vision system to challenge this 
task at present. The most important reason is that computer vision community is 
lack of effective collaborations with visual psychologists, because current object 
recognition systems use only a small subset of visual cognition theory. We argue 
that it is possible to put forward a generic solution for image object recognition if 
the whole vision cognition theory of different schools and different levels can be 
systematically integrated into an inherent computing framework from the per-
spective of computer science. In this paper, we construct a generic object recog-
nition solution, which absorbs the pith of main schools of vision cognition the-
ory. Some examples illustrate the feasibility and validity of this solution. 

Keywords: Object recognition, Generic solution, Visual cognition theory, 
Knowledge. 

1   Introduction 

Despite the fact that much success has been achieved in recognizing a relatively small 
set of objects in images in the past decades of research, it is currently impossible to 
design a generic computer algorithm to challenge this task [1]. Many causes contrib-
ute to it, but the most important one is that computer vision community is lack of 
effective collaboration with visual psychologists [4].  

1.1   Related Work 

First, successful applications focus on attention mechanism. Laurent Itti et al propose 
a attention model which can effectively reproduce an important performance of pri-
mate visual system, that is, while the retina potentially embraces the entire scene, 
attention can only focus on one or a few elements at a time, and thus facilitate their 
perception, their recognition, or their memorization for later recall [5]. But it only 
makes use of Simultaneous Contrast Theory of visual ccognition, which is only 
pure bottom-up guidance of attention.  

Some more complex systems are developed on the basis of visual attention mecha-
nism. Vidhya Navalpakkam et al. propose a goal oriented attention guide model [6]. 
The model uses a task graph to describe the real world entities and their relationships 
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(top-down control). A. Oliva et al use the distribution of background of scenes as 
Top-down constraints to facilitate object detection in natural scenes [7]. Dirk Walther 
et al make a series of computer experiments to strongly demonstrate that the bottom 
up visual attention can effectively improve learning and recognizing performance in 
the presence of large mount clutters [8]. 

Second, some systems employ the visual inference mechanism that perceptions are 
hypotheses, a kind of inference mechanism similar to a probability computer [9, pp9-
13]. Sudeep Sarkar et al [10] present an information theoretical probabilistic frame-
work based on perceptual inference network formalism to manage special purpose 
visual modules trying to construct a generic solution for the problem of computer 
vision. Mattew Brand has built a suite of explanation-mediated vision systems to see, 
manipulate, and understand scenes in a variety of domains, including blocks, tinker 
toys, Lego machines, and mugs [11]. Zu Whan Kim et al present an approach for 
detecting and describing complex rooftops by using multiple, overlapping images of 
the scene [12]. More detail discussions about perception as hypothesis please refer to 
[13]. The same and salient characteristic of these systems is to use structured knowl-
edge about physical world to make inference and eliminate ambiguities of images. 

Third, Biederman’s Recognition-by-components (RBC) theory is regarded as a 
promising object recognition theory and causes much attention of computer vision 
community [14]. Hummel et al design a Neural Network, which uses dynamic bind-
ing to represent and recognize the Geons and shape of objects [15]. Quang-Loc 
Nguyen propose a method to compute Geons and their connections, which employs 
edge characteristics and T-conjunctions to successfully recognize objects in range 
images [16]. More detail discusses about RBC theory please refer to [17].   
Finally, Feature Integrated Theory [18] is the earliest and most frequently used by 
many systems, which use different visual features and their distribution (e.g. color, 
texture and shape) to classify and recognize objects. Jia Li et al implement automatic 
linguistic indexing of picture by using Wavelet coefficients of color and texture and 
2D MHMMs [1]. WAN Hua-Lin et al classify image with the incorporation of the 
color, texture and edge histograms seamlessly [19]. Kobus Barnarda et al use a set of 
40 features about size, position, color, shape and texture to translate images into text 
[20]. Unfortunately, there exists an enormous gap between low-level visual feature 
and high-level semantic information. 

Each system above uses only a small subset of the visual cognition theory. The 
human vision system is a complicated whole, so only when the whole vision cogni-
tion theory of different schools and different levels is systematically integrated into an 
inherent computing framework from the perspective of computer science, it is possi-
ble to put forward a full solution of computer object recognition.  

1.2   Our Approach 

The logic bases of our solution include: (1) Human vision system is so far the best 
and the most general; (2) The human eye and camera surely have the same mecha-
nism from the perspective of optical imaging [2, pp 19-20]; (3) Computer vision prob-
lem is similar to human vision problem in theory, both of which are the process of 
discovering from images what is present in the world, and where it is [3, pp1]; and (4) 
The main task of visual cognition theory is to investigate the principles of human 
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vision system. So if we want to develop a vision system that can match with human 
vision system, we have to make full use of vision cognition theory. 

The aims of the solution include: 

1) Recognize many different objects accurately in an arbitrary 2D image;  
2) Recognize objects in degraded image such as occlusion, deformation;  
3) Recognize objects independent of viewing position; 
4) Recognize objects at an appropriate level of abstraction; 
5) Computational complexity is linear or sub-linear scalable; 

Methods inspired by visual cognition theory include: 

(a) Multiple-level objects Coding  
We use Recognition-by-component (RBC) theory [14], deformed superquadrics or 
spheres Generalized Cylinder [21] and Feature Integrated theory [18] to code object 
and to produce a hierarchical object code table. 

RBC theory is used to code the basic-level objects with specified boundaries. 
When shown a picture of a sparrow, most people answering quickly call it a bird not a 
sparrow or animal. There bird is in basic-level, and sparrow in subordinate-level, 
animal in superordinate-level. There are approximate 3000 basic-level terms for fa-
miliar concrete object that can be identified on the base of their shape rather than 
surface properties of color or texture [22]. The fundamental assumption of RBC the-
ory is that a modest set of Geons (less than 36, 12 used in our solution), can be de-
rived from contrasts of five readily detectable properties of edges in a two-
dimensional image: curvature, collinearity, parallelism, cotermination, and symmetry. 
The detection of these properties is generally invariant over viewing position and 
image quality and consequently allows robust object perception when the image is 
projected from a novel viewpoint or when image is degraded. So we can roughly 
reach Aim (2), Aim (3). Considering relations of relative size, verticality, centering, 
and relative size of surfaces at joins, there are 57.6 different combinations of ar-
rangement between the two Geons. If two Geons can be recovered from images, we 
can code 8294 (12*12*57.6) objects, and if three Genos, 5.73 million (12* 12* 12* 
57.6*57.6) objects to be yielded, which almost be over much redundancy compared 
with 3000 basic-level objects. Thus we can effectively reach Aim (1).  

Feature Integration Theory is used to code objects without specified boundaries 
or to define subordinate level objects. These surface features includes color, texture, 
intensity, brightness, orientation and their transformed value such as color histogram, 
texture co-occurrence matrix and so on. Deformed Superquadrics or spheres General-
ized Cylinder suggested by [21] is quantitative method which can be used to define 
subordinate level objects. So the solution can roughly reach Aim (4). 

The process of object recognition is mainly divided into two stages: a) to compute 
RBC Geons and surface features from input image; b) to simple look up the object 
code table by using Geons and features as indexes. Because the number of Geons and 
features is fixed, the computational complexity of the first stage is almost fixed. The 
process of looking-up the table is one-to-one map, so its computational complexity 
can be lower than linear or sub-linear. So we can reach Aim (5).  

(b) Geons and feature recovering. There are two methods to compute Geons. One 
is to use Marr’s prime sketch to accurately compute these Geons as Quang-Loc 
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Fig. 1. the framework of image object 
recognition by British psychologist 
Richard L. Gregory 

Nguyen et al did [16], which needs detect edge information well. The other is to use 
statistical method. it is not difficult because there are only 12 Geons requiring com-
puting. The detail computational process please see [23]. It is an easier work to com-
pute surface features than to recognize Geons. Deformed Superquadrics or spheres 
Generalized Cylinder is recovered in a relatively simple numerical optimization 
method. The attributes of these Geons and features will be adjusted by appropriate 
constancy transformations controlled by depth cues and topological transformation 
[27]. During the process of objection recognition, attention mechanism and Gestalt 
Laws can be used to guide the image grouping. 

(c) Bottom-up and top-down interaction. The whole process is the interaction of 
bottom-up and top-down processing, whereas top-down knowledge (such as object 
code table in this paper) is at the core of the whole process. Knowledge can help us 
resolve many of problems of noise and ambiguity. Moreover, feedback technology 
will be used to refresh top-down knowledge set. 

2   Human Vision Cognition Framework  

Gregory R.L. [9, pp 251] views human vision 
system as a task of information-processing, 
and argues that image will be translated into 
human internal representation during this 
process (see Fig.1). Fig.1 show that bottom-
up signals from images are first processed 
unconsciously by general grammars such as 
the laws of Gestalt and constancy 
transformations (side-ways), and are then 
interpreted consciously by predefined knowl-
edge (Top-down). The output about object 
can guide behavioral exploration. Feedback 
and learning of successes and failure may 
correct and develop the set of predefined 
knowledge. It is suggested that image signal 
processing may be affected by emotion. 

3   Our Full Solution and Main Implementation Steps 

Inspired by British psychologist Richard L. Gregory, from the perspective of com-
puter science we extract the pith of main schools of vision cognition theory to con-
struct an object recognition solution. Fig.2 illustrates its main implementation steps. 
From the framework, we can easily find out that the predefining set of knowledge is 
at the core of the whole process, which not only constraints grouping and recogniz-
ing process, but also is often modified after stable output reaches. The whole process 
includes twelve steps and divides into four parts: initial part (step 1-2), Marr’s Sketch 
calculation (step 3), calculation and transformation of Geons and features (step 4-8), 
and object recognition (step 9-12). There includes a feedback process of human-
machine interaction in the later two parts. 
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Fig. 2. Main implementation steps of image object recognition 

For a given image, the main computational processes can be described as below:  

(1) Predefining set of knowledge. Human has a plenty of knowledge about physi-
cal world and how they behave, which make inferences possible. So when computer 
vision problems are considered, don’t forget the brain but only concentrate on the eye 
because information stored in the brain can facilitate the reasoning [9, pp 250-251]. If 
we want to design a general-purpose vision machine, we must first classify and struc-
ture the knowledge for it, which is also the basis of understanding human behavior. 
The initial set is usually created manually and it can be refreshed once when the hu-
man-machine interaction can be successfully executed (step 6, step 12 in Fig.2). After 
the step of human-machine interaction has been executed many times, the set of 
knowledge will reach a stable state and the image object recognition can be automati-
cally completed by computer, which makes the step of human-machine interaction 
unnecessary. It is just as a boy can independently understand the physical world rea-
sonably well after he has acquired a stable perception ability and knowledge by 3-6 
years observation experience with adult’s help.   

(2) Image preprocessing. It includes image filtering, image strengthening, imag-
ing sharpening and so on. The technologies in the domain are almost mature.  

(3) Calculating Marr’s Sketch. It includes Marr’s prime Sketch and 2.5D sketch. 
The details refers to [3, pp 1-264].  

(4) Grouping of Marr’s Sketch. Marr’s Sketch mainly consists of separate dots 
and lines, which does usually not completely correspond to a meaningful thing of real 
world. Therefore we have to further group Marr’s Sketch into some meaningful per-
ception unit. Under most of circumstances, the process can be automatically imple-
mented controlled by the grouping principle of Gestalt laws and Pre-attention and 
attention mechanism [24] [25]. But when environment become very complex such as 
lots occlusions and local discontinuities, the predefined knowledge must be also em-
ployed to get more unambiguous units. 
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(5) Calculating Geons and Features. If each group of Marr’s Sketch corresponds 
to only one Biederman’s Geon, it is very easy to recognize it, because the number of 
Biederman’s Geons is relatively small (12 used in the solution). But if there is a rela-
tion of one to more, we have to gradually adjust the grouping parameters and each 
time separates a single dominant Geon from all remaining Geons in the group. There-
fore, all kinds of machine learning technology can be employed in this step [23]. Then 
the features and quantitative information of Genos will be computed for subordinate 
object recognition. 

(6) Human-machine interaction. Benefiting from the long-term natural selection, 
the algorithms and mechanisms of eyes are always the best and most general. The 
inheritance only forms the basis for learning, so that human have to learn most knowl-
edge and ability for the sake of seeing. What is learned by an individual can’t directly 
be inherited by its descendants. So we have to continuously help computer with learn-
ing by active hands-on exploration to relate the perception to conceptual understand-
ing, as do it for a baby (Gregory. R.L.1997, pp136-169). If the result of step 5 can’t be 
confirmed by human, the process has to go back to step 4 (see Fig.2), for the wrong 
result mainly originate from incorrect grouping in step 4 according to psychologists’ 
opinions. All the results of step 6 both success and failure will be regarded as a 
knowledge-based cases to expand or modify the predefining set of knowledge. Feed-
back technology sees [26]. 

(7) Topological transformation. The most important topological transformation is 
Local homotopy rule that we tend to accept an original image and its transformed 
image as identical, if the image is undergone a local homotopy transformation within 
its tolerance space. For example, a face with a mouth whether opening or closing is 
regarded as identical one. The process may be skipped when the image is very simple. 
The purpose of this step is to adjust the attributors of Geons and features, which will 
influence the computation of Geons’ relation [27]. 

(8) Constancy transformation. Three of the most important transformations for 
our model are color constancy transformation, size constancy transformation, and 
shape constancy transformation, whose computational theory sees [24, pp 211-264] 
[2, pp 15-52]. The purpose of this step is to adjust the attributors of Geons and fea-
tures, which will influence the computation of Geons’ relation. 

(9) Grouping of Geons and features. Each object usually includes more than one 
Geons. All Geons got in above steps must be grouped into proper units, each of which 
will construct a meaningful object. The process, principle and properties are similar to 
those of step 4.    

(10) Calculating relations. The same Geons or features with different relations 
will construct different objects. So the calculation of relation is the same important for 
object recognition as the calculation of Geons and features. Possible relations please 
refers to [14].  

(11) Recognizing objects. It is a relatively simple step because we only search the 
predefined set of knowledge by using the Geons and features and their relations as 
indexes to find out all possible objects in the image.  

(12) Human-machine interaction. The process, principles and properties are 
similar to those of step 4. 
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Though there are only twelve steps, each step is full of extraordinary difficulties. 
One lies in the boundary between psychology, math and computer science. Another is 
how to effective define the set of structural knowledge, which can match for the mem-
ory of human brain. 

4   Some Examples 

Because of the huge complexity of implementation, we simulate some simple exam-
ples to illustrate the feasibility and validity of this model. The full implementation of 
this solution on machine will be done in further work.  

4.1   Predefining Set of Knowledge  

We define a small set of Biederman’s Geons, some objects and their relations.  

(1) The set of twelve Biederman’s Geons 
The set of Biederman’s Geons are classified on the basis of four qualitative geometri-
cal attributes (axis shape, cross-section edge shape, cross-section size sweeping func-
tion and cross-section symmetry). In this paper, we use the same 12 Geons as the 
selection of Weiwei Xing [23], which ignore the symmetry attribute of Geons because 
of its computational complexity. These Geons are extracted by using Support Vector 
Machine and Neural Network. The attributes of 12 Geons are denoted in Table 1 and 
their shapes are shown in Fig.3. 

Table 1. is the denotation of 12 Geons 

 

 

Fig. 3. shows 12 Geons with same 
Abbr. in Table 1 

(2) The definition of objects  
These definitions of below objects come from America Traditional Dictionary. 

Tree is a large (usually tall) long-lasting type of plant, having a thick central 
wooden stem (truck), from which wooden branches grow, usually bearing leaves. 

Door is a movable structure used to close off an entrance, typically consisting of 
a panel that swings on hinges or that slides or rotates. 

Wall is an upright structure of masonry, wood, plaster, or other building material 
serving to enclose, divide, or protect an area, especially a vertical construction form-
ing an inner partition or exterior siding of a building. 
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Table 2. illustrates the constitutional relations 
between these objects and their parts. The labels 
of Geons are the same as table 1 and Fig.3 

Object Part Geons 
Truck 4.s-c-co 
Branches 6.s-c-t Tree 
Leaves 5.s-c-id 
Roof 1.s-s-co 
Window(s) 1.s-s-co 
Wall(s) 1.s-s-co 
Door(s) 1.s-s-co 

House 

Ground 1.s-s-co 

Window is an opening construct in 
a wall that functions to admit light or 
air to an enclosure and is often framed 
and spanned with glass mounted to 
permit opening and closing. 

Roof is an exterior vaulted surface 
and its supporting structures on the 
top of a building. 

Ground is a land surrounding or 
forming part of a house or another 
building or the solid surface of the 
earth. 

House is a structure consisting of 
walls, doors, windows, ground and 
roof, serving as shelter or location of 
something, etc. 

(3) Definition of the relations between Geons  
The same primitives with different relations may construct different objects, so the 
location relations among Geons are significant for the recognition of objects. All 
relations between Geons of same objects are listed in Table 3 [14]. Table 2 and Table 
3 explicitly show a fact that it is the different relations between roof, window, door, 
wall and ground that make them different from others, though they correspond to the 
same Geons.  

Table 3. defines all relations between Geons of same object. Symbol “/” denotes that there is 
not suitable relation. The Geon number is same as Table 1 and Fig.3. 

Object Part 
Geon 
number 

Size 
relation 

Verticality 
relation 

Centering 
at joins 

Surface size 
at joins 

Truck-branch 
4-6 

Greater Side  Centered 
Long to 
short 

Tree 
Branches-leaf 

6-5 
Greater Side Centered 

Long to 
short 

Roof-wall 1-1 Greater Above Centered / 
Wall-window 1-1 Greater Below Centered / 
Wall-door  1-1 Greater Above Off center / 
Wall-ground 1-1 Smaller Above Off center / 

House 

Door-ground 
1-1 

Smaller Above Off center  
Short to 
long 

4.2   Object Recognition from Image 

In essence, the process of predefining set of knowledge is to code objects in the physi-
cal world by using different image primitives and different relations. Inversely, the 
object recognition is thus actually a process of looking up the predefining set of 
knowledge by using image primitive and their relations as indexes. Therefore image 
object recognition can be accurately and effectively implemented. Some examples are 
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shown in Fig.4. Fig.4 (a) is an original input image, which will be further processed 
according to the flow in Section 3. Fig.4 (b) shows the result of image preprocessing 
such as edge extraction and image strengthening, from which we can work out Marr’s 
Sketch such as blobs, terminations and discontinuities, edge segments, virtual lines, 
groups, and so on [3]. After appropriate grouping and transformation to Fig.4 (b), we 
can get its Biederman’s Geons and relations between them, which are shown in 
Fig.4(c). The image in Fig.4(c) can clearly be classified into two groups by using the 
principle of good continuation, proximity and similarity. The left group in Fig.4(c) 
consists of three Geons: s-c-co (No.4), s-c-id (No.5) and s-c-t (No.6). The Geon s-c-
co (No.4) is Greater in relatively size than Geon s-c-t (No.6) and locates to Side 
Geon s-c-t (No.6) in vertical direction. The end of Geon s-c-t (No.6) connects to the 
Center of the side of Geon s-c-co (No.4). The Long surface of s-c-co (No.4) joins at 
the Short surface of Geon s-c-t (No.6). So the relation between Geon 4 and Geon 6 is 
abbreviated into Greater, Side, Centered and Long to short. The relation between 
Geon s-c-t (No.6) and Geon s-c-id (No.5) can be got in the same way. If we can use 
these Geon and relations to search Table 3 and to compare with Table 2, the object of 
the left group in Fig.4(c) can be surely recognized as a Tree. Similarly, we can get 
object name of the right group in Fig.4(c), which is a House. 

   
(a)                                          (b)                                                   (c) 

Fig. 4. shows some examples of image object recognition: (a) Original input image; (b) Result 
of image Preprocessing; (c) Geons and relations between Geons (the label of Geons is same as 
Table 1). 

5   Discussions  

In this paper, a general solution for image object recognition is proposed and some 
simple examples are given to illustrate the feasibility and validity of this solution. The 
intrinsic logic of this model is that computer vision problem is surely similar to human 
vision problem in theory, because only from the perspective of optical imaging the eye 
and camera have the same mechanism. So we argue that if machine can’t catch up with 
human eye in the field of image understanding, the only reason must be that computers 
have not take full of use of mechanisms of human eye, in that computer has out-
weighed human in the aspects of information collection, data storage, computation 
capability and so on. Since the main tasks of psychology of visual cognition are to find 
human seeing what, seeing where, how to see, it is a considerably natural and reason-
able selection to constitute our solution on the base of cognition science.  
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Though cognition science enlightens a novel, hopeful and exciting way for image 
object recognition, we have to overcome many difficulties. Open issues of our solu-
tion mainly include: (a) effectively defining a structural set of knowledge; (b) translat-
ing qualitative descriptions of psychology (such as the laws of Gestalt) into quantita-
tive mathematical expression and machine implementation; (c) effectively applying 
technologies of human-machine interaction; and (d) recognizing Geons in the com-
plex situations such as occlusions, and image degradation. We will continue to work 
in the field. After all, our ultimate aim is to make machines automatically recognize 
image objects like human. 
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Fig. 1. Shows different semantics in a same 
image, (a) Direct semantics, (b) Behavioral 
semantics, (c) Associated semantics 
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Abstract. Much evidence from visual psychology suggests that images can be 
looked as a kind of language, by which image semantics can be unambiguously 
expressed. In this paper, we discuss the primitives and grammar of image 
language based on cognition theory. Hence image understanding can surely be 
manipulated in the same way as language analysis. 

Keywords: Image semantics, Visual cognition theory, Image Language. 

1   Introduction 

Automatic semantics extraction of image is still a highly challenging issue. The most 
important cause is that computer vision community is lack of effective collaboration 
with visual psychologists [1]. Computer vision problem in theory is similar to the 
human vision problem, both of which are the process of discovering from images 
what is present in the world, and where it is [2, pp1][3, pp19-20]. The human vision 
system is the best and the most general. The visual cognition theory can guide 
computer to reach the performance of human vision system, because its main tasks 
are to find human seeing what, seeing where, how to see [4-7][9][12]. 

2   Definition of Image Semantics 

Psychologists have given many conceptions 
such as Behavioral and Geographical 
Environment, Psychological and Physical 
Field, Psychological and Physical 
Environment, and Mental and Physical Fact, 
all of which are used to suggest that the same 
thing has different meanings [5-7]. According 
to these psychological conclusions, we 
argue that every thing in real world has 
three different semantics: direct semantics, 
behavioral semantics, and associated 
semantics, whose relations are shown in 
Fig.1. 
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Fig. 5. Marr’s primitive: (a) The 
original image; (b) The raw primal 
sketch denoted by filled circles; (c) 
The oriented tokens; (d) Grouping by 
the difference; (e)&(f) 2.5D sketch. 

The direct semantics of image refers to the values that are measured by different 
meters such as photometer, speedometer, retinas of animals and so on. The direct 
semantics directly reflects the real world.  

The behavioral semantics of image refers to the values that are inferred on the basis 
of the direct semantics of image and may be affected by associated semanticsThe 
process to get behavioral semantics is called unconscious inference by psychologist, 
for only innate knowledge is used [4, pp 2]. The behavioral semantics of image can 
results in immediate and unconscious reaction to the real world.  

The associated semantics refers to any information that can be induced from the 
direct semantics and (or) behavioral semantics. The process is constrained by 
predefined structured knowledge. We call such process conscious inference because 
learned knowledge can be employed, which is the most important difference from 
the unconscious inference. 

3   Image Is a Language 

Any semantics has to be expressed by a certain kind of language. We argue that the 
image itself can be looked as a kind of language, which can express image semantics.   

Different nation has different language, all of which is almost equivalent, because 
all of them reflect the same objective world. Image can been seen as a language 
because it can uniquely express the objective world. In this sense, it is almost 
equivalent to other language. In fact, many languages are originated from the images, 
such as Chinese, and Japanese. Fig.2, Fig.3, Fig.4 show the evolution process of 
Chinese character MOUNTAIN, WATER, FIGHTE from (a) natural images to (b) 
ancient Chinese version, then to (c) modern Chinese version [8, pp 49,43,29].  

   

Fig. 2. Chinese “Mountain” Fig. 3. Chinese “Water” Fig. 4. Chinese “Fight” 

4   The Primitive of Image Language  

Any language can be decomposed into a 
relatively small set of primitives [9]. The image 
language can be decomposed into primitives. We 
choose three level primitives: Marr’s prime 
sketch and 2.5D sketch, Generalized Cylinder, 
and Kobus’s associated text. They are usually 
used to represent shape, but after necessary 
modification, they can also be used to represent 
other visual information such as color, texture, 
position etc.  



1278 A. Wu et al. 

 

Fig. 7. Some examples of associated 
text from Kobus Barnard 

Fig. 6. Biederman’s Geons 
—unit object shapes—fitted 
to some common objects 

Fig. 8. Illustrates some examples 
of the grouping principle 

4.1   Marr’s Prime Sketch and 2.5D Sketch [2, pp 1-264] 

In general, the aim of Marr’s primitives is to develop useful description of shapes and 
surface that form the image. These primitives have three levels from simple to 
complex: intensity value, primal sketch, and 2.5D sketch (Fig.5). 

4.2   Generalized Cylinder 

One is Biederman’s Geons, which are some basic 
elements of shape that may be used for human vision. 
Object recognition can be achieved directly from these 
Geons under the constraints of predefined knowledge 

[4, pp 79-81][9]. Fig.6 shows Biederman’s basic idea. 
Another Generalized Cylinder primitive and its 

application see [10], which can be used to 
quantitatively define objects other than qualitative 
Biederman’s Geons. 

4.3   Kobus’s Associated Text [11] 

To eliminate image ambiguities, it is best way to 
represent image semantics using structural 
associated text from structural natural languages. 
Fig.7 are some examples calculated by Kobus 
Barnard. Once the image has been translated into 
structured text, they can be further analyzed, for it 
is relatively easier to automatically process text.  

5   The Grammar of Image Language  

5.1   The Laws of Gestalt 

(1) The grouping principle [3, pp 113-211][5, 
pp106-176]. It is used to achieve spontaneous 
grouping of elements. The psychologists hold that 
stimuli or components, which can construct the best, 
the simple, the stable object, will be classified into a 
group. The grouping principle can be further 
summarized into five principles: (a) the principle of 
proximity, in Fig.8-a, we tend to look these separate 
dots as rows and columns; (b) the principle of 
similarity, in Fig.8-b, we tend to group together the spots that are similar to another, so 
we only see the column; (c) the principle of good continuation, in Fig.8-c, we tend to 
group together the parts of the curved, excluding the straight line; (d) the principle of 
closure tendency, in Fig.8-d, we tend to see these shapes as two rectangles, one behind 
the other, although we could just as well as see a rectangle and L in the same plane; 
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Fig. 9. Smaller regions (a) 
regions (b) tend to be 
perceived as figure 

Fig. 10. Different arrangements of 
the same primitive can produce 
different objects 

Fig. 11. (a) an example of size 
constancy that all trees are perceived 
same high in spite of different in the 
image; (b) simultaneous contrast: 
though the value of lightness are 
complete same,they look much 
different. 

and (e) the principle of common fate: the tendency to group those units that move 
together in the same direction and at the same speed.  

(2) Figure-ground segregation principle [5, pp 177-210]. We often simple think the 
parts that stand out from the image as figure and those that recede into the image as 
background. In ambiguous patterns, smaller region (Fig.9-(a)), symmetrical regions 
(Fig.9-(b)), vertically or horizontally oriented regions 
tend to be perceived as figures. If two regions are so 
segregated that one encloses the other, the enclosed one 
will become figure, the enclosing the ground. The 
common borders between the figure and the ground are 
often assigned to figure. In generally, the ground is 
simpler than the figure.  

5.2   The Location Relation Among the Primitives 

To visual perception, the whole is more than the sum 
of its parts [5, pp 176]. The same primitives with 
different relations may construct different objects. For 
example, an arc side-connected to a cylinder can yield 
a cup (Fig.10-a), but an arc is connected to the top of     
cylinder to produce a pail (Fig.10-b). Whether a 
component is attached to a long or short surface can 
also affect classification, as with the arc producing an 
attaché case (Fig.10-c) or a strongbox (Fig.10-d) [9]. 

5.3   Constancy Transformations  

The retinal image is different from the objects’ 
outline, but the object looks the same to us, 
which is called Constancy. There mainly 
includes color constancy, brightness constancy, 
lightness constancy, motion constancy, size 
constancy (Fig.11-a), shape constancy, and 
location constancy [5, pp 211-264][3, pp 
15-52]. Simultaneous contrast phenomena [2, 
pp. 259-261] (Fig.11-b) suggests that human 
eyes don’t detect absolute energy of brightness, 
color etc, but their difference that is directly 
proportional to the background energy. Most of 
constancy can be implemented by simultaneous 
contrast transformation. 

5.4   Topological Transformations  

The most important topological transformation is Local homotopy rule that we tend to 
accept an original image and its transformed image as identical, if the image is 
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undergone a local homotopy transformation within its tolerance space. For example, a 
face with mouth whether opening or closing is regarded as identical one. The same is 
true for homeomorphism rule, homeomorphism rule in cluster, null-homotopy rule in 
cluster, object superiority effect and so on [12, pp. 100-159].  

6   Discussion and Future Works 

Guided by cognition theory, we carefully discuss the definition of image semantics, 
image language and its grammar and primitive. Much evidence indicates that many 
languages are indeed originated from the images. Hence image understanding can 
surely be manipulated in the same way as language analysis, which is a relatively 
simpler and more mature field. We will continue to work in the field. In future work, 
semantics model and image language proposed in this paper will be used for 
automatic image semantics recognition.  
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Abstract. We present a discrimation method for seismic events. One
event is described by high level features. Since these variables are both
quantitative and qualitative, we develop a processing line, on the cross-
road of statistics (”Mixtures of Experts”) and Artificial Intelligence
(”Fuzzy Inference System”). It can be viewed as an original extension
of Radial Basis Function Networks. The method provides an efficient
trade-off between high performance and intelligibility. We propose also a
graphical presentation of the model satisfying the experts’ requirements
for intelligibility.

1 Introduction

In the context of the CTBT (”Comprehensive Nuclear Test-Ban Treaty”) the
capacity to discriminate nuclear explosions from other seismic events becomes
a major challenge. The CTBT provides a global verification system which will
eventually include a network of 321 measurement stations worldwide with a
various collection of sensors and an international data center. In the next years,
the flow of data to process will be increased by an order of magnitude. Thus, there
is a need for automatic methods of classifying seismic events. However, the final
classification decision has to be controlled by the expert. The automatic methods
will process the obvious cases and will present to the expert the more contentious
cases. So the expert needs more than the final decision which is provided by the
automatic system: he wants to understand the way this decision is obtained.
Therefore this research was initiated by the LDG (Geophysics Laboratory) of
the French Atomic Energy Agency (CEA) to select discrimination methodology
with the two following joint criteria: High performance and Intelligibility.

At this stage of research, we focus the study on the seismic events recorded
in France. This database gathers 13909 events which occurred between 1997 and
2003 inclusively. There are three types of events: earthquakes, rock bursts and
mine explosions. To classify the events, we have five high level inputs that have
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been extracted from the seismic measurements: magnitude (quantitative variable
ranging from 0.7 to 6.0), latitude (quantitative variable ranging from 42 to 51),
longitude (quantitative variable ranging from -5 to 9), hour (circular variable
ranging from 0 to 24) and date. Actually, date is a qualitative variable with 3
modalities: Working day, Saturday and Sunday and Bank holidays. Processing
specifically this qualitative variable will contribute in this study to improve the
results of the classifier. Preliminary statistical studies clearly indicate that all
these features significantly contribute to the expert decision. Among the various
existing discrimination methodology in the statistical literature, we selected first
order Sugeno Neuro-Fuzzy inference systems for their properties:

– They are able to model intelligible and flexible decision rules
– They can be combined to build complex decision rules
– It is possible to improve them using expert knowledge through a learning

procedure

This methodology allows us to build from the database a high-performance
classification system which is tractable by human expert. This intelligibility issue
is the key point of this work.

This paper is organized as follows. We recall first in section 2 the connec-
tion between a fuzzy inference system and an expert mixture classifier. Then
we present a full data processing line which consists in different components:
clustering, complementary estimation, supervised EM algorithm. They are pre-
sented successively in section 3. We show how results are improving after each
step. Then, section 4 focuses on the second main point : the intelligibility of our
system by human experts. We face this crucial challenge using an appropriate
graphical interface. At last, we present the future orientations of this research
which will focus on the interaction between the expert and the automatic system.

2 Fuzzy Inference System

Fuzzy logic became popular at the ”golden age” of expert systems. Zadeh ( [15]),
Dubois and Prade’s ( [4]) pioneering works about fuzzy logic proposed a new
approach to model uncertainty in inference systems. When empirical knowledge
is available jointly with expert knowledge, learning is currently used to fuse them.
Besides, learning process was not easy to embed into fuzzy logic system. Neuro-
fuzzy systems ( [8]) were designed to take avantage both of the modelling power of
fuzzy inference systems and of the learning capacities of neural networks. They
were used to model and to control empirical dynamical systems ( [13], [14]).
They were also introduced in classification problems (see for instance Frayman,
Wang [5], [6]). We shall follow this approach. First we recall the mathematical
model of a Sugeno rule ( [12], [11]) and of a Sugeno classifier.

A rule-based classification consists in a set of rules. For instance in simple
systems, each rule may be defined by its antecedent (the set of input data that
check the rule) and its consequent: the classification decision that attributes a
class to the elements that check the rule. A fuzzy Sugeno’s rule k is defined by
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– a function μk which is defined on the input space and which takes its values
in [0,1] (the membership degree)

– a positive real ρk (the weight of the rule)
– a unit vector zk in the output space (the consequent of the rule)

The membership degree of first order Sugeno’s rule is the product of individ-
ual feature membership degrees (fuzzy AND). The weight of the rule is used to
build the final decision by a weighted sum of overlapping rules (fuzzy agregation).
The Sugeno classifier can be defined by

Z(x) =

NbRules∑
k=1

ρkμk(x)zk

NbRules∑
k=1

ρkμk(x)

. (1)

The mixture of experts classifier may be viewed as a particular case of the
previous model where

– each μk is a probability density (with respect to a basic measure, as Lebesgue
measure for quantitative variable or countable measure for qualitative one)

– the vector (ρk) is a stochastic vector
– each zk is a stochastic vector

The output Z(x) for a particular point of the input space is a stochastic
vector: each component can be viewed as a probability of class membership.
Note that a deterministic classification may be finally obtained through a max
mechanism. Another mechanism can be proposed, which allows rejection when
the determination of the max is not robust enough.

With a convenient normalization, it is possible to establish equivalence be-
tween Sugeno’s rule and hidden variables in a stochastic framework and between
Sugeno’s classifier and Bayes classifier. Moreover, in that case, the classifier has a
Bayes interpretation. When the membership functions are Gaussian, the classi-
fier amounts to a classical radial basis function network. However, the processing
of the qualitative variable deserves a special attention. So, we propose an original
extension of this model to take into account the specific hybrid structure of our
input space.

3 Procedure and Results

For estimations, we build balanced data bases (1025 events of each class) and
then we separate them to make 5-fold cross-validation balanced data bases (860
events of each class in the learning data bases and 215 in the test data bases).

In this section, we expose the three steps to set the parameters of our Fuzzy
Inference System of Sugeno. First, we have to estimate probability densities
(μk)k=1···NbRules. Among many solutions found in the scientific literature and
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guided by previous study made in LDG (Fabien Gravot’s training [7]), we opt
for Chiu’s algorithm [3]. This algorithm determine cluster number (NbClusters)
and gaussian parameters of each cluster. Each cluster found by the algorithm
represente a rule used consciously or not by experts. Chiu’s algorithm operate
on input space spanded only by quantitative variables. Thus, to take account
of our hybrid structure of input space, we add the qualitative variable by es-
timating modality probabilities for each cluster. At last, to improve this Fuzzy
Inference System, we used the Expectation-Maximization (EM) algorithm to set
parameters.

Note that our notations are :

– X = (Xi)i=1···N is a population sample.
– Xi = (XQT

i |XQL
i ) where XQT

i = (XQT
i,l )l=1···(NbInputs−1) is a vector of the

quantitative variables and XQL
i is the qualitative variable,

– 1l is the indicator function.

3.1 First Step: Clustering

Implementation. To implement this first stage, we used unsupervised learning
algorithms to estimate each class localization density. Many clustering methods
can be used to initialize clusters. In 1994, Yager and Filev proposed an original
method based on potential computation meaning point density. Chiu [3] improve
this method using data point repartition rather than grid (potential computation
is faster). Alternative algorithms are fuzzy k-means ( [2]), neural gas ( [10])...
They improve cluster localizations iteratively and the cluster number is fixed by
users.

On the basis of Fabien Gravot’s preliminary results, we choose Chiu’s algo-
rithm. For each class separately, we operate the algorithm of clusters research.

Algorithm parameters are:

– rα is the radius defining a neighborhood (a positive vector). We put the
value at 1.25 for each dimension of the input space.

– rβ is the radius defining a neighborhood in potential reduction (rβ = 1.5 rα).
– ε̄ first threshold for acceptance (its value is 0.5) and ε second threshold for

acceptance (its value is 0.15). These thresholds are used to define criteria for
enough potential and proximity between clusters computed.

Briefly, the Chiu’s algorithm for cluster research is:

1. Compute the potential of each data point

Pi =
N∑

j=1

exp

(
−4

NbInputs∑
l=1

d(Xi,l, Xj,l)2

r2α,l

)
. (2)

Note that the circular variable (hour) is treated with the circular distance.
So d can be euclidian distance or circular distance according to the input.
When potential are computed, we initialize the first cluster C1 to the point
with maximum potential.
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2. Look for other clusters (”while” loop)
(a) Xk point with maximum potential (Pk)
(b) If Pk is high enough and Xk is distant enough of other clusters then, Xk

is taken as a new cluster and the potential of the other points is reduced
as follows:

Pi = Pi − Pk × exp

(
−4

NbInputs∑
l=1

d(Xi,l, Xk,l)2

r2β,l

)
(3)

and we return to the begining to find a new cluster.
Else, Xk is not accepted, its potential is replaced by 0 and we return to
the begining to find another cluster.

(c) If no other cluster is found we stop.

At this stage, we initialize standard deviations (gaussian widths) by:

σl =
[
(rα)l

maxl −minl√
8

]
where l = 1 · · ·NbInputs , (4)

minl (resp. maxl) means the lth input minimum (resp. maximum). So, standard
deviations are equal for each dimension of the input space for each class. This is
not optimal.

Experimentation. To compute performances using ( 1), we initialize weights
equal into the same class. For one class, the sum of weights equals to 1

3 (because
we have 3 classes). Output rule values zk are deterministic : the rule conclude to
one class certainely (the one associated to current cluster - we operate on each
class separately-).

First, according to previous study in the LDG, we treat all the variables
as quantitative variables. Later, in agreement with expert judgements and sta-
tistical theory, we operate algorithm only on the input space reduced to our
quantitative variables.

Table 1 sums up performances (means and standard errors of good classi-
fication rate) computed, on 5-fold cross-validation data bases, on the complete
input space (variable date treated as quantitative variable, see in the table ”all
quant.”) and, on the input space without this qualitative variable (see ”only
quant.”).

Table 1. Results after clustering: good classification rate

Method learning data (%) test data (%) clusters number

Subclust (all quant.) 85.4031 ± 0.8674 84.8372 ± 1.4725 32;36;35;38;37
Subclust (only quant.) 85.6589 ± 0.8523 84.6512 ± 1.7575 25;26;28;28;29
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Results in terms of good classification are similar but less clusters are found
when the input space contains only the quantitative variables. So, to be more
coherent and more efficient (less clusters) we keep, for the other steps, clusters
obtained on the reduced input space.

3.2 Second Step: Qualitive Variable Probability Estimations

Implementation. To take into account the qualitative variable date, we esti-
mate for each cluster Ck (which class is c), its probability distribution as:

pk(m|X) =

∑
Xi∈c

1lXQL
i =mAi,k∑

Xi∈c

Ai,k

(5)

and the corresponding model is (NbModes is the modality number of date):

Z(Xi) =
NbClusters∑

k=1

zk ρk Ai,k pk(XQL
i )

NbClusters∑
k=1

ρk Ai,k pk(XQL
i )

(6)

where :

Ai,k =

exp

⎛⎝−1
2

NbInputs∑
l=1

(
d(XQT

i,l , Ck,l)
σk,l

)2
⎞⎠

√
2π

NbInputs
NbInputs∏

l=1

σk,l

(7)

and

pk(XQL
i ) =

NbModes∑
m=1

pk(m|X)1lXQL
i =m . (8)

Experimentation. Table 2 sums up performances (means and standard errors
of good classification rate) computed, on 5-fold cross-validation data bases, with
model mixing quantitative and qualitative variables. Weights and output rule
values are the same as the previous step. Good classification rates are poorly
improved.

Table 2. Model mixing quantitative and qualitative variables: good classification rate

Method learning data (%) test data (%)

Subclust only quant.+ quali. 86.9922 ± 0.4838 86.0155 ± 0.9133
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Fig. 1. Geographical cluster positions and their influence (widths=σ) for each class
after clustering (best result in test among the 5-fold cross-validation data bases). The
learning data points are marked by cyan crosses.
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Fig. 2. Geographical positions and classification of test points (best result in test among
the 5-fold cross-validation data bases). Green triangles are ill classified test points and
red crosses marked well classified test points. Clusters of previous figure are recalled
here.
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Figure 1 presents the best model with 4 quantitative variables and the quali-
tative variable (best result in test among the 5 fold cross-validation data bases).
We show geographical cluster localizations along longitude-latitude dimension
and the learning data (cyan crosses). Clusters are marked by an ellipse which is
shaped according to longitude and latitude standard deviation values computed
with ( 4). The best model in test presents 25 clusters (15 for the first class, 5 for
the second and 5 also for the third).

Figure 2 presents the test data (red crosses are ill classed points and green
triangles are well classed points). The clusters (ellipses) are printed in blue here
for remember.

This projection allows us to conclude that clusters have not optimal overlap-
ping for the input space. To improve them, we are going to present EM algorithm
implementation.

3.3 Third Step: Expectation-Maximization Algorithm to Improve
Clusters Weight, Localizations and Widths

Implementation. To give better parameters values, we implement EM algo-
rithm for mixture of experts. A similar case study is done in [1] and more general
set-up is presented in [9]. Parameter vector, for the kth cluster is denoted θk. It
contains cluster weight ρk, localizations Ck = (Ck,l)l=1..(NbInputs−1) and widths
σk = (σk,l)l=1..(NbInputs−1). Set of parameter vectors is denoted θ. We denote X
the distribution associated to the input space.

Briefly, EM algorithm is a ”general method of finding the maximum-
likelihood estimate of the parameters of an underlying distribution from a given
data set when the data is incomplete or has missing values” ( [1]). In fact, when
we have mixture of experts, it’s difficult to derivate likelihood expression be-
cause of we have to derivate the logarithm of a sum on the experts (i.e. clusters
for us).

log(L(θ|X )) =
N∑

i=1

log

(
NbClusters∑

k=1

ρkpk(Xi|θk)

)
(9)

where pk(Xi|θk) is the density function parametrized by θk. In our case :

pk(Xi|θk) = Ai,k pk(XQL
i ) . (10)

To simplify this expression, we complete the data base by a set of hidden
variables Y (which distribution is denoted Y). These hidden variables are able
to associate each data point to the cluster that generated it. So yi is the value
of the hidden variable Y for the ith data point and its value ranges from 1 to
NbClusters. Thus, the log-likelihood with this hidden variable becomes:

log(L(θ|X ,Y)) =
N∑

i=1

log
(
ρyipyi

(Xi|θyi)
)
. (11)
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This algorithm sets parameters iteratively and, after each loop, the target
function (log-likelihood estimator) is improved ( [9]). We operate EM algorithm
on each class separately so N = Nc takes number of points in the cth class.

Briefly, the implementation has two steps:

– Expectation step: computation of expected value of the complete-data log-
likelihood (see [1] for details)

Q(θ) =
NbClusters

k=1

Nc

i=1

log(ρk)p(k|Xi, θ)+
NbClusters

k=1

Nc

i=1

log(pk(Xi|Ck, σk))p(k|Xi, θ).

(12)

– Maximization step: new parameter values (optimization)

ρnew
k =

1
Nc

Nc∑
i=1

p(k|Xi, θ) ,

Cnew
k,l =

Nc∑
i=1

Xi,l
p(k|Xi, θ)

Nc∑
i=1

p(k|Xi, θ)

,

σnew
k,l =

Nc∑
i=1

d(Xi,l, C
new
k,l )2

p(k|Xi, θ)
Nc∑
i=1

p(k|Xi, θ)

.

(13)

Experimentation. Here, we stop the algorithm after 50 iterations. We keep
these values to give new estimations for qualitative variable modality probabili-
ties for each cluster. Table 3 sums up performances (means and standard errors
of good classification rate) computed on 5-fold cross-validation data bases.

Table 3. Model mixing quantitative et qualitative variables after EM algorithm

Method learning data (%) test data (%)

Subclust only quant. + quali. + EM 93.6744 ± 0.5969 93.1163 ± 1.6575

Figure 3 presents geographical clusters position for each class by an ellipse
(which is shaped according to longitude and latitude standard deviation values
found after EM) in the best case (95.1938 % of well classed in test). Figure
contains also cyan crosses marking learning data point. Notice that data bases
giving best results after clustering are not the same that give best results after
EM algorithm.

Figure 4 presents geographical position of miss classified points in test (red
crosses) and the well classified (green triangles). The clusters are recalled by blue
ellipses.
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Fig. 3. Geographical clusters positions and their influence (widths=σ) for each class
after EM algorithm (best result in test among the 5-fold cross-validation data bases).
Learning data points are marked by cyan crosses.
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When the cluster positioning is operated by EM, then a better overlapping
is observed in the input space. Less miss classified points are found and their
positions remain reasonnable.

3.4 Conclusion

With this three steps, we improve greatly good classification rates. Table 4 sums
up improvement.

Table 4. Summary of the good classification rates found at each step

Method learning data (%) test data (%)

Subclust all quant. 85.4031 ± 0.8674 84.8372 ± 1.4725
Subclust only quant. 85.6589 ± 0.8523 84.6512 ± 1.7575
Subclust only quant. + quali. 86.9922 ± 0.4838 86.0155 ± 0.9133
Subclust only quant. + quali. + EM 93.6744 ± 0.5969 93.1163 ± 1.6575

So, we have to respect the complexity of the input space. Each input have its
importance and shoud appear in the model correctly to give all its information.
Evenif, Chiu’s algorithm of cluster research give good classification rates, EM
algorithm sems to be very efficient step to improve them.

Our model combines several methods, it gives an original processing in input
space mixing both quantitative and qualitative variables. Moreover, its presents
another advantage. Indeed, it gives intelligible interface to the experts of LDG,
the users of our model. So, computed results and final individual classification
decisions have to be understood by them. The next section develops this aspect.

4 Graphical Presentation

In this section, we present a graphical interpretation of our Sugeno’s rule system
( [8]). It is designed in order to be submitted to the expert. To improve legibility,
we present only the 10 main rules of the system (over the 29 that the best model
after EM algorithm used). Figure 5 shows rule system activation with data point
Y . In fact, we want a graphical interpretation of the suitability between the data
point Y and each rule. Each rule is presented along a line. The first column,
presents weight, the next one, the circular gaussian membership function for the
variable hour, the next three columns the gaussian membership functions for
the variables latitude, longitude and magnitude, the next one presents modality
probabilities for the qualitative variable date. In each graphic, vertical green line
fixes the input value for the data point. More this line is close to the center of
the gaussian function, more the data point is understanding by this rule (and
the red area is large). The next three columns (”eq”, ”rb”, ”me”) present output
rule values which represent the membership degree for each class (at this stage of
study only 0 or 1). The last one shows the activation rate associated to data point
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Y . It is a graphical level giving weight multiplied by rule suitability with the data
point Y (product of the area by the probability of the modality corresponding
to Y ).

The system issue that is associated to this data point is presented on the last
three graphics (pink lines at the bottom right of figure 5). Line values are done
by ( 1). To this input data point Y , the system concludes to an earthquake (z1
takes the tallest value).
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Fig. 5. Graphical interpretation of our fuzzy-inference system for a particular data
point Y

So, this presentation, in agreement with expert’s intuition, gives a confort-
able rule system interpretation for each new data point to classify. Graphically,
experts understand the suitability of the event to each rule in the Fuzzy Infer-
ence System. For a given data input, the activation of each rule is visualized.
Thus, it is possible for the expert to contest separately each rule. Validation of
this interface by human experts is in progress.

5 Further Orientations

Next improvements will give, for each rule, stochastic output. To have a proba-
bililistic interpretation, we want values ranging between 0 and 1 and which sum
equals to 1. At this stage of research, output rule values are deterministic (the
rule concludes to one class certainly). This development requires error criteria



Neuro-Fuzzy Inference System to Learn Expert Decision 1293

as least squares error criterion or maximum likelihood. We should also analyse
more precisely cluster stability to reduce their number to the minimum by melt-
ing (but less rules means lower performance). We intend to use other statistical
methods such as ”Decision Trees” or ”Support Vector Machines”.
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Abstract. Present research work relates to a methodology using modified 
smooth logistic membership function (MF) in finding out fuzzy patterns in 
multi-level of satisfaction (LOS) for Multiple Criteria Decision-Making 
(MCDM) problem. Flexibility of this MF in applying to real world problem has 
been validated through a detailed analysis. An example elucidating an MCDM 
model applied in an industrial engineering problem is considered to demon-
strate the veracity of the proposed methodology. The key objective of this paper 
is to guide decision makers (DM) in finding out the best candidate-alternative 
with higher degree of satisfaction with lesser degree of vagueness under tripar-
tite fuzzy environment. The approach presented here provides feedback to the 
decision maker, implementer and analyst. 

1   Introduction 

Existing methods to deal with fuzzy patterns of MCDM models are very cumbersome 
and sometimes not capable of solving many real-world problems. Present research 
work allows MCDM problems to take data in the forms of linguistic terms, fuzzy 
numbers and crisp numbers. Thus, the purpose of this paper is to propose a fuzzy 
methodology suitable in finding out fuzzy patterns in multi-LOS during selection of 
candidate-alternatives under conflicting-in-nature criteria environment. 

Existing literatures on MCDM tackling fuzziness are as broad as diverse. Litera-
tures contain several proposals on how to incorporate the inherent uncertainty as well 
as vagueness associated with the DM’s knowledge into the model [1,2,20]. There has 
been a great deal of interest in the application of fuzzy sets to the representation of 
fuzziness and uncertainty in decision models [9,12,14,15,16,29]. Bellman and Zadeh 
[4] have shown fuzzy set theory’s applicability to MCDM study. Yager and Basson 
[27]. Boucher and Gogus [6] examined certain characteristics of judgement elicitation 
instruments appropriate to fuzzy MCDM using a gamma function. A DM needs an 
MCDM assessment technique in regard of its fuzziness that can be easily used in 
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practice [18]. By defining a DM's preference structure in fuzzy linear constraint 
(FLC) with soft inequality, one can operate the concerned fuzzy optimization model 
with S-curve MF to achieve the desired solution [25]. 

One form of logistic MF to overcome difficulties in using a linear MF in solving a 
fuzzy decision-making problem was proposed by Watada [26]. Carlsson and Korho-
nen [8] have illustrated the usefulness of a formulated MF. Their example was 
adopted to test and compare a nonlinear MF [17]. Such an attempt using the said 
validated non-linear MF and comparing the results was made by Vasant et al [24]. 

In the past, studies on decision-making problems were considered on the bipartite 
relationship of the DM and analyst [22]. This notion is now outdated. Now tripartite 
relationship is to be considered, as shown on Fig. 1, where the DM, the analyst and 
the implementer will interact in finding fuzzy satisfactory solution in any given fuzzy 
system. An implementer has to interact with DM to obtain an efficient and highly 
productive fuzzy solution with a certain degree of satisfaction. This fuzzy system will 
eventually be called as high productive fuzzy system. 

 

Fig. 1. The Block Diagram for the Tripartite Fuzzy System 

MATLAB® fuzzy toolbox teaches 11 in-built membership functions and includes 0 
and 1. In the present work 0 and 1 have been excluded and the smooth S-shaped 
membership function has been extensively modified accordingly.  

As mentioned by Watada [26], trapezoidal MF will have some difficulties such as 
degeneration, i.e., some sort of deterioration of solution, while introducing in fuzzy 
problems. Logistic MF is found to be very useful in making decisions and implemen-
tation by DM and implementer [17,29]. This MF is used when the problems and its 
solutions are independent [13, 23, 28]. 

Vast literatures on the use of various types of MFs in finding out fuzzy patterns of 
MCDM methodologies force the authors to conclude with the following criticism: 

(i) Data combining both ordinal and cardinal preferences are highly unreliable, un-
quantifiable, imperfect and sometimes contain non-obtainable information and 
partially ignorant facts. 

(ii) Trapezoidal, triangular and even gamma functions MFs are not able to bring out 
fuzzy patterns in a fashion so as to delineate the degree of fuzziness inherent in 
MCDM model. 

(iii) Designing a flexible, continuous and strictly monotonously non-increasing MF to 
achieve a lesser degree of fuzziness inherent in MCDM model is required. 

Decision Maker 

Implementer Analyst 
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(iv) Tripartite relationship among DM, analyst and implementer is essential, in con-
junction to a more flexible MF design, to solve any industrial MCDM problem. 

Among many diversified objectives of the present work, one objective is to find 
out fuzzy patterns of candidate-alternatives having different LOS in MCDM model. 
Relationships among the degree of fuzziness, LOS and the selection-indices of 
MCDM model guide DMs under tripartite fuzzy environment in obtaining their 
choice trading-off with a pre-determined allowable imprecision. Another objective of 
the present work is to provide a robust, quantified monitor of the level of satisfaction 
among DMs and to calibrate these levels of satisfaction against DMs expectations. 

2   MCDM Methodology 

The MCDM methodology proposed in Bhattacharya et al [5] deals with calculating 
priority weights of important attributes. Global priorities of various attributes rating 
are found by using AHP [1,19,20,21]. These global priority values have been used as 
the subjective factor measures (SFM) [5] in obtaining the LSI [5]. The candidate-
alternatives are ranked according to the descending order of the LSI indices referred 
in equation (1). 

LSIi = [ (α  x  SFMi )  +  ( 1 - α )  x  OFMi ]                                                           (1) 

∀ i = 1, 2,…,n, n being the number of criteria; α is the objective factor decision 
weight of the model and we call it as the level of satisfaction (LOS) of the DM. 

In traditional AHP [19,21], if the inconsistency ratio (I.R.) [5,19] is greater than 
10%, the values assigned to each element of the decision and pair-wise comparison 
matrices are said to be inconsistent. For I.R. < 10%, the level of inconsistency is ac-
ceptable [19,21]. As the very root of the judgment in constructing these matrices is 
the human being, some degree of inconsistency of the judgments of these matrices is 
deemed acceptable. 

Saaty’s AHP model consists of four different stages: (i) modelization, (ii) valua-
tion, (iii) priorization and (iv) synthesis [11]. In the valuation stage of AHP fuzziness 
appears. Banuelas and Antony [2] raised four questions regarding the solution of 
classical AHP model. Among those four, three have been addressed in this work using 
a modified fuzzy S-curve membership function. 

The algorithm of the MCDM model [5] in which fuzzy patterns with multi-LOS 
has been incorporated, considers computation of the following equations 2 to 6 in 
addition to equation 1. For details of the basic MCDM model readers are encouraged 
to refer to Bhattacharya et al [5]. 
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SFMi = (Decision matrix PV) • PV                                                          (6) 

−
−

+== 1
1

ln

iLSI

A

C

LLSIULSI
LLSI

iSFMiLSI
αγαα

~              (7) 

where, A = 1, C = 0.001001001, 0 < α < 1 and   3 ≤ γ ≤ 47 and γ = a parameter to 
measure degree of fuzziness.  

2.1   Designing a Smooth S-Curve MF  

In the present work, we employ a logistic function for the non-linear MF as given by:  

( )
1 γ=

+ x

B
f x

Ce
                                                                                            (8) 

where  B  and   C  are scalar constants andγ , 0 < γ  < ∞  is a fuzzy parameter which 

measures the degree of vagueness, wherein γ  = 0 indicates crisp. Fuzziness becomes 

highest when γ → ∞ . The logistic function, equation (8) is a monotonically non-

increasing function [10]. A MF is flexible when it has vertical tangency, inflexion 
point and asymptotes. It can be shown that equation (8) has asymptotes at f(x) = 0 and 
f(x) = 1 at appropriate values of B and C [7]. 

It can also be shown that the said logistic function has a point of inflexion at x = x0, 

such that 
0

'' ( )f x = ∞ , '' ( )f x being the second derivative of f(x) with respect to x. A 

MF of S-curve nature, in contrast to linear function, exhibits the real-life problem. 
The generalized logistic MF is defined as: 

1      
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Ce
x x

                                                                  (9) 

The S-curve MF is a particular case of the logistic function defined in equation (9). 
The said S-curve MF has got specific values of B, C andγ . To fit into the MCDM 

model [5] in order to sense its fuzzy patterns we modify and re-define the equation (9) 
as follows: 

1

0.999
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x x

x x

B
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Ce
x x

x x
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=
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>

                                                      (10) 

In equation (10) the MF is redefined as 0.001 ≤ ( )xμ ≤ 0.999. We rescale the x-axis 

as xa = 0 and xb = 1 in order to find the values of B, C andγ . The values of B, C and 

γ  are obtained from equation (10). Since, B and γ depend on C, we require one more 



1298 P. Vasant, A. Bhattacharya, and N.N. Barsoum 

 

condition to get the values for B, C and γ . We assume that when 
20

ba xx
x

+= , μ(x0) = 

0.5. Since C has to be positive, computing equation (10) with the boundary conditions 
it is found that C = 0.001001001, B = 1 and γ  = 13.8135.  

Thus, it is evident from the preceding sections that the smooth S-curve MF can be 
more easily handled than other non-linear MF such as tangent hyperbola. The linear 
MF such as trapezoidal MF is an approximation from a logistic MF and based on 
many idealistic assumptions. These assumptions contradict the realistic real-world 
problems. Therefore, the S-curve MF is considered to have more suitability in sensing 
the degree of fuzziness in the fuzzy-uncertain judgemental values of a DM. The modi-
fied S-curve MF changes its shape according to the fuzzy judgemental values of a DM 
and therefore a DM finds it suitable in applying his/her strategy to MCDM problems 
using these judgemental values. 

The proposed S-shaped MF is flexible due to its following characteristics: 

1. μ(x) is continuous and strictly monotonously non-increasing; 
2. μ(x) has lower and upper asymptotes at   μ(x) = 0 and  μ(x) = 1  as  x → ∞ and  x 

→ 0, respectively; 
3. μ(x) has inflection point at   CAwith

C
x +=+= 1)

1
2ln(

1
0 α

;  

In order to benchmark the method proposed herein an illustrative example has been 
considered. The example has been adopted from Bhattacharya et al [5]. Their problem 
considers five different attributes, viz., work culture of the location, climatic condi-
tion, housing facility, transport availability, recreational facility and five different cost 
factor components, viz., cost of land, cost of raw material, cost of energy, cost of 
transportation and cost of labour. Five different sites for plant have been considered 
as alternatives. The approach combines both the ordinal and cardinal attributes. 

3   Computing Level of Satisfaction, Degree of Fuzziness 

SFMi values, OFMi values and LSIi indices for five candidate-plant locations are as 
tabulated in Table 1. We confine our efforts assuming that differences in judgemental 
values are only 5%. Therefore, the upper bound and lower bound of SFMi as well as 
LSIi indices are to be computed within a range of 5% of the original value reported by 
Bhattacharya et al [5]. One can fuzzify the SFMi values from the very beginning of 
the model by introducing modified S-curve MF in AHP and the corresponding fuzzi-
fication of LSIi indices can also be carried out using their holistic approach. 

By using equations (6) and (7) for modified S-curve MF a relationship among the 
LOS of the DM, the degree of vagueness and the LSI indices is found. The results are 
summarised in Table 2. 

It may be noted that large value of γ implies less fuzziness.  From Table 2 it is ob-
served that the plot behaves as a monotonically increasing function. Fig. 2(a), (b) and 
(c) show three different plots depicting relation among the LOS and LSI indices for 
three different vagueness values. Fig. 2(a) illustrates LOS when 0.25 < LSI < 0.27, Fig. 
2(b) illustrates the same when 0.26 < LSI < 0.285 and Fig. 2(c) depicts the results for 
0.28 < LSI < 0.315. It should always be noted that higher the fuzziness, γ, values, the 
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lesser will be the degree of vagueness inherent in the decision. Therefore, it is under-
stood that higher level of outcome of decision variable, LSI, for a particular LOS point, 
results in a lesser degree of fuzziness inherent in the said decision variable.  

Table 2.  α, γ and LSI Table 1. SFMi OFMi and LSIi indices 

Candidate 
locations 

SFMi 
values 

OFMi 
values 

LSIi 
indices 

P1 0.329 0.2083 0.251 
P2 0.226 0.1112 0.153 
P3 0.189 0.2997 0.259 
P4 0.128 0.2307 0.194 
P5 0.126 0.1501 0.141  

 
α γ LSI 

0.1 3.0 0.2189 
0.2 7.0 0.2312 
0.3 11.0 0.2454 
0.4 13.8 0.2591 
0.5 17.0 0.2732 
0.6 23.0 0.2882 
0.7 29.0 0.3027 
0.8 37.0 0.3183 
0.9 41.0 0.3321 

0.95 47.0 0.3465 

 

Fig. 2. Level of satisfaction and LSI indices for different fuzziness 

Now, let us examine the fuzziness inherent in each plant site location decisions us-
ing equations of Table 3. Equations of Table 3 have been found using MATLAB® 
version 7.0. The results using these equations have been found encouraging and the 
corresponding results have been indicated in Figs. 3 to 8. 

Fig. 8 elucidates a surface plot illustrating relationships among three parameters 
focusing the degree of fuzziness and fuzzy pattern of the MCDM model proposed by 
Bhattacharya et al [5]. This is a clear indication that the decision variables, as defined 
in equations (6) and (7), allows the MCDM model to achieve a higher LOS with a 
lesser degree of fuzziness. 
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Thus, the decision for selecting a candidate plant-location as seen from Figs. 3 to 7 
is tabulated in Table 3. It is noticed from the present investigation that the present 
model eliciting the degree of fuzziness corroborates the MCDM model as in Bhatta-
charya et al [5]. 

Table 3. LSI equations for each plant 

LSI Candidate Plant 
locations LSIL LSIU 

P1 LSIL = 0.2083 + 0.1043 • α LSIU = 0.2083 + 0.1472 • α 
P2 LSIL = 0.1112 + 0.1035 • α LSIU = 0.1112 + 0.1261 • α 
P3 LSIL = 0.2997 – 0.1202 • α LSIU = 0.2997 – 0.1013 • α 
P4 LSIL = 0.2307 – 0.1091 • α LSIU = 0.2307 – 0.0963 • α 
P5 LSIL = 0.1501 – 0.0304 • α LSIU = 0.1501 – 0.0178 • α 

 

Fig. 3. Fuzzy pattern at multi-LOS for P1  Fig. 4. Fuzzy pattern at multi-LOS for P2 

 

Fig. 5. Fuzzy pattern at multi-LOS for P3  Fig. 6. Fuzzy pattern at multi-LOS for P4 
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Fig. 7. Fuzzy pattern at multi-LOS for P5      Fig. 8.Overall Relationship among parameters 

Table 3. Final ranking based on the MCDM model at α = 0.36 where lesser degree of fuzziness 
has been reflected in rank #1 

Rank # LSIi Plant locations 
1 0.259 P3 
2 0.251 P1 
3 0.194 P4 
4 0.153 P2 
5 0.141 P5 

4   Discussion and Conclusion 

Analyzing the results found from the methodology presented hereinbefore, following 
conclusions on the modified smooth S-curve MF in finding out fuzzy patterns with 
multi-LOS are drawn: 

• The proposed smooth S-curve MF qualifies to be a logistic function and is said to 
be flexible; 

• The flexibility of the proposed S-curve MF enables the analyst, in tripartite fuzzy 
system environment, to tackle the problem of fuzziness in various parameters of 
MCDM problem; 

• The vagueness in the fuzzy parameters for the real-life problems decided by ex-
perts heuristically and experientially by determining the figures of MF; and 

• The S-curve MF changes its shape according to the fuzzy parameter values thereby 
enabling DMs to apply their strategy to fuzzy problems using these parameters.  

In unstructured real-world environment, there is always a chance of getting intro-
duced fuzziness factors when an MCDM model deals with both cardinal and ordinal 
measures. The present methodology helps in determining the degree of fuzziness 
inherent in such cases. It is suggested that this methodology should be used in obtain-
ing the degree of fuzziness and also fuzzy patterns satisfying the multi-LOS in such 
cases. It should always be remembered that this model is to be applied in a situation 
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where decision alternatives are well inter-related and have both cardinal and ordinal 
criteria for selection. It is clear from the fuzzy patterns of the MCDM model that a 
fuzzy number with a low degree of fuzziness does not imply a low degree of non-
specificity. Therefore, it is prudent that we become aware of the magnitude of the 
fuzziness introduced in a decision model when decision-making is dealt in presence 
of multiple and conflicting-in-nature criteria. The results delineated in various plots 
identify key strengths and weaknesses and prioritised areas for DM’s choice. 

Scope for future work is immense. There is a possibility to design self-organizing 
fuzzy system for the MCDM model in order to find a satisfactory solution. The risk 
inherent in such MCDM models can also be tackled suitably when other relevant 
criteria are considered in combination with the fuzzified approach. The methodology 
in obtaining the degree of fuzziness with multi-LOS presented here can also be ex-
tended in group-decision support systems (GDSS). 
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