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Abstract. We propose a new nearest neighbor clustering classification algorithm 
based on fuzzy-rough set theory (FRNNC). First, we make every training sample 
fuzzy-roughness and use edit nearest neighbor algorithm to remove training 
sample points in class boundary or overlapping regions, and then use Mountain 
Clustering method to select representative cluster center points, then 
Fuzzy-Rough Nearest neighbor algorithm (FRNN) is applied to classify the test 
data. The new algorithm is applied to hand gesture image recognition, the results 
show that it is more effective and performs better than other nearest neighbor 
methods.  

1   Introduction 

Nearest Neighbor (NN) algorithm is one of the most important classification methods 
for pattern recognition. Rough Set [2] takes the imprecise features description of the 
elements in universe as one of the reasons to wrongly classification. Fuzzy-Rough sets 
[3,4] combines rough set with fuzzy set to handle datasets with both roughness and 
fuzziness. In [5], a Fuzzy-Rough Nearest Neighbors (FRNN) algorithm is proposed, 
which introduces roughness uncertainty into Fuzzy KNN [1]. FRNN takes every 
training pattern as the neighbor of the test pattern with different fuzzy similarities, and 
it is more robust than Fuzzy KNN. However, for each test pattern it has to compute the 
similarity for every training pattern, which leads to more complex.  

Our algorithm is proposed to reduce the complexity of FRNN and improve the speed 
of classification. In [9], based on the properties of rough sets, Lingras P extents the 
K-means and Fuzzy C-means to represent clusters as interval set. In our algorithm, 
Mountain Clustering method is used to select representative cluster center points from 
training data, which is different from Lingras P’s method.  

2   Fuzzy-Rough Set and Fuzzy-Rough Nearest Neighbor Algorithm 

For input data set },...,,{ 21 nxxxX = with total C classes, let R an equivalence relation 

on X, and Rx][  is the equivalence class contains Xx∈ . For any output class Xc ⊆ , 

lower and upper approximation is: },][|]{[)( XxcxxcR RR ∈⊆∪=  and 
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},][|]{[)( XxcxxcR RR ∈≠∩∪= φ . Rough set is the set of lower and upper 

approximation, i.e., >=< )(),()( cRcRcR . When the equivalence classes in rough set 

are imprecise, they will be in the form of fuzzy clusters },...,{ 2,1 HFFF and X is 

generated by fuzzy weak partition. Here, every fuzzy cluster jF  is a fuzzy set. The 

output class c can also be fuzzy and in the form of lower approximation c  and upper 

approximation c : 
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>< cc, is a fuzzy-rough set, ]1,0[)( ∈xcµ  is the fuzzy membership of x to class c. The 

fuzzy-rough membership function of x to class c is defined as: 
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Fuzzy-rough nearest neighbor algorithm (FRNN) [5] is based on fuzzy-rough 
set. It computes the fuzzy-rough membership value of test pattern to each class 
according to equation (3). The test pattern is assigned to the maximal fuzzy-rough 
membership value related class. 

3   Fuzzy-Rough Set Based Nearest Neighbor Clustering 
Classification Algorithm 

The steps of our new algorithm are as follows. 

(1) By using FRNN, assign fuzzy-rough membership value to each training pattern. 

For every pattern in the training set, use leave-one-out FRNN algorithm to compute 
the fuzzy-rough membership value to all classes. The value implies that to what degree 
others support this pattern. The higher the value is the less the fuzzy-roughness exists in 
the neighborhood.  

(2) Use muti -edit-nearest-neighbor algorithm to filter the training set 

After step (1), there may exist some samples, whose maximal fuzzy-rough 
membership value related class is inconsistent to their known class label. Such sample 
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points are regarded as in the class boundary or overlapping region. We use muti-edit- 
nearest-neighbor algorithm [6] to edit them to improve the classifier to test set. 

(3) Select cluster representative points from the edited training set. 

Mountain Clustering is an approximate clustering method [7]. It firstly constructs 
Mountain Function from dataset, and then uses Destruction Function to destroy the 
Mountain step by step and acquire cluster center points. These points can represent the 
distribution of each class.  

For class c, firstly we select the sample point jx  whose fuzzy-rough membership 

value to c is the highest (recorded as maxc). We take jx  as the fist cluster center point 

of class c. Then we use the following equation to update the fuzzy-rough membership 
value of all training patterns to class c: 

nlxxx lclxlc j
,....,2,1),()](1[)(

~
=−= τµτ

 
(4) 

Equation (3) can be seen as the Mountain Function, and equation (4) as Destruction 
Function. The new point with the highest fuzzy-rough membership value is selected as 
the next cluster center point. Such a process continues until the ratio of the lately 
selected maximal fuzzy-rough membership value to maxc is less than a given threshold. 

(4) Classify the test set with selected cluster representative points with FRNN. 
With the selected cluster representative points in step (3), we use FRNN algorithm to 

classify the test set. Since the cluster representative points are usually far less than 
original training set, the classification speed can be improved greatly while keep the 
same or even better classification accuracy than FRNN.  

4   Experiments and Discussions 

We apply the proposed algorithm, to hand gesture recognition. All the captured images 
are normalized as 36×36 pixels in gray-level. The dataset contains total 30 kinds of 
gestures. Each kind represents a single or double letter, as shown in Fig.1.  

In the hand gesture recognition problem, since there exist much difference in the 
same kind of gesture images, the rough uncertainty exists in the input data. On the other 
hand, different kinds of gesture images may be very similar, e.g. in Fig.1, the different 
gestures h, x and i are very similar. The classifier tends to wrongly classify these similar 
gesture images, which is due to the fuzzy output class. We use fuzzy-rough set based 
FRNNC algorithm to deal with such data.  

There are total 4152 images, about 150 images for each kind. 2/3 of the images 
(3000 samples, 100samples per class) are randomly selected as training set, and the left 
1/3 as test set. The algorithms, NN, KNN, Fuzzy KNN, FRNN and FRNNC are 
evaluated on such dataset respectively. The experimental results are given in Table 1. 

Our algorithm performs better than KNN and Fuzzy KNN. Compared with FRNN, it 
has less computation complexity and higher classification speed, and its classification 
accuracy is not bad than that of FRNN. The algorithm has two properties: (1) it 
considers both the fuzziness and roughness in data; (2) It is especially suitable for 
numerical data with good clustering character.  
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In addition, the similarity computation method for samples is the key, which directly 
affects the classification result. The improvement to it will be the future work. 

 

 

Fig. 1. The Hand Gesture Image and the Represented Letters 

Table 1. Experimental results  

Algorithms NN KNN Fuzzy KNN FRNN FRNNC 

K=3 K=5 K=7 K=3 K=5 K=7 Classification 
accuracy (%) 90.12 

90.45 89.45 88.79 90.59 89.92 89.45 

96.39 94.96 
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