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Abstract. In this paper we propose a method of locating face and eyes using 
context-aware binarization. Face detection obtains the face region using neural 
network and mosaic image representation. Eye location extracts the location of 
eyes from the detected face region. The proposed method is composed of  
binarization, connected region segmentation by labeling, eye candidate area  
extraction by heuristic rules that use geometric information, eye candidate pair 
detection, and eye area pair determining by ranking method. Binarization plays 
an important role in this system that converts a source image to a binary image 
suitable for locating eyes. We consider edge detection based and image  
segmentation based binarization methods. However, each method alone cannot 
be used a solution in general environment because these are influenced by the 
factors such as light direction, contrast, brightness, and spectral composition. 
We propose a hybrid binarization using the concept of illumination  
context–awareness that mixes two binarization methods in general environment. 

1   Introduction 

Face and eyes are considered as a way of communication among people for a long 
time. For communication between person and computer, many researchers have stud-
ied face image processing such as face tracking, face detection, recognizing face and 
facial expression, lip reading, eye blinking, etc. Therefore, many algorithms and tech-
niques are invented, but it remains a difficult problem yet, [1], [5]. The automatic face 
processing becomes a significant topic towards developing an effective HCI (Human-
Computer Interface) [1], [6], [7]. Eye location with the information of face region 
consists of largely preprocessing, binarization, connected region segmentation by 
labeling, detecting of candidates for eye region and eye pair using heuristic rules 
based on geometric information and determining eye pair by Ranker. Binarization 
method that converts an original image to a binary image suitable for eye location is 
considered as edge detection and image segmentation. However, each method is de-
pendent on the environmental factors such as light direction, contrast, brightness, and 
spectral composition. For solving this problem we propose a new method of mixing 
two binarization method. We introduce a concept of the context-aware binarization for 
solving this problem. The changes of illumination environment can be detected by 
analyzing the input images. We assume that the illumination environment changes 
continuously. We apply this methodology to face detection and eye location. In sec-
tion 2, we present binarization. We present face detection in section 3 and locating of 
eye regions section 4. Finally, we give experimental results and conclusions.  
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Fig. 1. Block diagram of eye locating process 

1.1   Edge Detection 

Image edges are defined as local variations of image intensity. This variation is gotten 
by edge detector operators. The magnitude of image gradient  ),( yxf∇  is given by [3],  

),(),(),( yxfyxfyxe yx +=  (1) 

Edge Image is obtained by an edge detector using e(x,y). This image carries infor-
mation about the edge magnitude. If the edge detector output is large, a local edge is 
present.  

1.2   Image Segmentation  

When an image contains an object having homogeneous intensity and a background 
with a different intensity level, the image can be segmented in two regions using im-
age segmentation by threshold [3]. The following equation is the definition of 
segmentation adopted in this paper. where T is threshold whose choice can be based 
on the image histogram. The gray level of facial components such as hair, eyebrow, 
pupil, nostril, lip, etc. is darker than that of the skin. The threshold T can be obtained 

nostril, lip, etc. is darker than that of the skin. The threshold T can be obtained using 
this property. The threshold is used to discriminate pixels belonging to eye region 
from skin region. Therefore, if we use threshold as a fixed value we cannot obtain a 
good image because we always experiment in different environments. For solving this 
problem we experiment a method getting a threshold T using the statistical informa-
tion of the edge magnitude and the property that the larger the edge magnitude is, the 
higher possibility of being edge is.   

2   Face Detection  

The face location algorithm detects a face in an image using mosaic image representa-
tion and back-propagation neural network [4]. Because consecutive images obtained 
from image sensor usually contain a lot of noises, we perform histogram equalization, 
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mosaic image, and normalization as a preprocessing step. When the histogram of 
some image is biased to one side, histogram equalization can make the histogram 
distribution uniform. This improves the contrast of image and makes image features 
more distinguishable. The input image is converted into a low resolution image called 
mosaic image [5]. The mosaic image representation provides fast noise-insensitive 
processing. From this mosaic image, all possible 8×8 mosaic called octet faces (the 
second figure of Fig. 2) are extracted. Each cell of octet is normalized in the 0～1 
range of a real value. The octet is checked by the back-propagation neural network to 
extract the most suitable face region. The first figure of Fig. 2 is the original image 
captured from image sensor, and the second is mosaic image representation. This 
algorithm returns the coordinates of face region. 

 

                            

 

 

(a) Original image                           (b) Octet face   
 
Fig. 2. The original image and the octet face 
 

Fig. 3 shows examples of the result of face location. Two white rectangles of the 
second image mean that the number of possible face candidate is two.  

 

                         
 

Fig. 3. Examples of face detection 

3   Locating of Eye Regions  

Fig. 4 roughly describes the model that we propose for locating face and eye regions. 
Eye location begins with inputting each face candidate regions into eye location proc-
ess given in Fig. 4. However, if image is captured in weak illumination, generally face 
candidate region becomes a small intensity region, i.e. Face candidate region's image 
contrast become poor and the subjective image quality become low. For enhancing 
image quality, histogram equalization that modifies its histogram performs in face 
candidate regions [4].  

We found that binarization processed by edge detection algorithm is efficient when 
the candidate region is a dark image and binarization by segmentation algorithm is 
efficient  when the candidate region is normal or bright from experiment. Input face 
candidate region is analyzed using neural network  in the context awareness module. 
The binarization is performed  differently according to the analyzed illumination con-
dition. If the image illumination condition is dark, an input face candidate region is 
binarized  by the edge detection method.  If the condition is normal or bright, it is 
done by the segmentation method.  
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Fig. 4. The block diagram of face and eye location 

3.1   Face Candidate Regions 

Eye locating is executed in face candidate regions detecting by mosaic and back 
propagation neural network. However, face candidate region exists more than one. 
This means that face candidate region is the completely wrong region and whether it 
can contain a pair of eyes or not. 

 

                                                  

(a)          (b) 

Fig. 5. Examples of face candidate regions 

3.2   Binarization  and Labeling  

 

3.2.1   Context Awareness Using FART 
In the proposed approach, illumination classification is dealt with as local targets to be 
detected in an image. We formulate the object detector generator to learn to discrimi-
nate object pattern witch can be measured formally, not intuitively as most previous 
approaches did. The illumination estimator classifies a face pattern into one of the face 
illuminant set. The facial pose estimation can be used to verify the detection of con-
text-based faces. Gong and colleagues use non-linear support vector regression to 
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estimate facial pose. In this paper, we propose how combined supervised learning and 
unsupervised learning. The proposed learning based classifier generator has advan-
tages over previous approaches. 

3.2.2  Context Awareness by FART+RBF 
The RBF networks, just like MLP networks, can therefore be used in classification 
and/or function approximation problems. In the case of a RBF network, we usually 
prefer the hybrid approach, described below [10], [11], [12]. The RBFNs, which have 
a similar architecture to that of MLPs, however, achieve this goal using a different 
strategy. One cluster center is updated every time an input vector x is chosen by Fuz-
zyART from the input data set. The cluster nearest to x has its position updated using  

Wji(t+1) = β(I ∧Wji(t)) + (1-β)Wji(t) (3) 

FuzzyART is a variant of ART system derived from the first generation of ART, 
namely ART1. It is a synthesis of ART algorithm and Fuzzy operator. ART1 can only 
accept binary input pattern, but FuzzyART allows both binary and continuous input 
patterns [9], [13]. The feature space of object instance with multiple viewing angles 
must be clustered properly so that the location error can be minimized. However, the 
classification of multiple viewing points is very subjective and ambiguous. Thus, we 
adopt FuzzyART and RBF methods for achieving an optimal pose classification archi-
tecture. Executed step is as following to FuzzyART [9], [13], [14]. In this Paper, Clus-
tering's performance improves by studying repeatedly about done data. 

The cluster center is moved closer to x because this equation minimizes the er-
ror vector. Each hidden unit calculates the distance of the input vector from the corre-
sponding Gaussian:  

φ
µ

σj
j

j

x
x

( ) exp { }= −
− 2

22  
(4) 

In this paper, centers are obtained from unsupervised learning (clustering), Fuz-
zyART Algorithm. The weights between the hidden units and the output layer, de-
noted by wkj, are regular multiplication weights (as in a MLP).  

y x w x wk k j j k
j

M

( ) ( )= +
=
∑ φ 0

1  
(5) 

Where x is the input vector, mj is the jth prototype vector, σj is the width of the 
Gaussian of that prototype or cluster centre. There are various approaches for training 
RBF networks. In this paper, centers are obtained from unsupervised learning (cluster-
ing), FuzzyART algorithm. Clustering (FuzzyART algorithm) and LMS are iterative. 
This is the most commonly used procedure. Typically provides good results. After 
finding a suitable cluster using clustering algorithm, do laying center on this. The 
winning node µj is what FuzzyART is its best match for the input pattern. Hidden 
node’s center determined by unsupervised learning, FART. 

As showed Fig. 6, the idea is to train the network in two separate stages - first, we 
perform an unsupervised training (FuzzyART) to determine the Gaussians' parameters  
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Fig. 6. Training System Architecture 

(j, j). In the second stage, the multiplicative weights wkj are trained using the regular 
supervised approach. Input pattern is vectorized for grayscale image size of 20x20 
pixels, input node had mosaic of size of 10x10 pixels. The transformation from the 
input space to the hidden unit space is non-linear, whereas the transformation from the 
hidden-unit space to the output-space is linear.  RBF classifier expand input vectors 
into a high dimensional space. RBF network has architecture that of the traditional 
three-layer back-propagation. In this paper, hidden units is trained using FuzzyART 
network and basis function used are Gaussians. The proposed network input consists 
of n normalized and rescaled size of 1/2 face images fed to the network as 1 dimen-
sion vector. And input unit has floating value [0, 1]. The vector value is normalized.  
In case learn by FuzzyART, performance is best in case used picture itself by input 
node vectorized. 

3.2.3   Binarization   
The binarization method explained in section 2.  The labeling algorithm examines a 
state of connection between a pixel and its 8-neighborhood pixels, and labels the ob-
jects in the image. The labeling algorithm is used to obtain connected and isolated 
regions [2]. Fig. 7 (a) shows the result of image segmentation by thresholding in a face 
region. Fig. 7 (b) shows that facial components such as eye, eyebrow, and nose are 
labeled by the labeling algorithm. The labeled facial components are recorded as eye 
candidates.  

                              
(a)Image segmentation                         (b) Labeling 

Fig. 7. Example of labeling 
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3.3   Detection of Candidates of Eye and a Pair of Eyes 

Candidates of eye and a pair of eyes are detected by heuristic rules based on eye's 
geometrical information in face. Eye candidate’s width has much correlation with face 
candidate's height. However, because the height of eye candidate has an extreme 
changeability on condition of blinking one's eyes, it is difficult to set a correlation 
between eye candidate’s height and face candidate region. Eye detection has a ten-
dency to acquire the boundary of eye. However, image segmentation have a more 
concern in pupil regions than the boundary of eyes, so the connected  regions by label-
ing have a tendency to become more smaller and more nearer a square than ones ob-
tained by edge detection. Therefore, rules used in eye location differ as to binarization 
methods.  The example of detecting candidates of eye region is shown in  Fig. 8. 

                                                
(a) Connected  region                      (b) Candidates of eye  

           segmentation by labeling                         region 

Fig. 8. Example of detecting candidates of eye region 

Once eye candidate regions are detected, candidates of a pair of eyes are detected. 
First, because two eyes locate in a similar position by y -axis, eye candidate regions 
are sorted by y -axis. Candidates of a pair of eyes satisfy the following rules- the gra-
dient of two eyes, comparison between two eye's size and distance between two eyes. 
These rules also differ as to binarization method similar to the rule of eye candidate 
regions.  

3.4  Ranker  

After eye location process, Ranker calculates an energy of each candidate of a pair of 
eyes detecting in each face region  Fk  . Each energy obtained by Ranker inputs to Max 
and it selects a max value among those. A candidate of a pair of eyes whose energy is 
equal to this selected value become a pair of eyes.  Fig. 9  shows a template of a pair 
of eyes that are represented with terms of the size, shape, positional information of 
eyes, eyebrows and mouth. Using this template, Ranker calculates an energy of a pair 
of eyes. 

Eq (6) is an equation representing a template given in Fig. 8.  EL,  ER,  EM  which are 
the energy, using terms of image intensity, edge magnitude, the region information 
obtained by connected region segmentation and so forth, calculates in the left eye, 
right eye, mouth respectively. In addition, ELR, ELM and ERM  are the energy between 
two eyes, the left eye and the mouth, the right eye and the mouth, respectively.   
Finally, ELL is the energy between the left eye and the left eyebrow, and ERR is the 
energy between the right eye and the right eyebrow.  
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Fig. 9. The template of a pair of eyes 

3.5   Determination a Pair of Eyes  

There can exist more than one candidate for a pair of eyes obtained in each candidate 
face region. Now, determined eyes have a maximum value of energy by Ranker. 
Therefore if there exist m candidates for a pair of eyes obtained in a face candidate 
region Fi, each candidate for a pair of eyes is expressed as Eyei

k, 1<=i<=m and its 
energy calculated by Ranker is define as E(Eyei

k). Therefore, the energy of a deter-
mined pair of eyes in face candidate region  Fi  are defined as below Eq (7),  

{ })()(
1

i
k

mi
EyePMAXkE

≤≤
=  (7) 

and finally, the determined eyes of this facial image should satisfy  Eq (8). 

                                         { })(
1

kEMAX
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                                                   (8) 

Fig. 10 shows a process of eye location. Fig. 10 (c) are the results of executing the 
binarization,  connected region segmentation by labeling and conditioning the rule that 
will be satisfied by a candidate for a pair of eyes. we determine as eye regions because 
of it having maximum value among them. 

                          

(a) Face           (b) Labeling      (c) Candidates     (d) Located eye 
candidates                                   of eye region          regions 

Fig. 10. A process of eye location 

4   Experimental Results and Conclusion 

Our proposed method of locating eye regions was developed with MFC(Microsoft 
foundation class) in Pentium Ⅳ 2.4GHz CPU PC having Windows XP as operating 
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system. Compiler used was Visual C++ 6.0. Experimental images were captured from 
image sensor with 320×240 size and 256 gray levels and were collected totally 400 
frames from 35 persons(see Table 1).  

Table 1. Final results o f different methods of eye location 

This successful rate 
of eye locations 
largely depends on the 
environmental factors 
image quality, illumi-
nation, glasses and 
hair of head and so 
forth. In this experi-
ments, only the factor 
of glasses was consid-
ered and experimental 
image s were classi-
fied by the factor of 
glasses. These classi-
fied images were 

separately experimented with different methods edge(E), image segmentation (S) and 
combined method(E+S) and were compared with each result. According to the above 
result using combined method was superior to single method. In a stable illumination, 
in case not wearing glasses we could get successful rate using only edge method. 
However, if glasses were worn, successful rate of edge method was lower than that of 
segmentation method and at the same time especially in case black glasses worn frame 
edge method made the rate of success remarkably lowered. Consequently, using a 
single method is suitable for a particular environment. Nevertheless, because the envi-
ronment getting images isn't always stable  in the real world, if we can't select appro-
priate method we can't get a good result. So, in this paper we combined two binariza-
tion method for locating eye regions and can get a good result in a general environ-
ment as well as  a particular one. In the future's experiments, we will have experi-
mented on locating eye regions in the more real world's environments an object near 
eyes and the reflection of a beam of light off a glasses and so forth.  
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