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Abstract. Automatic text categorization is defined as the task to as-
sign free text documents to one or more predefined categories based on
their content. Classical method for computing text similarity is to cal-
culate the cosine value of angle between vectors. In order to improve the
categorization performance, this paper puts forward a new algorithm to
compute the text similarity based on standard deviation. Experiments
on Chinese text documents show the validity and the feasibility of the
standard deviation-based algorithm.

1 Introduction

Text categorization has recently become an active research topic in the area
of information retrieval. The objective of text categorization is to assign free
text documents to one or more predefined categories based on their content.
Traditionally text categorization is performed manually by domain experts. Each
incoming document is read and comprehended by the expert and then it is
assigned a number of categories chosen from the set of prespecified categories.
This process is very time-consuming and costly, thus limiting its applicability.

A promising way to deal with this problem is to learn a categorization
scheme automatically from training collection. Once the categorization scheme
is learned, it can be used for classifying future documents. It involves issues
commonly found in machine learning problems. Since a document may be as-
signed to more than one category, the scheme also requires the assignment
of multiple categories. There is a growing body of research addressing auto-
matic text categorization. A number of statistical classification and machine
learning techniques has been applied to text categorization, including regres-
sion models[T] [2], nearest neighbor classifiers[3][4], Bayesian classifiers[5] [6], deci-
sion trees[1][6] [7], rule learning algorithms|8][9][10], neural networks[1], inductive
learning techniques[11][12], Support Vector Machines|[I3], relevance feedback[14]
and voted classification[T5].

In order to improve the categorization performance, this paper puts forward
a new algorithm to compute the text similarity based on standard deviation.
Experiments show the validity and the feasibility of the standard deviation-
based algorithm.
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This paper contains 6 sections. In Section 2 we describe the vector space
model; in Section 3 describe several typical methods that have been successfully
applied to text feature selection and categorization; Section 4 introduces the
proposed method applied to text similarity computing and categorization based
on standard deviation and compares it with the classical method based on cosine
similarity; experimental results and evaluation are given in Section 5; finally, we
draw to a conclusion.

2 Vector Space Model

The most commonly used document representation is the so called vector space
model (VSM)[I6]. In the vector space model, each document can be represented
by vector v = (w1, Wa,..., W) , where w; represents the corresponding weight
of the i*" feature t; of the document and denotes the importance of ¢; in de-
scribing the document’s content. Therefore, the expression and matching issue
of text information is converted to that of the vector in VSM [I7]. Experiment
shows that word is a better candidate for feature than character and phrase.

At present there are several ways of determining the weight w;, Intuitively,
w; should express the two aspects as follows:

— The more often a word occurs in a document, the more effectively it is to
reflect the content of the document.

— The more often the word occurs throughout all documents in the collection,
the more poorly it discriminates between documents.

A well-known approach for computing word weights is the tf*idf weighting,
which assigns the weight to word in document in proportion to the number
of occurrences of the word in the document, and in inverse proportion to the
number of documents in the collection for which the word occurs at least once.

Among several existing tf*idf formulas, we selected a commonly used one in
our system:

tf(t,d) x log (¥ +0.01)

\/zted [tf(t,d) x log( " 0.01))2

where W (t, d) is the weight of word ¢ in document d, tf(t,d) is the frequency of
word t in document d, N is the number of documents in the training collection
and n; is the number of documents in the whole collection for which word ¢
occurs at least once.

The main advantage of VSM is in the fact that it simplifies the documents’
content to vectors comprising features and weights, which greatly decreases the
complexity of the problem.

W (t,d) (1)

3 Typical Text Feature Selection and Categorization
Methods

A major problem in text categorization is the high dimensionality of the feature
space. Generally the feature space consists of hundreds of thousands words even
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for a moderated-size documents collection. Standard classification techniques
can hardly deal with such a large feature set since processing is extremely costly
in computational terms, and overfitting can not be avoided due to the lack of
sufficient training data. Hence, there is a need for a reduction of the original
feature set without decreasing the categorization accuracy, which is commonly
known as dimensionality reduction in the pattern recognition literature.

Feature selection attempts to remove non-informative words from documents
in order to improve categorization effectiveness and reduce computational com-
plexity. Before feature selection, word segmentation which is necessary for Chi-
nese text categorization has to be made because there is not apparent delimiter
between the character in the text. In [I8] a thorough evaluation of the five
known feature selection methods: Document Frequency Thresholding, Informa-
tion Gain, y2-statistic, Mutual Information and Term Strength is given.

In Document Frequency Thresholding, we computes the document frequency
for each word in the training collection and removes those words whose document
frequency is less than a predetermined threshold. The basic assumption is that
rare words are either non informative for category prediction, or not influential in
global performance. Information Gain is frequently employed as a termgoodness
criterion in the field of machine learning [19][20]. It measures the number of bits
of information obtained for category prediction by knowing the presence or ab-
sence of a word in a document. The information gain of a word t is defined to be:

M:

IG(t) = - P(C;)log P(C) + <>i P (C;lt)log P (C;t)

n (2)
P(t) ; (Cylt) log P (Cyt)

&

Wherein, n is the number of the category, P(C;) is the probability that class
C; occurs in the total collection and P(t) is that of word t. P(C;|t) can be
computed as the fraction of documents from class C; that have at least one
occurrence of word t and P(C}|t) as the fraction of documents from class C;
that does not contain word t. The information gain is computed for each word
of the training collection, and the words whose information gain is less than
some predetermined threshold are removed. The y2-statistic measures the lack
of independence between word t and class Cj. It is given by:

N x (AD — CB)?

(LG = (44 0)(B 4 D)A L B)C+ D)

(3)
A set of tokens with the highest x? measures are then selected as keyword
features. A is the number of documents from class C; that contains word t
and B is the number of documents that contains t but does not belong to class
Cj. C is the number of documents from class C; that does not contain word t
and D is the number of documents that belongs to class C; nor contains word
t. Mutual Information is a criterion commonly used in statistical modelling of
word associations and related applications[21][22][23]. Term strength measures
how informative a word is in identifying two related documents. The strength
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of a word t is defined as the probability of finding t in a document which is
related to any document in which t occurs|24]. In our experiments, the method
of x2-statistic is found to be the most effective.

There exists various text categorization algorithms, such as Rocchio’s al-
gorithm, Naive Bayes, K-nearest neighbor, neural network, support vector ma-
chine etc, wherein the first two are employed in most applications. The proposed
method in this paper is in fact an improved version of Rocchio’s algorithm. Here
we only introduce the Naive Bayes while Rocchio’s algorithm will be described
in detail in the next section. The naive Bayes classifier estimate the probability
of each class based on Bayes theory:

P (Cy) P (d|Cy)

P (Cj|d) = P () (4)

P (d) is same to all the caterogies and the assumption is made that the features
are conditionally independent. This simplifies the computations yielding:

P(Cyld) = P(Cy) [ P (t:lCy) (5)
i=1
P (C}) is the probability that class C; occurs in the total collection. An estimate
P (t;|C;) for P (t;|C;) is given by:

1+ Ny

m+ . Nij
=1

(6)

N;; denotes the number of times word ¢; occurred within documents from class
Cj in the training collection.

4 Proposed Method Based on Standard Deviation

Rocchio’s algorithm is the classical method for document routing or filtering in
information retrieval. In this method, a prototype vector p;= (41,152, .-tjm) is
computed as the average vector over n; training document vectors that be-

nj
long to class C;, where the feature p;; = 737 > wj ki is the mean of wj g,
7 k=1

and wj is the weight of word i in document dy of category C;. A docu-
ment diest is classified by calculating the similarity between document vector
Viest = (Wtestl; Wtest2s - - - » Weestm ) Of diest and each of the prototype vectors
;. The similarity can be computed as follows [25]:

Viest ° ,U_]

Sim (dest, C;) =
(eest: C5) = o ell - ]

(7)

Since () exactly denotes the cosine function of the angle between the two vec-
tors, the similarity defined in (@) is usually called ’cosine similarity’. Conse-
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quently, the category into which the document d¢est falls is determined by the
equation:
¢ = argmax Sim (dgest, C;) (8)
J
As we can see from the analysis above, Rocchio’s method has such advantage
as simple categorization mechanism, rapid process rate while its main defect is
due to the fact that it is difficult to roundly describe the characteristics of the
category with the only information of samples’ mean. A new method is proposed
in this paper to overcome the main defect of classical method by describing the
characteristics of category more precisely with not only the mean vector but also
the standard deviation and classifying documents with new similarity rather than
‘cosine similarity’ employed. In our study, it is found that the standard deviation,
which is a common used statistics reflecting the distribution of the samples in
pattern recognition, of each feature in diverse category changes distinctly, while
the fact is not concerned in classical Rocchio’s method leading to degraded
categorization result. The new method in this paper obtains better performance
because of considering of the difference of the standard deviation.
Two vectors, mean vector p; and standard deviation vector o; =
(cj1,0j2,...0jm), are chosen as the prototype vectors of category C;, wherein

nj
oji = njal kz (W) ki — uj,;)z. A modified street distance is proposed to be a
=1

new similarity in text categorization to accommodate the two new prototype
vectors,
m {| , — pji| — 04,0}
Sim (dtest, Cj) _ Z max - |Wtesti 21“’]1 Ojis (9)
i1 Tji
As is shown, any document locates within the sphere determined by p:;; and ojzi
will be classified to category C}. It is noted that because of the probably of being
Z€ero szi should be modified before used as denominator in ().

In categorization experiments, mean vector u; and standard deviation vector
0j, are obtained during the training process according to the training collection.
Consequently, the similarity between document diest to be categorized and each
category is computed by ([@). Finally, the categorization results is obtained by (&).

Compared with classical Rocchio’s method based on ’cosine similarity’, the
advantage of the proposed method is illustrated in Fig[ll For the convenience
of illustrating, we suppose each document has two features. Since in (7)) diest
and C; have been cosine normalized, the similarity described in () reflects the
Euclidean distance between diest and Cj. Viest is the document vector of the
document dest to be categorized, pa and pup are mean vectors of category A and
B, respectively. o041 and o492 represent the two dimensional standard deviation
of A, and op;1 and ops denote that of B. Since the distance D4 between viest
and pa is greater than the distance Dp between viest and ug, Da > Dp, the
categorization result is diest € B based on classical Rocchio’s method. However,
diest locates in the field of category A not category B, so the probability of
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Fig. 1. Advantage of proposed method

dtest € A is larger than that of diest € B. It is more likely to put dgest in wrong
category by classical Rocchio’s method than the proposed method.

5 Experiment Results and Evaluation

Text categorization experiment results of 36 categories of Chinese text docu-
ments according to Chinese Library Classification (version 4) based on standard
deviation and ’cosine similarity’ are given in this section. We take Chinese Text
Categorization (TC) Evaluation collection of Chinese Language Processing and
Intelligent Human Machine Interface evaluation of the National High Technology
Research and Development Program(HTRDP) in 2003 as the training collection
and download 3134 text documents (labeled by the experts with reference to
Chinese Library Classification) from the web. The HTRDP Evaluation of Chi-
nese Language Processing and Intelligent Human Machine Interface, also called
the ’863" Evaluation, is a series of evaluation activities sponsored by China’s
National High Technology Research and Development Program (HTRDP, also
called the ’863’ Program). The purpose of the HTRDP Evaluation is to provide
infrastructural support for research and development on Chinese information
processing and intelligent human-machine interface technology, to enhance inter-
action among industry, academia, and government, and to speed up the transfer
of technology from research labs into commercial products.

Experiment results of 8 categories are shown in Table 1, where a represents
the number of documents correctly assigned to this category; b represents the
number of documents incorrectly assigned to this category; c¢ represents the
number of documents incorrectly rejected from this category. The category label
is with reference to Chinese Library Classification.
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Table 1. Experiment results of 8 categories

category B E J K TU G TD TP
a 94 69 29 55 57 27 70 7
b 7 5 28 25 38 80 18 5
c 26 50 21 20 34 3 14 50

Precision 93.07% 93.24% 50.88% 68.75% 60.00% 25.23% 79.55% 93.90%
Recall 78.33% 57.98% 58.00% 73.33% 62.64% 90.00% 83.33% 60.63%
F1  85.07% 71.50% 54.21% 70.97% 61.29% 39.42% 81.40% 73.68%
F1 Gain 2.12% 1.35% 8.83% 20.97% 22.97% 5.84% 2.91% 13.27%

Categorization effectiveness is measured in terms of the commonly used IR
notions of precision and recall, adapted to the case of text categorization. Preci-
sion is defined as the probability that if a random document dyest is categorized
under Cj , this decision is correct. Analogously, Recall is defined as the probabil-
ity that, if a random document d¢est should be categorized under C}, this deci-
sion is taken. Another evaluation criterion that combines recall and precision is
the F1 measure. The definitions of Precision, Recall and F1 are given below [26]:

Precision = a/(a+b) (10)
Recall = a/(a+c) (11)
F1 = (Precision x Recall x 2)/(Precision + Recall) (12)

Table 2. Measure comparison of two methods

Macro-averaging Precision Macro-averaging Recall Macro-averaging F1
cosine 70.81% 70.71% 70.76%
deviation 74.21% 74.43% 74.32%

For evaluating performance average across categories, Macro-averaging per-
formance scores are determined by first computing the performance measures
per category and then averaging these to compute the global means and are
calculated as follows:

n

Macro — averaging Precision = Z Precision; (13)
Wt
‘ INS
Macro — averaging Recall = Z Recall; (14)
n i
M ing F1— En: F1 (15)
acro — averagin = j
ging n J

=1
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n is the number of the category. From Table 2 we can see that both the Macro-
averaging Precision and Recall of proposed method is around 74%, which is
greater than that of the traditional one. The validity and the feasibility of the
standard deviation-based algorithm is validated by experiment results.

6 Conclusions

As Chinese text information available on the Internet continues to increase, there
is a growing need for tools helping people better manage the information. Text
categorization, the assignment of free text documents to one or more predefined
categories based on their content, is an important component to achieve such
task and attracts more and more attention.

A number of statistical classification and machine learning techniques has
been applied to text categorization. In order to improve the categorization per-
formance, this paper puts forward a new algorithm to compute the text similarity
based on standard deviation. Experiments show the validity and the feasibility
of the standard deviation-based algorithm.
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